
Received 7 March 2023, accepted 26 March 2023, date of publication 29 March 2023, date of current version 3 April 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3262836

An Enhanced Dynamic Ensemble Selection
Classifier for Imbalance Classification With
Application to China Corporation
Bond Default Prediction
YU WANG1, JUNBIN ZHANG1, AND WEI YAN 2,3
1Faculty of Finance, City University of Macau, Macau, China
2Guangzhou Institute of International Finance, Guangzhou University, Guangzhou 510006, China
3Zhuhai DeltaFit Technology Company Ltd., Zhuhai 519031, China

Corresponding author: Wei Yan (yanwei.macau@connect.um.edu.mo)

ABSTRACT China corporation bond default prediction is important and can be formulated as an imbalance
classification problem solved by static ensemble classifiers. However, dynamic ensemble selection (DES)
classifiers have not been applied to this typical problem in the context of business research. DES classi-
fiers are capable of selecting an ensemble classifier for each test sample, leading to better classification
performance than static ensemble classifiers. Most existing DES classifiers can not address imbalance
classification optimally and only use single criteria of competent for classifier selection, resulting in
sub-optimal classification performance. In this paper, we propose an enhanced DES classifier, named
META-DES-Diversity, that inherits strengths of data sampling, meta-learning, criteria of diversity, and
dynamic weighting fusion scheme to alleviate such limitations. Specifically, the synthetic minority over-
sampling technique is initially used to balance the training set before generating a candidate classifier
pool. To select an ensemble classifier with a highly competent, the meta-learning framework META-DES is
utilized to consider multiple criteria of competence. In complement with the meta-leaning framework, a two-
phase selection strategy is utilized to perform competence and diverse ensemble classifier selection. Note
that a competence-driven decision fusion scheme is employed to effectively fuse classification results from
selected ensemble classifiers. Experiments on 14 two-class imbalanced data sets from the KEEL repository
and one self-collected China corporation bond data set show the effectiveness and superiority of the proposed
enhanced DES classifier.

INDEX TERMS Default prediction, dynamic ensemble selection (DES), imbalance classification, meta
learning.

I. INTRODUCTION
China corporate bond market is the largest bond market, with
over 306 billion USD.1 According to the Fitch Ratings, one
of the big three credit rating agencies, China corporate bond
default rate touches a record high in 2022.2 In the first half
of 2021, China corporate bond defaults hit 116 billion RMB.

The associate editor coordinating the review of this manuscript and

approving it for publication was Szidonia Lefkovits .
1https://www.bloomberg.com/news/articles/2022-09-07/china-overtakes-

us-with-306-billion-corporate-credit-boom
2https://www.fitchratings.com/

The rising defaults are caused by two factors: intense regula-
tion and a deleveraging policy. Both factors narrow Chinese
enterprises’ financing channels. That means it is a great chal-
lenge for highly leveraged firms to repay their principal and
interest, resulting in an increasing number of bond defaults.
Corporate bond default prediction can be formulated as a two-
class classification problem and has received considerable
attention [1].

In the classification context, ensemble classifiers (ECs)
have shown their theoretic and empirical superiority over sta-
tistical classifiers, such as logistic regression [2], [3], decision

32082

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 11, 2023

https://orcid.org/0000-0003-3037-6300
https://orcid.org/0000-0002-7903-1111


Y. Wang et al.: Enhanced DES Classifier for Imbalance Classification

tree [4], and neural networks [5]. Technically, the ECs aggre-
gate multiple base classifiers to obtain a fused one, enabling
the ECs to exploit all the strengths of base classifiers [6]. The
ECs are success under the expert assumption, assuming that
data are with complex feature space and each base classifier
in ensemble is an expert of a specific region of feature space.

Existing ECs can be arranged into two categories: static
and dynamic based on the way of classifier selection [7].
Specifically, the ECs perform prediction in three stages: gen-
eration, selection, and integration. In generation, a pool of
competent base classifiers are generated. In selection, a single
or an ensemble competent base classifiers from this pool is
(are) selected. In integration, the prediction results of these
selected classifiers are fusedwith a predefined rule, leading to
final prediction. Among these stages, the selection is vital and
attracts considerable attention. Existing strategies of selection
can be classified into two categories: static selection (SS) and
dynamic selection (DS). SS aims to select ensemble classi-
fiers based on average performance of base classifiers on a
validation set, which is constructed from training data set.
Typical SS methods are BoostForest [8], AdaBoost [9] and
XGBoost [10]. SS is all-sample-oriented, that all test samples
share the same ensemble classifier. SS obtains good predic-
tion results when it well fit the distribution of all test samples.
Despite acceptable results, it has been shown that the SS can-
not guarantee to obtain optimal result for every test sample.
In contrast, the DS is single-sample-specific [11]. Specifi-
cally, a single competent classifier (this is known as dynamic
classifier selection, DCS) or an ensemble classifier (this is
known as dynamic ensemble selection, DES), is selected for
predicting each test example. Generally, he competence of
a classifier is evaluated by its classification performance in
the local region of the test sample based on the competency
criterion. For your understanding, the frameworks of static
selection, dynamic classifier selection, and dynamic ensem-
ble selection are illustrated in Fig. 1.

Duo to effectiveness and efficiency, the DES classifiers
have drawn widely consideration [12], [13], [14], [15].
In these methods, the selection stage is critical, and the crite-
rion used to evaluate the competence of base classifier have be
investigated. Zhang et al. [16] proposed the DES-MI which
used the criterion of weighted accuracy rate as to evaluate
the competence level of the base classifiers for classification.
García et al. [17] introduced the DES-KNN which utilized
both diversity and accuracy, ensuring it can be able to select
base classifiers complement each other and corporate well
the ensemble. Cruz et al. [18] constructed META-DES that
used multiple individual-based criteria, including probability,
accuracy, behaviour, etc. Despite acceptable results, all the
above-mentioned methods are sub-optimal, since they cannot
exploit the diversity, accuracy and other multiple criteria,
simultaneously.

Apart from classifier selection, data characteristic is also
important in designing a classifier system [19]. Imbalance
is a key characteristic of data from many real applications,

such as extreme events prediction [20], heart disease clas-
sification [21] and plant identification [22]. In context of
business research, China corporate bond data is also highly
imbalanced. Specifically, the number of undefault bond (i.e.,
the majority class) is much higher than that of default ones
(the minority class). In imbalanced classification context, tra-
ditional algorithms usually favor the majority class and fail to
correctly classify the minority class, resulting in performance
loss. In addition, few DES algorithms can optimally handle
imbalanced data. This observation motivates us to propose
a novel DES algorithm to make it suitable for imbalance
classification.

To perform imbalance classification, some strategies have
been proposed and can be divided into three categories:
(1) algorithm-level methods directly perform imbalanced
classification with sample-weighting techniques [15]. Specif-
ically, the minority class are assigned additional weights
to increase their impact. Among DES methods, DES-MI is
capable of dealing withmulti-class imbalanced classification.
DES-MI involves a weighting mechanism to highlight the
competence of classifiers that are powerful in classifying
examples in the region of underrepresented competence. The
minority class in the competent region of a test sample will
be given higher weights, and thus helping select the com-
petent base classifiers which correctly classify the minority
class; (2) Data-level methods rely on data resampling, such
as under-sampling or over-sampling techniques, for training
data balancing [23]; (3) Cost-sensitive learning methods lie
in between the data-level and algorithm-level approaches.
It assigns different costs to samples and modifies the learning
algorithm to accept the costs. Typical example is the cost
sensitive SVM [24].

In this paper, we propose an enhanced DES method for
imbalance classification and apply it to China corporate
bond default prediction. The proposed technology is inspired
by technique of data sampling [25], meta-learning frame-
work [26], [27], technique of diversity [28] and weighted
fusion strategy [29]. In particular, it directly address the
imbalanced data sets and can comprehensively consider mul-
tiple criteria for selecting competent and diverse classifiers.
The main contributions of this paper are summarized as
follows:
• Guided by the META-DES framework, we propose an
enhanced DES method, named META-DES-Diversity
for binary imbalance classification. META-DES-
Diversity improves META-DES through exploiting
the strengths of the DES algorithms, data-sampling
algorithm and decision-weighting fusion. Specifically,
a over-samplingmechanism is used on theminority class
for balancing training data set. Moreover, the criteria of
diversity is incorporated with the META-DES frame-
work under a two-step selection scheme, helping select
competent and diverse classifiers for optimal classifica-
tion. In addition, a competence driven weightedmajority
vote scheme is introduced for decision integration.
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FIGURE 1. Flow charts of three strategies of classifier selection: (a) Static selection; (b) Dynamic classifier
selection; (3) Dynamic ensemble selection.

• We apply our META-DES-Diversity to the China corpo-
rate bond default prediction. To our best knowledge, it is
the first work of applying the DES algorithm to China
corporate bond default. That means we provide a future
research direction for addressing task of imbalanced
China corporate bond default prediction.

• We construct a China corporate bond data set and verify
the effectiveness of our META-DES-Diversity on this

data set. In addition, we conduct experiments on 14 data
sets from the KEEL repository to demonstrate its supe-
riority over six classifiers including five typical DES-
based classifiers and a stacked classifier.

The paper is organized as follows. Section II reviews the
processes of DES. Section III describes our META-DES-
Diversity, including processes and algorithms. Section IV
performs experiments on imbalanced data sets and compares
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FIGURE 2. Taxonomy of three stages involves in an ensemble classifier system. We focus on the dynamic
selection in this work.

it with related ensemble algorithms. Section V applies pro-
posed method to the China corporate bond default prediction.
We conclude this work in section VI.

II. LITERATURE REVIEW
A. DYNAMIC ENSEMBLE SELECTION
To perform classification, dynamic ensemble selection based
classifiers share three same stages: generation, selection, and
aggregation.

1) GENERATE A POOL OF BASE CLASSIFIERS
This pool should contain base classifiers with accuracy and
diversity [18]. Here, diversity means that no classifiers in this
pool share same classification results. To pursue diversity,
there are six practical strategies: (1) try different initialization
settings; (2) equip various configurations; (3) construct vari-
ous layers of deep architectures for neural network classifiers;
(4) combine heterogeneous classifiers; (5) construct training
sets with different distributions; (6) represent data with multi-
modal feature sets. In practical, one can obtain accurate and
diverse base classifiers through optimal combination of these
strategies.

2) SELECT COMPETENT CLASSIFIER
After generation, it comes selection. Selection can be
conducted either in static or dynamic manner. With static
selection, one selects an ensemble classifier with a specific
criterion (e.g., diversity or accuracy) [28]. Note that this
ensemble classifier is then used to predict all test samples.
Despite acceptable results, these static classifiers share a
same shortcoming that they cannot work well on small-size
datasets. To address this shortcoming, dynamic selection was
introduced with local-region assumption. This assumption

refers to each base classifier is an expert in a specific region
of feature space. In contrast to the static selection, dynamic
selection selects a competent single base classifier or a com-
petent ensemble for every test sample.

Technically, dynamic selection consists of three aspects:

• Define the region of competence; one need to construct a
local region, which contains a subset of training samples
that are around the test sample. In addition, this local
region is used to estimate the competence level of the
base classifiers.

• Determinate the selection criteria; with the above-
defined local region, one can estimate competence levels
of base classifiers for classifier selection, (e.g., accuracy,
probabilistic, and ranking).

• Determinate the selection mechanism; once obtaining
base classifiers, it comes selection. One can choose to
select a single classifier (i.e., dynamic classifier sys-
tem) or an ensemble classifiers (i.e., dynamic ensemble
system). See Fig. 3 for the taxonomy of the above-
mentioned three aspects.

3) AGGREGATE PREDICTION
In this stage, one needs to fuse those prediction results from
selected classifiers. This fusion is performed under a specific
scheme. Existing schemes can be classified into three groups:
fixed combination, problem-driven and dynamic weighting.

1) Fixed combination rules [30]:
Typical rule in this category is the Majority Voting
and other common used fixed combination rules are
the Sum, Product, Maximum, Minimum, Median and
Majority voting. These rules share a problem that they
require certain assumptions about the base classifiers
in order to obtain a good performance. For example,
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FIGURE 3. Taxonomy of three steps involving in dynamic selection. Both individual and group criteria are
considered in this work.

the Majority Voting and Product rule are effective if
the base classifiers are independent, while the Sum rule
produces good results when the base classifiers have
independent noise behavior.

2) Problem-driven rules [31]:
These rules assume that the fusion process is adapted
to specific classification problem. In these rules, pre-
dictions of the base classifier are taken as features for
another learning algorithm, which learns the aggrega-
tion function. Several works have shown the superiority
of problem-driven rules over fixed combination rules.
For example, an MLP neural network used to combine
the outputs of the base experts trained using distinct
feature sets outperformed all fixed combination rules
for recognition of handwritten digit and character.

3) Dynamic weighting:
Essentially, dynamic weighting is the same with
dynamic selection methods [7]. They are all built on
the local competence of the base classifiers. Recall that
local region contains samples that are around the test
sample. Dynamic weighting fuses the results of all clas-
sifiers and imposes a high weight value on the compe-
tent classifier. Note that a hybrid dynamic selection and
weighting scheme is optimal. In this scheme, the base
classifiers that presented a certain competence level are
first selected. Then, one can fuse their prediction results
with imposing are weighted based on their estimated
competence levels. Experimental results conducted in
demonstrate that the hybrid dynamic selection and
weighting approaches usually present the best classi-
fication performances when compared to performing
only dynamic weighting [29].

III. PROPOSED METHOD
Recall that our motivation is to propose an enhanced DES
classifier for imbalance classification. According to a recent

review work [7] and an investigating work [28] on DES clas-
sifiers, one can improve a DES classifier from two aspects:
optimize candidate classifier pool and hybrid ensemble selec-
tion criteria, and thus obtaining optimal imbalance classi-
fication performance. Specifically, data balancing strategy
has shown good results in optimizing candidate classifier
pool [7]. As for ensemble selection criteria, the DES methods
that used the Double Fault diversity measures achieved more
accurate ensemble systems [28]. Motivated by these obser-
vations, we proposed an enhanced DES classifier, termed
META-DES-Diversity. META-DES-Diversity is built on the
framework of META-DES, which is capable of consider-
ing multiple criteria on classifier competence evaluation.
META-DES-Diversity improves META-DES through using
data sampling technique for optimizing candidate classifier
pool; in addition, it borrows the idea of two-step selection
strategy from DES-KNN [17] to complement with classifier
diversity. Note that a competence driven weighted majority
vote scheme is introduced for precise decision integration.
The flowchart of the proposed method is given in Figure 4.
The details of construction are illustrated as follows.

A. CLASSIFIER POOL GENERATION
Before generation, that the oversampling technique SMOTE
[32] is utilized to balance training data set. After data balanc-
ing, a pool of base classifiers are generated through utilizing
the Bagging [33]. The Bagging aims to build a diverse ensem-
ble of classifiers through randomly selecting different subsets
of training data, on which each classifier is trained.

B. META LEARNING
Inspired by [18] and [27], we transfer dynamic ensemble
selection problem into meta-learning problem. In fact, it is
insufficient to accurately estimate the level of competence
of a base classifier using only one criterion. Meta-learning
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FIGURE 4. The framework of proposed META-DES-Diversity.

helps to make optimal selection, through using different kinds
of criterion to decide whether a base classifier is competent
enough to classify a given test sample. Technically, meta-
learning refers to a two-class classification problem. Both
classes are either competent or incompetent. Ameta classifier
is trained based on meta features and aims to classify a base
classifier is whether competent or incompetent. Here, each
meta-feature corresponds to a specific criterion to measure
the level of competence of a base classifier. In detail, this
meta-learning consists of three steps:

• Select sample: in this stage we construct a subset from
training data set for meta-feature extraction. Note that a
consensus threshold is used to deal with a practical case
in which the extent of consensus of the classifier pool
is low. Specifically, it refers to that the number of votes
from the winning class is close to or even equal to the
number of votes from the second class. Technically, for
each training sample, the degree of consensus of the pool
is computed. If this degree falls below the threshold, this
sample is selected to extract meta-features.

• Extract meta-features: five distinct sets of meta-features
are extracted, and then they are encoded into a unify
meta-feature vector for each base classifier. (See Table 1
for details about these five meta-features.) Each fea-
ture corresponds to a specific criterion, measuring the

level of competence of a base classifier, such as the
classification performance estimated in a local region of
the feature space and the classifier confidence for the
classification of the input sample. In detail, meta-feature
extraction is conducted in three steps. First, the region of
competence is defined by using the k-Nearest Neighbor
algorithm. Second, we get output profiles, that are pre-
diction results of base classifiers, for this region. Third,
the output profile of the query sample is calculated, fol-
lowing by obtaining the set with similar output profiles
of the query sample through the Euclidean distance.

• Train the meta-classifier: with extracted meta-features,
we then train a meta-classifier which predicts whether or
not a base classifier is competent enough to classify test
sample. Follow [27], we consider the Naive Bayes as the
meta-classifier for optimal performance. We conclude
the above meta-leaning in algorithm 1.

C. ENSEMBLE SELECTION
The task at this phase is to select competent and diverse
classifiers for each test sample. We resort to a two-stages
strategy that includes two steps:

• select competent classifiers from the candidate classi-
fiers pool for each test sample. First, we estimate two
competent regions: one is the feature space-based, and
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Algorithm 1Meta Learning
Require: Meta training data Dmtrain, Classifier pool C, the

nearest neighbors k , the number of similar output files
Kp, the scaling coefficient α.

Ensure: meta-classifier γ

1: Sγ ← ∅

2: for all x ∈ Dmtrain do
3: Computer the consensus of the pool C(x, C)
4: if C(x,P) < hc then
5: Find k nearest neighbors as competence region N

of x using meta training data.
6: Compute the output profile x̄ of x
7: Find Kp most similar output files O of x̄.
8: for all ci ∈ C do
9: f = Meta Feature Extraction (O,N , ci, x)
10: if ci correctly classifiers x then
11: αij = 1, ci is competent.
12: else
13: αij = 0, ci is not competent.
14: end if
15: Sγ = Sγ ∪ {f }
16: end for
17: end if
18: end for
19: Train γ using the Multinomial naive Bayes.
20: Return the meta-classifier γ .

another is decision space-based competent region. Sub-
sequently, the performance of each classifier is extracted
as the meta-feature vectors, which are input into the
meta-classifier. Finally, we estimate the competence of
each base classifier; if the competence is large than
threshold 0.5, the classifier is competent and is selected
into ensemble.

• select the J most diverse classifiers from the above
competent classifiers for each test sample. To evaluate
diversity, we resort to the Double Fault (DF) [28]. The
double fault diversity measure is a pairwise measure.
Given classifiers ci and cj, the DF is obtained by can be
calculated by the following equation [28].

DFij =
N 00

N 11 + N 01 + N 10 + N 00 (1)

where N ab are listed in Table 2. The classifiers can be
ranked according to its overall diversity; the predefined
J classifiers are selected.

D. WEIGHTED INTEGRATION
To optimally fuse the prediction results, we decide to exploit
the strengths of competence and dynamic weighting. Specif-
ically, we use the majority vote scheme and resort to a
hybrid combination approach. First, the competence base
classifiers are selected to compose the ensemble. Next, the
decision of each of these classifier is weighted by its level of

Algorithm 2 Ensemble Selection
Require: Dynamic selection dataset Dsel , test dataset Dtest ,

Classifiers pool C, the meta-classifier γ , the number of
nearest neighbors k , the number of similar output files
Kp, the scaling coefficient α, the number of diverse clas-
sifiers J .

Ensure: Classifier ensemble Ce for each test sample
1: for all xi ∈ Dtest do
2: ⋄ Step1: select the competent classifiers
3: Ct = ∅
4: Find k nearest neighbors as competence region θi of xi

using Dsel
5: Compute the output profile x̄i of xi
6: Find Kp similar output files O of xt,test using Dsel
7: for all ci ∈ C do
8: ft = Meta Feature Extraction

(
θt ,O, ci, xt,test

)
9: input ft to the meta classifier γ

10: αt = γ (vt)
11: if αt > 0.5 then
12: C ′t = C ′t ∪ {ci}
13: end if
14: end for
15: ⋄ Step 2: Select J most diverse classifiers
16: C ′′t = ∅
17: for every ci ∈ C do
18: for every cj ∈ C do
19: if i ̸= j then
20: Measure diversity between ci and cj : DF tij
21: Measure diversity of ci : DF ti =

∑M
j=1DF

t
ij

22: end if
23: end for
24: if

∣∣C ′t ∣∣ > J then
25: Rank the classifiers in C ′t based on DF ti
26: The J diverse classifiers in C ′t are added into Ce
27: else
28: Rank the classifiers in C according to αt
29: The J most competent classifiers in C are added

into Ce
30: end if
31: end for
32: end for
33: Return classifier ensemble Ce.

competence. Thus, the decisions obtained by the classifiers
with a high level of competence have a high influence in the
final decision.

We compute a weighted majority vote by associating a
weight wj with classifier Cj:

ŷ = argmax
i

m∑
j=1

wjχA
(
Cj(x) = i

)
, (2)

where wj is the weight and equals to the value of competence.
χA is the characteristic function

[
Cj(x) = i ∈ A

]
, and A is the

set of unique class labels.
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TABLE 1. Descriptions of five distinct sets of meta-features. They are adapted from the META-DES [18].

TABLE 2. Pairwise contingency.

TABLE 3. Characteristics of 14 imbalanced data sets from the KEEL
repository.

TABLE 4. Statistical comparison of all classifiers using the Wilcoxon
signed-rank test.

IV. EXPERIMENTS
To validate the effectiveness of our proposed new DES
method, we conducted experiments on 14 two-class imbal-
anced data sets from the Knowledge Extraction based on
Evolutionary Learning (KEEL) repository [34]. The charac-
teristics of these data sets are concluded in Table 3. To ver-
ify its superiority, we compared it with five typical DES
techniques, including DES-KL [35], DES-Clustering [36],
DES-KNN [36], DES-MI [16], andMETA-DES [18]. Among

TABLE 5. Time cost of proposed META-DES-Diversity on 14 imbalanced
data sets from the KEEL repository.

them, DES-MI is a DES method for imbalance classification.
Both DES-Clustering and DES-KNN use accuracy and diver-
sity as selection criteria. META-DES uses different criteria
regarding the behavior of a base classifier. For comprehensive
comparison, we also compared it with a stacking classifier,
termed StackedClassifier [37].

A. EXPERIMENTAL SETUP
For fair comparison, each compared method is the same
experimental setup as that in their original paper. Initially,
the Bagging uses the decision tree as the base classifier. The
number of base classifier is set to 100. The same candidate
classifier pool is used for all classifiers. As for the metric
of KNN is the minkowski and the number of neighbors is
set to 7. The number of output profiles used to estimate the
competence of the base classifiers is set to 5. The percentage
of input data to fit the dynamic selection data set is set at
50%. The number of base classifiers selected with accuracy
and diversity is set to 50% and 30% of pool of base classifiers,
respectively; In META-DES, the instance selection threshold
is set to 50%. All compared classifiers are implemented in
Python under framework of the library of dynamic classifier
system [38]. A 10-fold cross validation procedure is con-
ducted to evaluate classification performance.

B. RESULTS AND DISCUSSION
Imbalance classification aims to improve prediction ofminor-
ity samples while maintaining performance of the majority.
The receiver operating characteristics (ROC) [39] curve is a
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TABLE 6. Classification results in terms of AUC on 14 two-class imbalanced data sets from the KEEL repository.

widely used criterion of imbalance classification. ROC pro-
vides visualization of the trade-off between the false positive
rate and the true positive rate. In this paper, area under the
ROC curve (AUC) was utilized to measure the performance
of all classifiers [40]. The results in terms of AUC are pro-
vided in Table 6. The higher AUC values means the better
classifier.

We observed that our proposed classifier META-DES-
Diversity perform better than that of other classifiers on
all data sets. That verifies its effectiveness on two-class
imbalance classification. Note that our method shows big
advantage on the data set yeast-2vs8 which has the high-
est imbalance rate. This is because our classifier combines
strengths of data sampling for data balancing of minority
class, the meta learning framework for competent classifier
evaluation, the characteristic of diversity, and competence-
driven decision fusion.

From Table 4, we observed that all hypotheses are rejected
at 5% (95% confidence). From these results, we conclude that
the proposed META-DES-Diversity is efficient in dealing
with two-class imbalance classification.

V. CHINA CORPORATE BOND DEFAULT PREDICTION
In this section we applied our DES classifier on China corpo-
rate bond default prediction. This task aims to predict weather
one bond is default or not. Technically, the problem of default
prediction can be formulated as a two-class imbalance clas-
sification problem [41].

A. DATA ACQUISITION
The China corporate bond data set is collected from the
Wind Economic Database.3 This economic database provides
the Chinese financial market data and information to ana-
lysts, fund managers and traders, with a full coverage of
equities, bonds, funds, indexes, warrants, commodity futures,
foreign exchanges, and economy. This bond data set con-
tains 90749 records issued between 2014 and 2021, with
1061 default bonds. This data set contains two types of
features: statistic and finance. Specifically, the number of
statistic and finance features is 16 and 31, respectively. The
imbalance ratio of the default prediction data set is 21.2. Our
China corporate bond data set is public available.4 Feature
description is provided in Table 7.

B. PREDICTION RESULTS
To verify the superiority of the proposed method, we make
comparisons with five related methods, including static clas-
sifiers and dynamic classifiers. Among them, one typical
static ensemble method XGBoost [42], two dynamic clas-
sifier selection methods (OLA [43] and MCB [44]), and
two dynamic ensemble selection methods (DES-MI [16] and
META-DES [18]). Decision tree is used as the base classifier
for all methods.

The confusion matrix in Table 8 is used to express
the prediction results. Based on this confusion matrix,

3https://www.wind.com.cn/en/edb.html
4https://github.com/williamyan24/ChinaBondDefaultPrediction
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TABLE 7. Features of China corporate bond data set.

many measures can be constructed and used to evalu-
ate the performance of a classifier. When it comes to
bond default prediction, the precision is not used since the
bond data set is imbalanced and the defaults belong to
the minority class. In evaluation, the recall [45], F1-score
and the aforementioned AUC are used as the evaluation
criteria. The higher the value, the better the classifica-
tion on default prediction. These measures are defined as
follows.

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

F1− score = 2×
(Precision× Recall)
(Precision+ Recall)

(5)

TABLE 8. Confusion matrix.

These prediction results are recorded in Table 9, and the
AUC results are provided in Figure 5. One can observe that
the dynamic selection classifiers perform better than that of
static ensemble classifier. That verify that effectiveness of the
dynamic selection strategy on the China corporate bond data
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FIGURE 5. The classification results of all classifiers on the China corporate bond data set in terms of AUC: (a) XGBoost; (b) OLA;
(c) MCB; (d) META-DES; (e) DES-MI; (f) Proposed META-DES-Diversity.

set. In addition, our proposed method obtain better results
than that of DES-MI and META-DES, which demonstrates
that our method can well handle imbalance classification.

This advantage owns to we resort to data sampling method
and successfully select classifiers with various criteria and
diversity.
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TABLE 9. Classification results in terms of Recall, F1-score and AUC on
the China corporate bond data set.

VI. CONCLUSION
In this paper, we have proposed an enhanced DES classi-
fier based on the framework of META-DES, named META-
DES-Diversity, with application to the China corporate bond
default prediction. META-DES-Diversity improves META-
DES through incorporating it with data sampling, the tech-
nique of diversity and hybrid dynamic weighting. Compared
with existing DES classifiers, our META-DES-Diversity can
directly address imbalanced data and select competent classi-
fiers with various criterion, leading to optimal classification
performance. Note that we effectively fuse predictions from
ensemble classifiers with a weighted Majority Vote scheme
in which the competence of classifiers is used as weights
for classifiers. Experiments on 14 two-class imbalanced data
sets from KEEL repository demonstrate the superiority of the
META-DES-Diversity. In addition, it has been successfully
applied on the China corporate bond default prediction with
considerable results in terms of three measurements (e.g.,
Recall, F1-score and AUC), showing that the META-DES-
Diversity can address default prediction better than other five
typical classifiers.

In the future, we would like to continue our research on
the following two directions. First, we will propose another
version based on formal definition of the Oracle, which is an
abstract method that represents an ideal classifier selection
scheme. Second, we will consider the case of classification
with noisy label.
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