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ABSTRACT One of the big challenges of our modern life is to find the right items or contents on the Internet
and particularly in social media. One way of addressing the information overload problem in social media
is to predict the future trends and popularity of online items. The popularity of an item can be measured
by its attractiveness, i.e., the number of times it is being used. This popularity prediction can be translated
to a link prediction and ranking problem, which aims to predict the link gain of the items in a user-item
interaction network. User-item interactions in an online environment can be modelled as a bipartite network,
where a link represents an event, reflecting a user buys or collects an item. Popularity prediction problem
in temporal bipartite networks is of great interest to researchers. In this study, we propose a heuristic based
model which only consider nodes collective link gain in a recent past time window of time as well as total
link gain. To evaluate our model’s efficiency, we tested them on co-evolving social media items. We also
evaluated the models’ performance on five information retrieval metrics (i.e., Area Under the Receiver
Operating Characteristic, Kendall’s rank correlation tau, Precision, Novelty, and temporal novelty). The
proposed model does not need hyper-parameter learning, which makes it the best choice for highly temporal
and data streaming scenarios.

INDEX TERMS Temporal bipartite networks, ranking, popularity prediction.

I. INTRODUCTION
Recent years have seen the quick advancement of online
services such as social networking, news, blogging, and so
on. The fast development of information and communication
technologies, and in particular, the ease of access to the
Internet through portable devices such as smartphones,

The associate editor coordinating the review of this manuscript and
approving it for publication was Claudio Zunino.

creates a sheer volume of data about users, items, and
different types of interactions among them like buying or
viewing items by users [1], [2]. Such enormous data conveys
‘information overload’ problem, under which it is hard to
find, appropriate results or choices. This requires numerical
ways to deal with ranking the accessible choices; otherwise
stated as predicting the most appropriate items to users’
need or question [3]. This problem can be converted to
popularity or trend prediction, especially in internet-based
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services. One method for solving this issue is by applying
a network science approach [4], [5], [6], [7], [8], [9], [10]
by converting user item interaction to a bipartite network
which applied in recommendation systems [11]. User item or
item-item interaction can also be solved as a link prediction
problem in evolving networks [12], [13]. Though we will
focus in this study only on ranking nodes in dynamic
networks.

The ability to predict an item’s (or user’s) popularity has a
wide range of applications, including studying people’s social
influence or using it for advertising purposes. Popularity
can be determined by how desirable an item is or how
frequently it is used. In real-world situations, it is important
to also consider connections between entities of different
types in addition to connections between entities of the
same type. As such, the network of user-item interactions
can be depicted as a bipartite network that evolves over
time, where users and items are two distinct types of
nodes and the connection between them represents an
interaction, such as when a user likes or buys an item.
For instance, on social media platforms like Instagram [14],
Digg, YouTube, and Movielense, viewing activities create a
bipartite connection where the edges signify user’s reading or
viewing activities of news, videos, and movies. In temporal
bipartite networks, the popularity prediction problem can be
transformed into a future link prediction problem by using
graph data structures. Identifying the rise and fall of an
item’s popularity dynamics allows for the examination of
temporary user-item interactions. It can be challenging to
infer general user interests from an item’s characteristics
because consumers often do not explicitly state an item’s
content level attributes in an online context (e.g. video
upload on YouTube). Therefore we need to rely on other
features which can be easily obtained. Many real-world
issues, including stock market dynamics [15], have been
successfully solved using longitudinal social media data, for
examples, see [16], [17], [18], [19], and [20]. Short-term
trends and popularity also offer some insight into general
online user behavior. As a result, these models can be
used by various research communities. It is important to
consider macro-level analysis when predicting whether items
are gaining or losing popularity over time. Although there has
been a lot of study on predicting the popularity of specific
items, it has not been successful in identifying newly popular
items at the system level.

As was previously discussed, ranking nodes according
to their importance or potential popularity is a fundamen-
tal challenge. User-item interactions can be described as
temporal bipartite networks. Studies that have already been
done on node ranking in networks have primarily focused
on mono-partite and static networks, ignoring temporal
factors [4]. It is apparent that when networks change over
time, node importance will change as well because many
systems expand or change over time. Only in an ideal
rich-gets-richer setting where the oldest node is the most
popular can static metrics function. But in reality, systems

evolve under many constraints such as aging, deletion of
nodes, and so on. Therefore, time-dependent algorithms are
proposed to consider the evolutionary aspect of networks.
These algorithms primarily aim to reduce the dominance
of older nodes, which helps in giving newer nodes a
higher ranking. Various mathematical operations can be
used to analyse the ageing process in evolutionary systems,
including exponential decay [10], [21], [22], [23], power-law
decay [24], [25], [26], and log-normal decay [27], [28].

The remainder of this paper is organized as follows.
Section [II] reviews the challenges of predicting popular
items and ranking nodes as an approach to address this issue.
Our proposed methodology and algorithms for predicting
nodes’ popularity and two existing models for popularity
prediction (i.e. preferential attachment-based and temporal-
based models) are presented in the section [III]. Section[IV]
presents results of applying our proposed methods to two
real datasets, i.e. Movielens and Diggs. Finally the paper
concludes summarizing our findings, discussing research
limitations and future works.

II. RELATED WORK
Bakshy et al. and Martin et al [29], [30] reported it is
difficult to predict which item will be more popular than
others even having every minute details of items and features
about the person who is sharing it. The issue turns out to
be increasingly tractable when we are permitted to look
into the early history of the items’ popularity. The most
important finding is that early history information about the
speed of selection, attributes of individuals who interacted
with it and the associations between them can anticipate the
items’ popularity. This intuition shows positive results for
both anticipating the eventual popularity of an item [24], [31]
and whether the item will reach the top of 50% of
popular items or not [32], [33]. In their study, researchers
Bentley et al. [34], [35] proposed a model that examined
the impact of users copying recent behavior of their peers.
They found that their model was able to effectively generate
real data, and that items that have recently gained popularity
are likely to continue to do so in the future. This result
deviates slightly from the well-known ‘‘rich-gets-richer’’
effect, which can be attributed to the aging effect in social and
cultural artifacts [9], [10], [36]. According to a recent study
byCandia et al. [36], the social and cultural values of products
decay bi-exponentially. Other studies have also found that
some items gain popularity multiple times [37]. These studies
have identified various factors that affect the recurrence of
cascades, including the structure of the network, initial burst
size, temporal patterns, sharer’s characteristics, and multiple
copies in the network. Among these factors, temporal
patterns, particularly initial bursts that exceed a certain
threshold, play a crucial role. Additionally, novelty [38] is
another key driving factor for popularity. Novelty can lead to
the dissemination of both false and true information on social
media [39]. While predicting which items will have future
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impact at their creation time is a challenging task, having
some historical data on the items allows for early predictions
of future popularity [5], [9], [40]. Liebig et al. [41] presents a
new approach to predicting the future popularity of new items
in rating, (user-item) networks, using a bipartite clustering
coefficient. The method is applied to predict the popularity
of movies in the MovieLens network and stories in the Digg
network, with a success rate of over 65% for the former
and over 50% for the latter, outperforming existing methods.
Lin et al. [42] proposed Dynamic Activeness (DA) model
is based on the concept of activeness and captures the three
characteristics of a trend: intensity, coverage, and duration.
The method uses a combination of network features and
historical user activity data to predict the future popularity of
topics in a social network. Gao et al. [43] presents a method
for predicting the popularity of posts in a microblogging
network. The authors propose a method that uses easily
obtainable features, such as the number of followers and
the frequency of posts, to predict the popularity of posts.
They have solved it as binary classification problem on
the basis of some threshold value. Mishra [44] presents a
method for predicting the popularity of posts on social media.
They propose a new model that bridges the gap between
feature-driven and generative models by modeling social
cascades with a marked Hawkes self-exciting point process
and a predictive layer on top. The authors also propose
a recurrent neural network-based model for asynchronous
streams to account for multiple sources of external influence.
This work provides accurate and explainable popularity
predictions.

A. POPULARITY AS A NETWORK GROWTH MODEL
As user item interactions can be modeled as a bipartite
network therefore to exploit network structural features many
researchers solved this problem as a network growth model
also [5], [9], [40], [45], [46]. The paper [45] introduces a
new network growth model that addresses the disadvantage
faced by late arrivals in the preferential attachment model.
The model incorporates a recent-degree-change bias to give
an attachment probability boost to nodes with higher relative
degree change, characterizing a hot-get-richer mechanism.
The proposed model produces later high-ranking nodes
compared to the PA model and, under certain parameters,
produces network structures similar to PA networks. Further
Pongnumkul et al. [46] studies the behavior of music
consumers on online music streaming services through an
evolution model and analysis. The paper proposes a new
bipartite growth model to understand the evolution of online
music services by adding fitness and aging functions to
the existing bipartite network model. Chandra et al. [47]
proposes a growth model for online emerging user-object
bipartite networks to study the selection behavior of web
users. The network evolves with the constant growth of both
users and objects and the arrival of edges from the user set,
with a combination of preferential and random attachment

mechanisms for external edges from new users and internal
edges from old users. Zhou et al. [48] proposed an age-based
diffusion model that takes into account the impact of time on
the diffusion of information about a publication. The method
considers both the aging of the publication and the temporal
dynamics of the citation network. Researchers in [5], [9],
and [40] has solved popularity prediction problem as ranking
in evolving bipartite network model. The have considered
many user-item interaction scenarios such as user-movie,
user-news item, and user-Facebookwall-post interactions etc.
and gave solutions based on node ranking.

B. IF INFLUENTIAL NODE BECOME THE POPULAR
FUTURE NODES
Finding influential nodes by ranking in static networks is a
well-known problem researched by the physics community.
Here we are discussing whether influential nodes become
the most popular nodes in a dynamic network scenario.
Although our work focuses on evaluating algorithms based on
popularity. The in-degree (degree in un-directed networks) is
the most basic measure of a node’s popularity or importance
prediction. Ranking nodes according to their degree appears
to be an effective strategy for large-scale networks and has a
low computing cost, but it has poor accuracy. Other centrality
measures, such as betweenness centrality and closeness, have
been suggested to address the inadequacies of the degree
centrality. The concept of breaking down the network has
been pioneered using techniques like K-Shell [49]. Following
the concept of decomposition, several methods have used K-
Shell to rank nodes according to importance for example,
gravity centrality [50] and extended K-Shell sum [51].
Degree centrality, local clustering coefficient, and k-shell
decomposition are recently coupled [52] to capture both local
and global importance. Kitsak et al. [49] demonstrated in a
study that nodes in the core region of a network are more
likely to be influential. This work served as the basis for
Chen et al. [53] coreness centrality measure. The coreness
approach uses K-Shell decomposition to assign numerous
nodes to the same shell. However, nodes in the same shell
may have varying degrees of influence. Additionally, in core-
less networks, K-Shell may be unable to recognise influential
nodes.

C. CONSIDERING TEMPORAL EFFECT IN RANKING
To consider temporal biases in rankings based on in-degree,
Newman used a rescaled version of in-degree for paper
citation networks. The rescaled version normalizes citation
(in-degree) for papers of similar age. Researchers in [54],
and [55] have proposed re-scaled equation by average citation
counts of papers in the same area and in the same year.
Likewise, PageRank (a well-known ranking algorithm) is
also found to have a bias towards selecting old nodes
as more important [56]. Some researchers proposed a re-
scaled PageRank model that considers a moving temporal
window 1t . 1t is the only parameter to re-scale and
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can also be considered as tuning the ranking between old
and new nodes. When 1t is large the model will rank
old nodes higher and when 1t is smaller it results in
biased ranking towards temporally fluctuating item which
can be noise also. In effect a node could be ranked higher
while it has very low degree. Both results suggest that
consideration of 1t should be approached with caution
to avoid both extremes. Due to their great computational
complexity, not all of these approaches are scalable to large-
scale networks. Further Zeng et al. [5] proposed Popularity-
Based Predictor which is convex combination of node current
degree (considering user-item bipartite network) and recent
degree increase. These findings give us hint that a simple re-
scaled equation can be a good predictor for future popularity
of items. Therefore in this work we propose to consider in-
degree as well as in-degree up to recent past time window
concept to predict future popular as well as novel popular
nodes.

One research gap in the field of dynamic graph analysis
is the lack of effective models that can accurately predict
the future popularity of nodes in a dynamic network
while considering the temporal dynamics of the network.
Current methods for dynamic node ranking often rely on
static features of the network, such as degree centrality or
PageRank, which may not capture the temporal changes in
the network and the underlying patterns that drive these
changes. Additionally, many existing models do not take
into account the historical popularity of nodes, which can
be an important factor in predicting future popularity.
Furthermore, most of the current models for dynamic
node ranking have high time and computational complexity
which makes them impractical for large-scale dynamic
networks, especially in real-time applications. Therefore,
there is a need for new models that can effectively capture
the temporal dynamics of the network and accurately
predict the future popularity of nodes while taking into
account historical popularity and having low computational
complexity.

III. METHODS
This research aims to predict the popularity of objects (items)
for a user based on the previous and existing interest users
have shown on objects, modeling their interaction via a
bipartite network including users (u ∈ U ) and objects (o ∈ O)
as two separate groups of nodes and links among any pair of
‘(user, object)’ representing the use of an object by a user.
This network can be represented in the form of an adjacency
matrix (Auo), in which each cell shows the existence of a link
between an object and a user (i.e., the use of o by u). The
degree of an object (ko) the number of users who have used
or collected that object (o), has been widely considered as a
proxy for its popularity or attractiveness. As we are aiming to
predict the future popularity of the objects, we use the time-
based adjacency matrix, Auo(t) to calculate an object’s degree
at a previous or current time to predict its future degree.

The degree of object o at time t is given by:

ko (t) =

∑
u

Auo (t) (1)

1ko (t, t + TF )) = ko (t + TF ) − ko (t) (2)

where ko (t) is the link total link gain by object o upto time t .
Similarly, 1ko (t, t + tF ) is the link gain of an object during
future time window TF .

Before describing our proposed model for popularity
prediction, we will briefly discuss two basic benchmark
models which serve as the basis of our approach and are also
used for comparing the performance of our model with.

A. THE PREFERENTIAL ATTACHMENT-BASED MODEL
The preferential attachment model, also known as Barabasi-
Albert (BA or PA) model [57], is a very simple generative
model that posits that a node’s current degree is a good
predictor of future link gain. In other words, the PA model
predicts the future popularity of object o as the fraction of its
current degree. Thus, the future link gain probability of object
o (or prediction score for object o at any time t) based on PA
model is given by so(t)-

so(t) ∼
ko(t)∑

u,∀o
ko(t)

(3)

where, ko(t) reflect the degree of object o at the time (t), and
the denominator is used to calculate the sum of the degrees
of all objects in the network.

B. TEMPORAL-BASED PREDICTOR (TBP)
The temporal-based model, proposed by Zhou et al. [40],
considers link influence decay over time effect when
calculating an object’s probability score for future link gain.

so(t) =

∑
u

Auo(t) exp(γ (Tuo − t)) (4)

where so(t) is prediction score for object o at time t , Auo(t) is
the user-object adjacency matrix at time t , and Tuo is the time
when the link between o and u is formed, Tuo < t , and γ is
the link influence decay rate.

C. OUR PROPOSED MODEL: NON-PARAM
We are proposing a new model for future popularity
prediction of an object. As presented in Fig. 1, we must
consider three time windows: 1) past time window (time
before t − TP); 2) the recent time window (TP), up to
present time t; and 3) the immediate future time window
(TF ). Since some items’ popularity increases and fade many
times [37], we should consider both past and recent (current)
time periods. Therefore, we use the following three-rank
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FIGURE 1. The above figure describes the prediction problem for a ranking in evolving networks. The time is increasing from left to right.
The current time is t . This figure shows how the time window concept is used in our proposed work.

scores for each time windows:

KP
so(t,TP) =

ko(t − TP)∑
u,∀o

ko(t − TP)
(5)

KC
so(t) =

ko(t)∑
u,∀o

ko(t)
(6)

KR
so(t,TP) =

1ko(t,TP)∑
u,∀o

1ko(t,TP)
(7)

where KP
so(t,TP), K

C
so(t,TP) and K

R
so(t,TP) are the rank score

based on objects’ link gain up to the past time window, up to
current time t, and during the recent time window (t − TP,t)
respectively. 1ko(t,TP) = ko(t) − ko(t − Tp), ko(t) reflect
the link gain up to time (t) Fig. 1. In order to model our
problem we have RPso(t,TP), R

C
so(t,TP) and RRs (t,TP) rank

scores vectors of nodes as follows-

RPso(t,TP) =

∑
KP
so′

(t,TP)<=KP
so(t,TP)

KP
so′ (t,TP) (8)

RCso(t) =

∑
KC
so′

(t)<=KC
so(t)

KC
so′ (t) (9)

RRso(t,TP) =

∑
KR
so′

(t,TP)<=KR
so(t,TP)

KR
so′ (t,TP), (10)

where o, o′
∈ OWe consider the future popularity of objects

can be as a result of any of the three following scenarios:-
• It was popular in the past, its recent link gain score was
high, and its total current rank score is also high, i.e.
(RPso(t,TP)&R

C
so(t)&R

R
so(t,TP)).

• It was not popular in the past, but during the recent time
it gained many links, and its current rank is high, i.e.,
(RPso(t,TP)&R

C
so(t)&R

R
so(t,TP)).

• Its rank score was not high neither in the past nor in the
current time, but its rank score is high during the recent
time, i.e., (RPso(t,TP)&RCso(t)&R

R
so(t,TP)).

Since these three conditions are the most dominant and
crucial for future popularity of an object, we combined all
the three factors as follows:

PFs (o,TP) = max{min{RPso(t,TP),R
C
so(t),R

R
so(t,TP)},

min{RPso(t,TP),R
C
so(t),R

R
so(t,TP)},

min{RPso(t,TP),R
C
so(t),R

R
so(t,TP)}} (11)

TABLE 1. Information about the processed data.

where, PFs (o,TP) is the predicted score of object’s popularity
in a time after t . RPso(t,TP) = 1 − RPso(t,TP) and RCso(t) =

1 − RCso(t). We call this model ‘‘Non-Param’’ for ease of
representation when plotting figures.

D. DATA
To test the accuracy of the predictor, we have used a movie
rating and news item likes dataset.

• Movielens 20M contains about 20million rating records
of 27, 278 movies rated by 138493 users between 09
January,1995 and 31 March 2015 [58], [59]. Each user
has rated a movie from 1 to 5 (1 is the worst and 5, the
best). In this study, we considered only positive ratings
(higher than 2). We randomly selected 10, 000 unique
users and all the movies rated by them. Further, we have
changed the time when the user rated the movie into
days, the day we have counted from the time we have
data (9 January, 1995). In consequence the event time
in the system will be day 0 and next event time will be
day 1 and so on.

• Digg voting contains 3, 553 news items where
139, 409 users have voted or digged (3, 018, 196 links)
for the news stories from 31 January 2009 to
5 July 2009 [60], [61]. We have randomly sampled
10, 000 users and all their digged news. We converted
the time into hours, since the start time.

The temporal distributions of the objects in the two
data sets are shown in Fig. 2, depicting their final degree
distribution in the bottom row. The information about the final
processed data can be found in Table 1.

E. EVALUATION METRICS
We have adopted the following evaluation metrics to measure
the accuracy of our proposedmodel: Temporal Novelty (TNk ),
Area Under receiving operating Characteristic (AUCk ) also
known as ROC [62], precision(Pk ) and Kendal’s rank
correlation Tau(τ ).
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FIGURE 2. The nature of the data used in our experiment is as follows: First top row shows the temporal occurrence of link formation per unit of
time(days for Movielens and hours for Digg). The second row shows the total degree distribution histogram.

• Temporal Novelty(TNk )measures the ability of a predic-
tor to rank ‘new object’ in top k list that was not popular
during recent past time window but during future time
window TF they gained popularity. Let R1t

k denote the
number of new objects (that were not in top rank by
popularity gain during recent time window TP) in top
k of the real list. And E1t

k denotes the number of the
new objects correctly predicted by our model in the top
k ranking list. Then the temporal novelty (TNk ) score is
given by-

TNk =
E1t
k

R1t
k

, (12)

• AUC measures the importance of the relative position of
top k objects in the predicted and ranked lists. It selects
the top k objects from the real list as a benchmark and
compares their rank scores with the top k objects in the
predicted list. Let sp ∈ Lp and sr ∈ Lr be the scores of
an object in predicted lists respectively, then AUC can
be calculated by:

AUC =

∑
sp∈Lp

∑
sr∈Lr

I (sp, sr )∣∣Lp∣∣ |Lr | where, (13)

I (sp, sr ) =


0, if sp > sr ,
0.5, if sp = sr ,
1, if sp < sr .

(14)

• Precision is defined as the fraction of objects listed in the
top k rankings of the predicted and real ranking lists [63]
and is given by:

Pk =
Dk
k

, (15)

where Dk is the number of common objects in the top k
of both predicted and real ranking lists. Pk ∈ [0, 1]. The
higher value of Pk , the better precision of prediction.

• Novelty(Qk ) measures the ability of a predictor to rank
‘new objects’ in the top k position which were not in the
top k positions in the past. Let Rk denotes the number of
‘new objects’ in the top k position of the real list and EK
the number of ‘new objects’ correctly predicted by our
model in the top k ranking list, then the novelty score is
measured by:

Qk =
Ek
Rk

, (16)

• Kendal’s Tau(τ ) measures the correlation between
predicted and real rankings. It varies between −1 and
+1. τ = 1 when predicted and real (actual) are identical,
τ = 0 when both ranking are independent and τ = −1
shows they perfectly disagree. It can be given as-

τ =
C − D

√
(C + D− Ntp)

√
(C + D− Ntr )

, (17)

where C is the number of concordant pairs and D is the
number of discordant pairs. Ntp is the number of ties in
predicted list and Ntr number of ties in real list.

IV. ANALYSIS AND RESULTS
This study aims to predict popularity of objects according
to its link gain during a future time window, TF (refer to
Fig. 1). We converted this popularity prediction problem into
a future link gain prediction problem in a bipartite network
consisting two sets of nodes: users (U ) and objects (O).
A link from u to o (u → o) will be formed, when user u
uses object o. Likewise other prediction problems, we need
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to have a training set and a validation/test set. To evaluate
the performance of our model (predictor), we have selected
10 random time t for training and testing purpose. Selection
of random time t is considered in such a way that the predictor
has enough historical information. Since predictors are based
on objects’ history, only objects with at least one link are
selected. After picking random times we consider the future
time window TF . At time t+TF we calculate true top objects
against which we measure accuracy of our proposed method.
We evaluated the performance of our proposed model using
a combination of three parameters: TP (recent time window),
TF (future timewindow for prediction), and k (top-k ranking).
The model was tested using various scenarios in which one
or two of these parameters were varied while the others were
held constant. Additionally, in the case of TBP, we performed
a parameter search for γ by iterating over the range of [0, 1]
with two decimal places precision, and selecting the value that
yielded the highest precision.

A. VARYING LIST SIZE (k) AND FIXED PAST TP AND
FUTURE TF TIME WINDOWS
In this section, we examine the sensitivity of our proposed
non-parametric model to the variable k , based on the
percentage of the selected list compared to the full list, while
fixing the TP and TF . We selected the past and future time
windows as 30 days for the Movielens dataset, and 10 hours
for the Digg dataset. Fig.,3 compares the performance of
our model using the evaluation metrics (i.e. AUC, Tau, and
Temporal Novelty). The X-axis represents the size as a
percentage of the whole list. As shown in Fig.,3, the AUC
decreases as the list size increases for both datasets and
temporal novelty is greatly affected by the list size. For
the Digg dataset, it is zero, and for the Movielens dataset,
it is very low. In terms of precision, after around 40%,
it achieves 100% accuracy. In terms of novelty, it shows
steady performance after 2 − 5% for both datasets. We can
conclude that our non-parametric model is efficient as it is
computationally efficient to use a large portion of data, which
produces maximum accuracy.

B. VARYING FUTURE TIME (TF ), FIXED PAST TIME (TP )
AND FIXED SIZE k
To set an appropriate fixed past time window (TP ),
characteristics of datasets such as their evolution rate (the
number of added nodes and links per unit of time), were
considered. As the movie rating process is slower than the
Digg voting process, we set a long period of 90 days as TP
for the Movielens, but 5 hours for Digg dataset. We evaluated
the predictor for varying future time lengths from day 1 to
500 days in the case ofMovielens and up to 50 hours for Digg
dataset. The X-axis represents the time and Y-axis shows the
accuracy results based on different evaluation metrics.

From Fig. 4 we have following results:
• In a AUC analysis for Movielens data, we found non-
param performs same as TBP. In case of Digg, dataset
non-param outperforms all others.

• In the analysis of precision(P100), we found that TBP
outperforms the Non-Param for the Movielens dataset,
but not by a large margin. In the case of the Digg dataset,
the performance of TBP is equal to that of Non-Param.

• In the analysis of novelty (Q100), we found that TBP
outperforms for the Movielens dataset, but in the case of
the Digg dataset, the non-parametric method performs
similarly to TBP. On the other hand, PA has no
performance at all.

• In the analysis of Temporal Novelty (TN100), we found
that for the Movielens dataset, the non-parametric
method outperforms others, but in the case of the Digg
dataset, it has no performance at all.

C. VARYING FUTURE (TF ) AND PAST (TP ) TIME WINDOWS
AND FIXED k SIZE
In Fig.,5, we have shown the results of varying past and future
time windows (TP and TF ) for all the evaluation metrics.
The X-axis represents TF and the Y-axis represents TP, with
the X-Y plane displaying every possible combination of past
and future time windows within this range. We considered
the top 100 objects (k = 100) for performance calculation,
except for rank correlation tau(τ ). The detailed analysis is as
follows:

1) HEAT MAP ANALYSIS FOR MOVIELENS DATA SET
As shown in the first column of Fig.,5 for the Movielens data,
we have found the following results:

• In the AUC analysis, there is a very small area in the
(TF ,TP) plane where AUC values are low. The blue dots
are very few and the majority of the space shows high
accuracy.

• In the precision(P) analysis, there is a very small area
in the (TF ,TP) plane where precision is low. There are
many options for selecting a past timewindow that result
in good precision.

• In the novelty (Q) analysis, as shown in Fig.,5, there
are many (TF ,TP) spaces for which accuracy is higher
for all the evaluation metrics used: Precision, Novelty,
AUC and tau(τ ). Only for very short past time windows
TP, the performance is lower. Therefore, near the X and
Y-axis, there is a density of blue dots which indicate
lower accuracy. This means that on Movielens, novelty
prediction is not very sensitive to the selection of past
time window TP.

• In the Temporal Novelty (TN) analysis, the region of
lower accuracy is smaller but larger than in the case of
novelty and precision. In most of the (TF ,TP) space, the
accuracy is similar. The region of high accuracy is also
small. This suggests that it is sensitive to the selection of
the past time window TP.

• In the rank correlation (τ ) analysis, we have found that
it is similar to novelty, precision, and AUC, showing a
higher density of red dots. This implies that there is a
larger area of good accuracy in the (TF ,TP) plane.
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FIGURE 3. The sensitivity of the model was evaluated for varying top k values (number of selected objects for comparing predicted and
real ranking lists) while keeping TP and TF fixed. In this scenario, the past and future time windows, TP and TF , were fixed at 30 days for
the Movielens dataset and 10 hours for the Digg dataset. The X-axis represents the top k node list size as a percentage of the whole list.

2) HEAT MAP ANALYSIS FOR DIGG DATA SET
As shown in Fig.,5, in the second column from the left, for the
Digg dataset, we have found the following results. To plot the
heat map for the Digg dataset, we have considered the past
and future time windows from the first hour to the 50th hour.

• In the AUC analysis, the area of higher accuracy is larger
than in the cases of precision and novelty, as described
above. However, it is concentrated around less than
50 hours TF and less than 10 hours TP.

• In the precision(P) analysis, lower past time windows
help in predicting both long-term and short-term
accuracy. However, after 30 hours (TF ) the prediction
accuracy decreases. A similar effect is observed for past
time window selection as well. In Fig.,5 on the Y-axis,
past time windows (TP) less than 10 hours give good
results, while after 10 hours the performance decreases.

• In the novelty (Q) analysis, lower past time windows
help in predicting both long-term and short-term trend
prediction. However, after 30 hours, the prediction
accuracy is not good. The heat map in Fig.,5 shows that
as TP increases the results become more blue, indicating
lower accuracy. This suggests that our model is sensitive
to past time window selection on this dataset.

• In the Temporal Novelty analysis, our model has no
ability to make predictions for new items that did not
gain popularity in the past time window.

• In the rank correlation Tau(τ ) analysis, performance is
not significantly affected by TF , but it is affected by
the past time window after 15 hours. As the past time
window increases, the accuracy of the model decreases.

D. RANK CORRELATION WITH THE THREE
COMPONENTS OF OUR MODEL
In Fig.6, we have plotted the rank correlation between the
different components of our proposed model. Additionally,

we have also plotted the correlation between the different
components of our model and the actual future links.
To do this, we used the Movielens dataset and calculated
the rank correlation at every time step up to 500 days.
At every time step, the past and future time window lengths
are the same. We have found that RCso(t,TP)&R

R
s (t,TP)

and RCso(t,TP)&RRs (t,TP) are negatively correlated. We also
found that correlation between RPso(t,TP)&RRs (t,TP) is the
highest and it decreases as the time window increases.
The reason is that the component RRs (t,TP) is completely
dependent on time window size. The rest of the correlation
shows a positive correlation with other components as shown
in Fig. 6.

E. TIME COMPLEXITY ANALYSIS
In this section, we have evaluated the time complexity of our
model and compared it to the benchmark models. Suppose
there are T snapshots of the graph, and each snapshot has n
nodes and m edges. As we are calculating the Big-O notation,
we will consider the worst-case scenario.

• The Barabasi-Albert (BA) model is very simple, and
it’s calculated by considering only the current snapshot,
so its time complexity is O(mn).

• The TBP model is complex and requires the learning of
the parameter γ . Thus, the total time complexity of the
model, so(t) =

∑
u
Auo(t) exp(γ (Tuo − t)), including the

learning of γ using stochastic gradient descent (SGD)
in a dynamic setting with T snapshots of the graph
dynamic G(t), is O(Tn2 + Tmn), where m is the number
of edges in the graph, and n is the number of nodes. The
time complexity of calculating the score of the model,
so(t), for each snapshot is O(n2). This is because the
model involves a summation over all nodes u, and for
each node, it involves the computation of the matrix

VOLUME 11, 2023 37553



K. Abbas et al.: Co-Evolving Popularity Prediction in Temporal Bipartite Networks

FIGURE 4. The sensitivity of the model’s performance for fixed past and varying future time windows is shown on the X-axis. In this scenario, the past
time window is fixed at 90 days for the Movielens dataset and 5 hours for the Digg dataset. The X-axis represents the time and the Y-axis represents the
accuracy score, with a higher score being better. All scores lie between 0 and 1, except for the rank correlation tau (τ ) which lies between −1 and 1. The
time period is up to 500 days for the Movielens dataset and in hours for the Digg dataset, up to 50 hours. The red line with the dash (−−) represents TBP ,
the dotted (. . .) blue line represents PA, and the solid black line represents the proposed model Non − Param.
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FIGURE 5. The sensitivity of the proposed model is depicted as a heat map, which plots the variation in past and future time windows,
creating a (TF , TP ) plane. For the Movielens dataset, the time is in days up to 300 days and for the Digg dataset, the time is in hours up to
50 hours.

product Auo(t) and the exponential function exp(γ (Tuo−
t)). Both of these operations have a time complexity
of O(n), and since they are performed for each node,
the overall time complexity is O(n2). This needs to be
done for T snapshots, so the time complexity for this

would be O(Tn2). For learning the parameter γ using
SGD, the time complexity for each iteration is O(mn),
as we are iterating over the edges in the graph. The
number of iterations required to converge to a solution
depends on the specific optimization algorithm and the
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FIGURE 6. The rank correlation among the components used in the proposed model is analyzed by
considering varying past and future time windows up to 500 days. At every time step, the past and
future time window sizes are kept equal. The label (a) is for correlation between
RC

so(t, TP )&RR
s (t, TP ); (b) is for correlation between RC

so(t, TP )&RR
s (t, TP ); (c) is for correlation

between RC
so(t, TP )&RR

s (t, TP ); (d) is for correlation between RP
so(t, TP )&RR

s (t, TP ); (e) is for
correlation between RC

so(t, TP )&Actual ; (f) is for correlation between RP
so(t, TP )&Actual and (g) is for

correlation between RR
s (t, TP )&Actual .

TABLE 2. Time complexity analysis with benchmark models.

characteristics of the dataset. Thus, the time complexity
for parameter learning is O(Tmn). Hence, the total time
complexity of the model is O(Tn2 + Tmn).

• The proposed non-parametric model has four simple
steps. The first step, similar to the BA model, involves
calculating three vectors and has a time complexity
of O(mn), where m is the number of edges in the
graph and n is the number of nodes. The second step
involves normalizing the three vectors, which has a time
complexity of O(n). The third step involves obtaining the
corresponding cumulative distribution function (CDF),
which has a time complexity of O(n2). The fourth step
involves assigning a rank score using Eq.(11), which
has a time complexity of O(n). Therefore, the overall
time complexity of the proposed non-parametric model
is O(mn+ n+ n2).

From Table 2 analysis we can say that considering
performance for dynamic graphs our proposedmodel has best
time complexity. BA model has the best in all the cases but it
doesn’t have better performance.

V. CONCLUSION
Our proposed model is based on this uncertainty and it
considers both past and recent past popularity of items.

We have tested our model on two real-world datasets:
Movielens and Digg. We have adopted various evaluation
metrics such as AUC, Temporal Novelty,Precision, and
Kendal’s rank correlation Tau to measure the accuracy of our
proposed model. We have also analyzed the sensitivity of our
model to different parameters such as past and future time
window, and the number of items on the top of the ranking
list. Our results show that our model outperforms the other
existing models in most of the cases, and it is computationally
efficient for large datasets. Additionally, we have also found
that the proposed model is sensitive to the past time window
selection and it is better in predicting the long-term popularity
of items.

We solved the problem of item popularity prediction using
a rank-based approach, as it is widely applied to solve the
information overload problem.We tested our proposedmodel
on two real-world datasets and found that our model has a
competent performance on five indices (i.e. AUC, precision,
novelty, temporal novelty and Kendall’s rank correlation (τ )).
Our model only considers a node’s collective link gain in
the recent past as well as the total link gain. Our results
show that the model has a competent accuracy compared to
benchmark models. Additionally, our model is simple and
does not require the learning of any hyperparameters, making
it a suitable choice for real-time applications, particularly in
scenarios where data size is very large.

Our results also indicate that the future popularity gain
depends on three attributes: 1) recent popularity gain, i.e
rating or link-gain in recent past time window; 2) link-gain
during past time, i.e before recent time-window and 3) up to
current time. The reason for considering past time-window
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popularity is that some content may gain popularity multiple
times. Therefore, according to our intuitive model, even if
a node/item has not received links during the recent time,
if it was popular in the past, it can gain popularity in the
future. We found that considering these three time-windows
improves the accuracy of predicting future popularity
gain.

As a next step for the proposed heuristics-based node
ranking model, it would be beneficial to consider incor-
porating various features into the model. This includes
incorporating various types of node-level features such
as various centrality measures or community membership,
various types of edge-level features like weight or direction,
and different edge types such as directed or undirected
edges. These features can potentially improve the predictive
performance of the model. Additionally, future research
can include experimenting with different heuristics and
ensemble techniques to find the optimal combination of
heuristics for different types of networks. Furthermore,
evaluating the proposed model on a diverse set of real-world
dynamic networks and comparing its performance with other
state-of-the-art models can also be considered as a future
work.
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