
Received 5 January 2023, accepted 20 March 2023, date of publication 28 March 2023, date of current version 5 April 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3262653

DATM: A Novel Data Agnostic Topic Modeling
Technique With Improved Effectiveness for
Both Short and Long Text
MICHAEL BEWONG 1, (Member, IEEE), JOHN WONDOH 2, SELASI KWASHIE 3, JIXUE LIU 2,
LIN LIU 2, JIUYONG LI 2, (Member, IEEE), MD. ZAHIDUL ISLAM 1, AND DAVID KERNOT4
1School of Computing, Mathematics and Engineering, Charles Sturt University, Wagga Wagga, NSW 2650, Australia
2School of Information Technology and Mathematical Sciences, University of South Australia, Adelaide, SA 5095, Australia
3Artificial Intelligence and Cyber Futures Institute, Charles Sturt University, Bathurst, NSW 2795, Australia
4Defence Science Technology Group, Department of Defence, Edinburgh, SA 5111, Australia

Corresponding author: Michael Bewong (mbewong@csu.edu.au)

This work was supported in part by Charles Sturt University publication grant, and the Charles Sturt University Early Career Researcher
Award 2021 (Michael Bewong).

ABSTRACT Topic modelling is important for tackling several data mining tasks in information retrieval.
While seminal topic modelling techniques such as Latent Dirichlet Allocation (LDA) have been proposed,
the ubiquity of social media and the brevity of its texts pose unique challenges for such traditional topic
modelling techniques. Several extensions including auxiliary aggregation, self aggregation and direct
learning have been proposed to mitigate these challenges, however some still remain. These include a lack of
consistency in the topics generated and the decline in model performance in applications involving disparate
document lengths. There is a recent paradigm shift towards neural topic models, which are not suited for
resource-constrained environments. This paper revisits LDA-style techniques, taking a theoretical approach
to analyse the relationship betweenword co-occurrence and topicmodels. Our analysis shows that by altering
the word co-occurrences within the corpus, topic discovery can be enhanced. Thus we propose a novel data
transformation approach dubbedDATM to improve the topic discovery within a corpus. A rigorous empirical
evaluation shows that DATM is not only powerful, but it can also be used in conjunction with existing
benchmark techniques to significantly improve their effectiveness and their consistency by up to 2 fold.

INDEX TERMS Document transformation, greedy algorithm, information retrieval, latent dirichlet alloca-
tion, multi-set multi-cover problem, probabilistic generative topic modelling.

I. INTRODUCTION
Topic modelling is the task of discovering latent thematic
topics in any given corpus. An example of such a task is
the autonomous detection of topical discussions on social
media.1 This has use in many different disciplines such as
in national security operations for riot prediction and misin-
formation detection where the manual monitoring of social

The associate editor coordinating the review of this manuscript and
approving it for publication was Michael Lyu.

1Topical discussions here are contextual and may refer to precursory
information relevant to real life events such as riots (e.g., U.S, capitol riots-
2021), scale of disasters (e.g., Lebanon explosion-2020), or extremist or
antisocial cyber behaviour.

media feeds for anti-social and anti-factual behaviour is seri-
ously limiting [1]. In technology, topic modelling is used
in everyday recommender systems, document tagging and
efficient search [2], [3]. Even in healthcare data analysis,
topic models are used to identify molecular subtypes of can-
cer, which significantly helps improve treatment regimes and
health outcomes [4]. These and several other applications
make the task of topic modelling crucial, requiring well
thought-out solutions.

Conventional topic modelling techniques rely on proba-
bilistic generative models for mimicking the human docu-
ment generation process [5], [6]. In [7], the seminal LDA
model assumes each document d in the corpusD is associated
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FIGURE 1. Plate notation representation of various topic models.

with a distribution θd over the set of topics Z , and each
topic z ∈ Z is associated with a distribution φz over words.
A document d ∈ D is generated by iteratively selecting
a topic from the distribution θd and then a word w from
the distribution φz. Figure 1a illustrates this process. In the
figure, k is the number of topics while |D| is the size of the
corpus. However, LDA and other conventional techniques are
ineffective with short texts [6], [8], [9].

Several approaches have been proposed to improve
the effectiveness of topic models for short text,2 namely
(1) auxiliary aggregation [9], [10], [11], [12], [13], [14],
[15]; (2) self aggregation [16], [17], [18]; and (3) direct
learning [19], [20], [21], [22], [23], [24], [25], [26], [27],
[28]. In auxiliary aggregation, related texts are associated
using some auxiliary information such as authors or publi-
cation venues to increase their length [13] or generate more
context [10]. In self aggregation, it is assumed that short texts
are generated from some longer latent document represented
as a variable. Figure 1b illustrates PTM [17], which is a
self aggregation technique. In PTM, each short document
ds ∈ D is generated from some longer pseudo-document l.
Each pseudo-document l is sampled from a distribution ψ .
Each pseudo-document is associated with a topic distribution
θl from which a topic z is selected, and there are P pseudo-
documents. The wordw is then sampled from the correspond-
ing word distribution φz. In direct learning techniques, the
global topics are learnt directly from word co-occurrences
within the corpus. Figure 1c illustrates BTM [19], where it
is assumed that documents can be represented as biterms B
denoted (wi,wj). For each biterm (wi,wj) ∈ B, a topic z
is sampled from the distribution θ and the biterms (wi,wj)
sampled from the corresponding word distribution φz.
However, these approaches face 3 main challenges. Firstly,

due to their probabilistic generative assumptions, they lack
reliability. That is, each run of the algorithm on the same set of
documents can generate a different set of topics. This makes
it challenging to apply these techniques to scenarios where
the consistency of topics derived from the same set of doc-
uments in different iterations is important. Such applications
include tracking changes in social media content [29], [30];

2Conventionally, tweet length of 280 characters is considered as short text.

cross-site user generated content modelling [31]; and opinion
summarisation [32].

Secondly, in corpora involving a mixture of both long and
short text, these techniques do not fully apply. For example,
customer reviews are often a mixture of short and long text.3

Analysing such data require techniques that can simultane-
ously derive topics for both short and long text. Unfortunately,
as demonstrated in the empirical section, these techniques do
not cope well for such cases.

Thirdly, these approaches are not robust under realistic
assumptions. In PTM, the assumption that each piece of
short text is associated with a single topic may not hold.
For example, soundbites are short text but often cover mul-
tiple topics. Further, the availability of large-sized corpora
is not always guaranteed. When these assumptions fail, the
effectiveness of the existing techniques diminish. Also, their
parameters are challenging to set, i.e., there is no intuitive
way to specify the number of pseudo-documents in PTM, the
misspecification of which leads to ineffective learning [25].
For example in SATM [16] the parameters increases as the
number of documents increase making it prone to over fitting.

Neural topic models (NTMs) [33], [34], [35], [36], [37],
[38], [39], [40], [41] have shown promising results, however
they are not absolute. A recent extensive study in [42] on
NTMs shows that in some topic modelling contexts (eg. doc-
ument modelling), LDA-style techniques are better suited.
Secondly, pre-trained word embeddings often used in NTMs
may not be relevant (eg. out-of-vocabulary words often arises
in social media lingo) or trustworthy (eg. due to adversarial
ML). At the same time, learning new embeddings can be
impractical in resource-constrained environments [43]. Thus,
in this work, we focus on LDA-style techniques which plays
a key role in topic modelling.

Motivated by these challenges, our work focusses on
investigating the relationship between the underlying topic
concentrations within documents and the effectiveness of
LDA-style topic models. We make the observation that, the
topic concentration within a document positively affects the
learning of topics [8]. Specifically, by improving the topic
concentration within the input documents, we can improve

3The Maccas dataset used in this paper has a document length range of
5-2910 words.
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the reliability and effectiveness of the topics discovered.
We propose a novel data transformation technique called
data agnostic topic modelling (DATM) which improves the
reliability and effectiveness of topic models for both short
and long text. Our work seeks to make the following specific
contributions:

• First, we formalise the relationship between word
co-occurrences and topic concentration.We then cast the
problem of enhancing topic concentration as a multi-set
multi-cover problem which when optimised, can opti-
mise the topic concentrations in documents.

• Second, we propose a greedy solution and theoretically
analyse the bounds of optimality using primal-dual anal-
ysis. Further, we study the complexity of our greedy
solution and develop a new data structure enabling the
development of a second, more efficient solution with
an improved quadratic time complexity.

• Third, we develop a suite of experiments to evaluate
the reliability via consistency and purity; effectiveness
via topic correctness and coherence; and quality via a
qualitative analysis. To the best of our knowledge, this
is the first work of its kind to evaluate the reliability of
topic models comprehensively.

• Fourth, we present an empirical analysis using 3 diverse
datasets and 4 benchmark techniques as baselines to
demonstrate the efficacy of DATM. Our analysis shows
that DATM significantly improves the reliability and
effectiveness of topicmodels. Further, we show that even
for challenging datasets that are not amenable to topic
modelling, DATM can lead to considerable improve-
ments. In particular, our experiments show that purity
of topics and consistency of topics generated over time
is improved on average by 2 fold. In addition, topic
correctness, coherence and quality are also significantly
improved.

The rest of this paper is organised as follows. In Section II,
we present the related work. In Section III, we present
the preliminaries, and formalise the data transformation
approach in Section IV. Section V presents the frame-
work of our solution: a basic greedy solution and an
improved greedy solution called DATM. Section VI presents
a rigorous evaluation of our approach in comparison with
benchmark techniques. Finally, a conclusion is presented in
Section VII.

II. RELATED WORK
Conventional LDA-style topicmodelling techniques are often
ineffective in short text [6], [9]. This ineffectiveness is due
to the sparsity of word co-occurrences in the short texts
compared to longer text. Several approaches have been pro-
posed to improve the effectiveness of topic models for short
text including (1) auxiliary aggregation [9], [10], [11], [12],
[13], [14], [15]; (2) self aggregation [16], [17], [18]; and (3)
direct learning [19], [20], [21], [22], [23], [24], [25], [26],
[27], [28].

A. AUXILIARY AGGREGATION
In Auxiliary aggregation, the short text is made longer or
further contextualised by associating the shorter text to form
longer contextual documents by some auxiliary information.
These techniques include [9], [10], [11], [12], [13], [14],
[15]. Recently in [10], the authors propose a novel variational
graph auto-encoder approach to align authorship, publica-
tion venue and semantic interpretability. In [11], the authors
propose a model that combines both clustering and topic
modelling. The aim is to discover the topics specific to a
cluster as well as the global topics that relate to the corpus.
Reference [12] proposes a pooling technique for topic mod-
elling that groups short texts that occur in the same user-to-
user conversation. Reference [13] proposed combining tweets
from a single user to form longer documents. Reference [9]
also proposed combining tweets that contained the same
words. Other techniques in this category include [14], [15].
However, these approaches rely on auxiliary information that
may not always be available and in some cases such aggrega-
tion results in ineffective groupings.

B. SELF AGGREGATION
In self aggregation, the short text is often assumed to be
derived from some longer latent document, which is taken
into account in the inference procedure by modelling it as a
variable. They include [16], [17], [18]. In [16], the authors
propose SATM which is an aggregation of short text based
on the latent longer documents to which they are related. Its
model assumes that regular sized documents can be generated
by using typical topic models like LDA, and then subse-
quently a sampling of words from the longer documents to
form the shorter texts. In [17], the authors propose PTM,
the primary assumption is that high volume of short texts are
generated from much less regular sized pseudo-documents.
In the model, this distribution is specified by the user. A key
aspect of PTM is that, by modelling the pseudo-document,
higher co-occurence in the pseudo-document can be lever-
aged. Reference [18] proposes a technique to improve SATM
by an adaptive aggregation process. Further, [44] considers
co-occurring short and long text by likening blogs to normal
text and their comments as short text. In so doing, they
leverage the normal text to enrich the topic learning from the
short texts and vice versa.

The techniques above, while formidable do not offer
a principled approach to specifying the number of
pseudo-documents. For example when the number of
pseudo-documents specified is either higher or lower, the
learning process suffers. In [17], the authors propose SPTM,
which uses spike and slab priors to mitigate this issue,
however, the choice between PTM or SPTM depends on
the number of pseudo-documents and its constitution, both
of which are impossible to determine a priori. Further [16]
makes a strong assumption that short text will always have a
single topic while [17] assumes each short text comes from
at most one document. Both of these assumptions can be
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impractical. For example soundbites which are short texts
retrieved from longer, and often different documents and can
talk about different topics.

Unlike [16], [17], our data transformation does not make
such assumptions, nor does it require a user to specify the
nature of the distribution of short text over longer pseudo-
documents. In our case we improve the co-occurrence by
using the underlying co-occurrence structure in the whole
corpus. Our method learns the word co-occurrences in the
original corpus and aggregates the words from the corpus
based on the commonly co-occurring words to form a new
corpus.

C. DIRECT LEARNING FROM WORD STRUCTURES
A key relationship between documents and the topic models
is that, for better topic models, documents must exhibit a
skewed distribution of topics in a document and each topic
must exhibit a skewed distribution of words [8]. Techniques
such as [19], [20], [21], [22], [23], [24], [25], [26], [27], and
[28] which adopt this approach aim to enhance these proper-
ties. In [19], BTM is proposed to learn topics directly from
the word co-occurrences rather than the documents. In this
way the model learns the global topics based on how words
co-occur within the corpus. Reference [20] further improves
the efficiency of BTM by reducing the sampling complexity
using Metropolis Hastings and alias method. Reference [45]
proposes the relational biterm topic modelling to improve
BTMwhich may not capture some related words which never
co-occur. The relational biterm topic model captures these
by linking short texts using a similarity list of words com-
puted employing word embeddings. Reference [21] proposes
an online biterm topic model for short texts which extends
short texts with an external resource to make up for the
data sparsity, and using online BTM to select representative
topics instead of the word vector to represent the feature of
short texts. Reference [22] improves the biterm topic model
by introducing an embeddings based topic model for short
texts. The method is purported to be able to distinguish noise
topics from latent topics. Reference [23] proposes a technique
called GraphBTM which aims to represent biterms with a
graph convolutional network with residual connections to
extract transitive features from biterms. Other similar works
include [24], [25], [26], [27], [28].

Further works include [24], which proposes a non-negative
factorization technique to solve the problem of learning top-
ics from short texts. The work first generates a term cor-
relation matrix which can be decomposed into two factors,
a term topic matrix and its transpose. The term-topic matrix
together with the term-document matrix can then be used to
determine the topic-document matrix. Reference [25] pro-
poses a novel technique based on semantics-assisted non-
negative matrix factorization model (SeaNMF) to discover
topics for short texts. The work of [26] proposes a word
co-occurrence network based model called word network
topic model (WNTM), to mitigate sparsity in short text.

FIGURE 2. Topic modelling process.

Reference [27] extends this work by introducing RWNTM
which filters out irrelevant information during sampling. Fur-
ther, [28] proposes the use of word embeddings to improve
upon the works in [26] and [27].

In contrast to these approaches, our work does not model
the topic directly from the biterms, but rather a collec-
tion of biterms which apparently belong to the same topic.
As seen in the experimental section, this enhances the relia-
bility and effectiveness of the learning process. At the same
time [25], [28] requires word embeddings which relies on
pre-trained word embeddings which may not be relevant nor
readily available. We refer the reader to [33], [34], [35], [36],
[37], [38], [39], and [46] for other word embeddings based
approaches.

It can be seen from the related the works that none provide
an approach to addressing the topic consistency problem.
Further, some of the works make strong assumptions which
may be implausible in certain scenarios. Finally, some of the
works require extraneous techniques such as word embed-
dings or auxiliary information about the documents which
may be impractical. We refer the reader to [47] for a recent
comprehensive survey on topic modelling techniques.

III. PRELIMINARIES & BACKGROUND
Let D be a set of documents {d1, · · · , dn}, also called a
corpus such that each document d is a multiset of words
{|w1, · · · ,wvd |}. Each word w is drawn from the universal set
of wordsW , also called vocabulary. Let Z = {z1, · · · , zk} be
a set of k topics in the corpus D. Each topic z is associated
with the distribution φz = ⟨φ

1
z , · · · , φ

|W |
z ⟩ over the set W

of words, and φwz is the probability of the word w in topic
z. Each document d is associated with the distribution θd =

⟨θd1 , · · · , θ
d
k ⟩ over k topics, and θ

d
z is the probability of topic

z in document d .
Given a corpus D, a generative topic model denoted by T

aims to estimate the distributions φ and θ for all topics Z
and documents D respectively as depicted in Figure 2. The
works in [8], [48], [49], [50] have demonstrated that the effec-
tiveness of a topic model depends on the input dataset and
correct hyperparameter specification. In [8], two categories of
guidelines are provided for generative topic models. Firstly,
in parameter specification, smaller values for the dirichlet
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hyperparameters α, where documents are associated with a
smaller subset of topics, and β, where topics are well sepa-
rated, yield demonstrably better results. In addition, a larger k
parameter than the true number of topics lead to poorer topic
models. Secondly, for the input data, a larger corpus made up
of longer documents each of which relates to a smaller subset
of topics yields better topic models. These guidelines are re-
echoed in [17], [19], and [16].

However, the interpretation of these guidelines is neither
obvious nor trivial. For example, in most real scenarios such
as online articles and comments, the corpus is often made
up of a mixture of both long and short text. Intuitively,
longer texts may cover more topics than the shorter texts.
For instance, a longer review of a restaurant may cover more
topics such as cleanliness, location and customer service
than a shorter review. In this scenario, it is ambiguous how
the hyperparameters should be specified. Some proposals
on treating the hyperparameters as random variables to be
learnt, somewhat optimally, leads to complex models that
are slow to converge, and not practical in real scenarios
[50] and [8].

In this paper, we seek to improve the robustness of a
topic model T in estimating φ and θ by leveraging a data
transformation approach. In particular we seek to make topic
models data agnostic leading to less guesswork in hyperpa-
rameter specification and greater reliability of topic models
in dynamic environments.

It is worth noting that, while the works in [17], [19], and
[16] focus on improving topic models for short text, they do
not work well in scenarios involving a mixture of short and
long text. In such scenarios, their underlying assumption on
how the documents were generated fails, resulting in poorer
topic models. This is demonstrated and further discussed in
the empirical section (c.f. Section VI).

IV. DATA TRANSFORMATION FOR TOPIC MODELLING
Our aim is to improve the effectiveness of generative topic
models in estimating φ and θ . In particular, we develop a data
transformation F that transforms any given set of documents
D into an ‘‘ideal’’ set of documents D′, i.e. F(D) = D′, such
that the resulting topics from D′ are better than those from
D. Our data transformation improves the topic concentration
within documents by ensuring that each document in our
transformed corpus D′ is associated with a smaller subset
of topics as topic concentration is a key factor in achieving
effective topic models [8], [17]. This is further illustrated by
the following example.
Example 1: In this example, we sample two equally sized

sets of corpora (≈ 3000) from the real Airline dataset (c.f.
Table 1). There are 3 topics in each corpus. The first corpus,
denoted Airline_Single, is a set of documents each of which
has been assigned only one topic in the ground truth. The
second, denoted Airline_Multiple, is a set of documents each
of which has been assigned more than one topic in the ground
truth. The topic models PTM and LDA were then applied and

FIGURE 3. High topic concentration vs. low topic concentration.

FIGURE 4. Word-pair distribution.

their purity4scores calculated. Figure 3 shows the results of
this experiment. In the figure, it is clear that Airline_Single
whose documents each have only one topic i.e.‘‘higher’’ con-
centration of topics performs much better on both PTM and
LDA than the Airline_Multiple corpus.

We further analyse the word-pair distribution of each cor-
pus in Example 1 andmake an important observation from the
results in Figure 4 that, when documents are concentrated on
fewer topics (i.e. Airline_Single), their word co-occurrence
is also concentrated on fewer word-pairs (Figure 4a). Sub-
sequently, by controlling the word co-occurrence structure
we can control the topic concentration within documents.

4Purity is a measure of the clarity of the topics found, further described in
Section VI.
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We now present some definitions and proofs to support this
observation.

Given a corpus D and a topic model T such as LDA,5 let
T(D) = M be the resulting topics discovered from the corpus,
such that M = {mwd } is a word-document matrix and each
element mwd is the topic allocated to the word w in document
d . Following [48], we formally define the topic distribution
φ as follows.
Definition 1 (Topic Distribution φ): Given a corpus D,

a topic model T and the matrix T(D) = M, the topic distribu-
tion for any topic z ∈ Z is given by φz = ⟨φ

1
z , · · · , φ

|W |
z ⟩,

where φwz =
N (w)
z +β

N (·)
z +|W |β

is the probability that the word w

belongs to topic z, N (w)
z is the number of copies of word w

assigned to topic z, N (·)
z is the number of words assigned to

topic z, |W | is the vocabulary size, and β is the LDA dirichlet
parameter.

The number of copies of word w assigned to topic z,
N (w)
z is calculated from the matrix M . The distribution φ =

⟨φ1, · · · ,φk ⟩ is the topic distribution for all topics.
Definition 2 (Document Distribution θ ): Given a corpus

D, a topic model T and the matrix T(D) = M, the document
distribution for any document d ∈ D is given by θd =

⟨θd1 , · · · , θ
d
k ⟩, where θ

d
z =

N (d)
z +α

N (d)
(·) +kα

is the probability for any

word in document d to belong to topic z, N (d)
z is the number of

words in document d assigned to topic z, N (d)
(·) is the number

of words in document d, k is the number of topics, and α is
the LDA dirichlet parameter.

The number of copies of words in document d assigned
to topic z, N (d)

z is calculated from the matrix M . The distri-
bution θ = ⟨θ1, · · · , θn⟩ is the document distribution for all
documents.

Following the definition of the distribution of a document
over topics θ , the topic concentration within a document may
be described geometrically as the location of the document
within a topic polytope. We quantify this degree of concen-
tration by defining a topic spread measure based on gini-
simpson index.6

Definition 3 (Topic Spread, TS ): Given the document d
and its topic distribution θd = ⟨θd1 , · · · , θ

d
k ⟩, the topic spread

in d is defined via its gini-simpson index as:

TS (d) := 1−
∑
z

(θdz )
2.

We note that TS (d) ∈ [0, 1], and the use of gini-simpson
index to define topic spread ensures that a low value reflects a
low topic spread and thus a high topic concentration, and vice
versa. A low topic spread in document d means that it has a
higher degree of association with a smaller subset of topics
in the distribution θd . Consequently, documents with lower
topic spread are closer to the boundaries of the topic polytope.

5For simplicity we assume LDA topic model, however by treating the
hyperparameters α and β as random variables, the analysis easily extends
to other topic models.

6A well-known variance based measure of diversity [51], [52], [53].

The topic spread within a corpusD is the average topic spread
of all the documents in D, i.e. TS (D) := AVG∀d∈D(TS (d)).
As observed in Example 1, when there is a high topic

concentration, the word co-occurrence is also high. In the
following, we present two new concepts, word-pair ratio and
word-pair spread, for estimating the word co-occurrence in a
document.

Given a document d , let Pairs(d) = {w} be the set of all
word-pairs in d . w is an unordered pair of words (wi,wj) for
allwi,wj ∈ d∧ i ̸= j. LetM(w, d) be the multiplicity of each
word-pair w in d , i.e.M(w, d) is the number of occurrences
of w in d .
Definition 4 (Word-Pair Ratio P(wi, d)): Given the cor-

pus D = {d1, · · · , dn} and the word-pairs Pairs(d) = {w}
for every document d ∈ D, the word-pair ratio P(wi, d) of
any word-pair wi in a document d is given by:

P(wi, d) =
M(wi, d)

maxdj
∑

wM(w, dj)
.

P(wi, d) is the ratio of the number of copies ofwi in document
d w.r.t. the total number of copies of all word-pairs in any
document dj with the most number of total word-pairs.
Definition 5 (Word-Pair SpreadWS ): Let d, Pairs(d) and

P(w, d) be a document, its word-pairs and the word-pair ratio
of w in d respectively. The word-pair spread WS (d) in a
document d is given by:

WS (d) := 1−
∑

∀wi∈Pairs(d)

P(wi, d)2.

Word-pair spread WS ∈ [0, 1] characterises the topic
spread in a document. Our definition above uses theword-pair
ratio P(wi, d), which differs from conventional measures
in [51], [52], and [53] that calculate P(wi, d) as a ratio of the
frequency of wi ∈ d to its own document size

∑
wM(w, d).

Our approach i.e. P(wi, d) =
M(wi,d)

maxdj
∑

wM(w,dj)
not only allows

us to compare the relative prominence of word-pairs in a
document, as does the conventional approach, but it also
allows us to compare the prominence of any word pair in one
document to another. The following example illustrates this
point.
Example 2: Scenario 1: d1 = (w1 : 2,w2 : 2) and d2 =

(w1 : 5,w2 : 5) and let maxd
∑

w m(w, d) = 10. By our
definition, word-pair spread of d1 is 0.92 while that of d2 is
0.5. This implies that d2 has lower word-pair spread than d1.
Intuitively, d2 contributes more to topic concentration due to
having more copies of the word-pairs than d1. In contrast,
conventional measures such as entropy will assign the same
value of 1 to both documents.
Scenario 2: d1 = (w1 : 5), d2 = (w1 : 5,w2 : 1) and

d3 = (w1 : 1,w2 : 1,w3 : 4) and let maxd
∑

w m(w, d) =
10. By our definition, word-pair spread of d1 is 0.75, d2 is
0.74while d3 is 0.80. This implies that d2 has lower word-pair
spread than d1, and d1 is lower than d3. Intuitively, d2 con-
tributes more to topic concentration due to having the same
number of copies of the word pairs in d1 plus extra informa-
tion in the additional word pair. On the other hand, d3 has the
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highest word-pair spread even though it has the same total
number of word pairs as d2, but because the distribution is
more spread out than either of d1 and d2, it has the highest.
In contrast, the traditional measures such as entropy will
assign the value of 0 to d1, 0.65 to d2 and 1.25 to d3. This
subtle difference is important since our measure ensures that
additional information is rewarded.

In the following Lemma 1,we formally relate theword-pair
spreadWS calculated from the observed word-pair distribu-
tion of documents, and the topic spread TS calculated from
the topic distributions within documents. First, we make the
following simplifying assumption about the corpus.
Assumption 1: Given a corpus D = {d1, · · · , dn}, such

that each document d = {|w1, · · · ,wvd |} is a multiset of words
and Pairs(d) is the set of word-pairs in d. Also let {z1, · · · , zk}
be the set of topics associated with the corpus D denoted
θd = ⟨θd1 , · · · , θ

d
k ⟩ where θ

d
z is the proportion of topic z in

document d. We make the following simplifying assumptions
about the corpus D.

a. All documents in the corpus D are of equal length, i.e.
|di| = |dj| for all i, j ∈ {1, · · · , n}.

b. There exists a non-injective function f : w 7→ z mapping
every word in a document to at most one topic i.e. each
word w belongs to only one topic z.

Assumption 1.a. simplifies the analysis of the word counts
required in Definition 2. Assumption 1.b. relates to the com-
plete topic separation of the underlying true topics. Thus,
under the condition that all documents are of equal length
e.g. tweets,7 and the underlying latent topics are mutually
exclusive, the following lemma holds.
Lemma 1: Given any two documents di and dj, and their

respective topic proportions θdi and θdj , the following mono-
tonicity holdsWS (di) ≥WS (dj) H⇒ TS (di) ≥ TS (dj).

Proof: The proof follows from analysing the geometric
locations of a document in its topic and word-pair polytopes.
Let Pairs(D) = {w1, · · · ,wl} be the set of word-pairs derived
from D such that each word-pair w belongs to a single topic.
LetG = conv(Pairs(D)) be the convex hull of the word-pairs.
G is also called a word-pair polytope. Every document d is a
point in the word-pair polytope space i.e. d ∈ G, such that
d = ⟨P(w1, d), · · · ,P(wl, d)⟩ is its vector representation.
Similarly let H = conv(Z ) be the topic polytope, such
that each document is a point within the topic polytope. Let
f (d) := {w}d 7→ {z} be the resultant topic mapping of the
word-pairs in d . From this mapping, the topic distribution

θd = ⟨θd1 , · · · , θ
d
k ⟩ can be calculated via θdz =

N (d)
z +α

N (d)
(·) +kα

(cf. Definition 2). Also let dist(d,G) = ming∈extr(G) ||d −
g|| be the distance between the document point d and the
closest extreme point in G. We need to show that when
dist(di,G) ≥ dist(dj,G) H⇒ dist(θdi ,H ) ≥ dist(θdj ,H ).
From Definition 2 and for any given topic z, θdz ∝ N (d)

z as
all other variables are constant. When WS (di) ≥ WS (dj)

7Strictly speaking, tweets are not of equal length however each tweet is
bound to a maximum of 280 characters.

the distribution of word-pairs in dj is more skewed than
those in di. Consequently for document dj some word-pairs
have higher probability and appear more in the document.
This increases the values of N (d)

z for the topics to which the
word-pairs are related than any other topics. Subsequently
the distribution ⟨θd1 , · · · , θ

d
k ⟩ of the document follows the

same distribution as ⟨P(w1, d), · · · ,P(wl, d)⟩ due to our
non-injection function f . Thus dist(θdi ,H ) ≥ dist(θdj ,H )
holds and TS (di) ≥ TS (dj) is true whenWS (di) ≥ WS (dj).
□

The lemma is correct even when the assumptions are
removed. We look at the implications of removing the
assumptions.
Assumption 1.a. ensures that the value N (d)

(·) (cf. Defini-

tion 2) remains constant. When this does not hold, N (d)
(·) may

vary thus θ (d)z ∝
N (d)
z

N (d)
(·)

generally as N (d)
z ≫ α ∧N (d)

(·) ≫ kα in

practice.
Assumption 1.b. relates to the degree of separation of the

underlying topics. Without this assumption, a word-pair may
relate to multiple topics. When the underlying topics are
completely separated, the distance between the word-pairs
and the polytope is 0 since each word-pair coincides with at
least one extreme point in the polytope. When the distance is
> 0 a shift in the word-pairs from the extreme points have
occurred. Consequently, regardless of the word-pair spread
in a document, the best possible topics that can be derived
will still share overlapping word-pairs. The proof holds but
there is a lower bound for the topic spread determined by
the location of the word-pairs in the topic polytope. This is
a limiting property of the corpus rather than an artefact of our
proof.

□
From the analysis of the proof above, the lemma holds true

even when the simplifying assumptions are removed.
Note that, this lemma formalises the observation made in

Example 1. Thus, by improving the word-pair co-occurrence
structure within a document we can improve the topic con-
centration within documents. In the following section we
formally present this objective as an optimisation problem.

A. PROBLEM FORMULATION
In this section we model the problem of improving the topic
concentrations as an optimisation problem. Particularly we
observe that this optimisation problem is a multi-set multi-
cover problem.

Given a corpusD = {d1, · · · , dn} of documents and a set of
word-pairs Pairs(D) = {w1, · · · ,wm} denoted by U , let S =
{|S : Set(S) ⊆ U |} be a collection of subsets of U . Each S is a
multiset associated with a cost cS :=WS (S); and each word-
pair w may appear in the multiset S with a multiplicity of
M(w, S) ≤M(w,D). The goal of the optimisation problem
is to obtain the subset C of S with the cheapest cost such
that each word-pair w appears at least rw times in C . rw =
M(w,D) is the number of occurrences of w in the original
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FIGURE 5. DATM framework.

corpus D. C , also called the cover, becomes the transformed
corpus D′, trivially

⋃
S∈C S = U . This is formally defined as

follows.
Definition 6 (Problem Definition): Given a set of word-

pairs U := Pairs(D) = {w1, · · · ,wm} and a collection of
subsets S = {|S : Set(S) ⊆ U |}. The objective is to select
a subset C of S that minimises the total word-pair spread
WS (C) such that each word-pair w is covered at least rw
times:

minimise
∑
∀S∈S

WS (S) · xS

s.t.
∑
∀S∈S

M(w, S) · xS ≥ rw

− xS ≥ −1

xS ≥ 0 (1)

xS is a selection variable.
S does not contain any S with spuriousword-pairs. A spuri-

ous word-pair is one that does not exist in the original corpus.
Also WS (S) : S → R+. This implies every element S in
S is a non-negative cost element. We note that the optimi-
sation problem is a generalisation of the set cover problem
which is NP-Hard, by induction this problem is also NP-Hard
[54], [55].

The following presents our data agnostic topic modelling,
DATM, which solves this optimisation problem for improved
topic modelling.

V. SOLUTION FRAMEWORK
DATM framework has two parts: (1) a transformation of any
input set of documents D into an ideal set of documents
D′ (Definition 6); and (2) the discovery of topics from the
transformed set of documents D′. To address the first part,
we present a basic greedy algorithm and show it is an n’th
harmonic factor approximation of the optimal solution. By
developing a new data structure, we introduce a more effi-
cient candidate set generation and foldback technique which
improves the computational complexity without sacrificing
optimality. In the second part, we adopt existing generative
topic models such as LDA, with reasonably specified param-
eters α, β and k . Figure 5 illustrates our approach.

Algorithm 1 Basic Greedy Algorithm
Input: A collection S of all possible multisets S of

word-pairs in D
Output: A collection of word-pair multisets C

1 Initialization C ← ∅;
2 while there exists w : r(w) < rw do
3 find S ∈ S with most cost-effectiveness WS (S)

|A(S)| ;
4 update C ← {C + S};
5 update the residuals r(w);
6 return C .

A. BASIC GREEDY ALGORITHM
The algorithm is summarised in Algorithm 1. Let r(w) be the
residual requirement of w at any iteration in the algorithm
(line 2). r(w), which is initially rw, is decreased byM(w, S)
each time a multiset S containing w is added to the cover C
(lines 3-5).

Let a(w, S) = min{M(w, S), r(w)}. The set of alive
word-pairs in S denoted A(S) will be the multiset (a subset
of S) containing exactly a(w, S) copies of any word-pair w
if S is not already in the cover C ; and it is an empty set if S
is already in the cover. We denote the total number of alive
elements in S as |A(S)| =

∑
w a(w, S).

The greedy algorithm repeatedly adds a set S minimizing
WS (S)
|A(S)| to the cover (line 3). When a set S is picked, the cost
WS (S) is shared equally to the alive elements; let the tuple
(w, i) denote the word-pair w covered the i’th time by S (i ∈
[1, rw] ). The cost for every element w covered by S the i’th
time is cost(w, i) = WS (S)

|A(S)| .
Note that the cost of covering w is independent of the

i′th time it was covered. Consider the scenario where two
sets both cover word-pair w. Assume S1 covers w the first
3 times and S2 covers w the last 2 times i.e. rw = 5;
then S1 will be associated with the tuples (w, 1), (w, 2),
(w, 3) such that cost(w, 1) = cost(w, 2) = cost(w, 3) and
S2 will be associated to the tuples (w, 4) and (w, rw) such
that cost(w, 4) = cost(w, rw) and cost(w, 4) ≥ cost(w, 1).
This observation is essential to the following n’th harmonic
number Hn approximation of optimality of our solution in
Lemma 2 and 3.

While the optimisation problem (Definition 6) is an integer
program, we relax it to a linear program to allow xS to be
fractional, making the duality analysis possible to deal with
fractional costs.
Lemma 2: There exist a dual to the primal function in the

optimisation problem (c.f. Definition 6) given by:

maximise
∑
∀w∈U

rw · yw −
∑
∀S∈S

zS

s.t.
∑
∀w∈U

M(S,w) · yw − zS ≤WS (S)

zS ≥ 0, yw ≥ 0 (2)
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Proof: The proof of Lemma 2 via duality analysis shows
the primal and dual have the common objective function∑
∀w∈U

∑rw
i=1 cost(w, i). We make use of duality analysis

to show the Hn approximation of our algorithm. From the
corresponding dual form (c.f. Formula 2), we want to find the
values for yw and zS that maximises the objective function.
We have the following:

yw :=
maxi{cost(w, i)}

Hn
=
cost(w, rw)

Hn
(3)

zS :=

{
0, if S is not picked∑

(w,i)coveredbyS (cost(w,rw)−cost(w,i))
Hn

, otherwise
(4)

Following Algorithm 1, we show the relationship between the
primal and dual solutions. The primal function (c.f. Defini-
tion 6) can be defined in terms of the cost of covering each
word-pair i.e.

∑
∀S∈S

WS (S) · xS :=
∑
∀w∈U

rw∑
i=1

cost(w, i) (5)

Assuming Hn = 1 and substituting the values of yw and zS ,
our dual function becomes:∑
∀w∈U

rw · yw −
∑
∀S∈S

zS

:=

∑
∀w∈U

rw · cost(w, i)−
∑

(w,i)coveredbyS

(cost(w, rw)− cost(w, i))

(6)

Considering each word-pair at a time, and for all the sets that
cover w1 the r.h.s of Formula 6 becomes:

rw · cost(w, i)− rw · (cost(w1, rw))+
rw∑
i=1

cost(w1, i) (7)

For all word pairs, the first two terms of the above equation
cancel out, thus Formula 6 simplifies to:

∑
∀w∈U

rw · yw −
∑
∀S∈S

zS :=
∑
∀w∈U

rw∑
i=1

cost(w, i) (8)

This value in the dual function also happens to be the value
in the primal function (c.f Formula 5).

□
With the common objective function, we need to show that

a solution to the dual function is feasible; and subsequently,
that the dual solution is related to the primal solution by the
factor Hn.
Lemma 3: Given the dual objective function (c.f. For-

mula 1); y, z is dual feasible.
Proof: The proof shows feasibility and an Hn bound

on the greedy solution. y and z are non-negative, so the
non-negativity constraints are trivially satisfied. We need
to show that for any S, the remaining dual constraint∑
∀w∈UM(w, S)·yw−zS ≤WS (S) in Formula 2 is satisfied.

We focus on the l.h.s by substituting values of yw and zS from
formula 3 and 4:

1
Hn

(∑
∀w∈U

M(w, S)cost(w, rw)−
∑

(w,i)coveredbyS

(cost(w, rw)− cost(w, i)
)
(9)

The first term
∑
∀w∈UM(w, S)cost(w, rw) can be re-written

as ∑
(w,i)coveredbyS

cost(w, rw)+
∑

(w,i)notcoveredbyS

cost(w, rw)

By substituting into Formula 9, with algebraic manipulation
we have:

1
Hn

( ∑
(w,i)notcoveredbyS

cost(w, rw)+
∑

(w,i)coveredbyS

cost(w, i)
)

(10)

Returning to the r .h.s of the constraint
∑
∀w∈UM(w, S)·yw−

zS ≤ WS (S), we need to find some value V : V ≤ WS (S),
such that

∑
∀w∈UM(w, S) · yw− zS ≤ V , then the relation is

proved.
Assuming S covered the elements (w, n) to (w, n+2) then the
inner term of Formula 9 becomes

[ ˆcost(w, rw)+ · · · + ˆcost(w, n− 1)]+ [cost(w, n)

+ cost(w, n+ 1)+ cost(w, n+ 2)] (11)

where ˆcost(·) is the cost not covered by S. Note that
cost(w, n) = cost(w, n+1) = cost(w, n+2) and [cost(w, n)+
cost(w, n+ 1)+ cost(w, n+ 2)] =WS (S). Thus Formula 11
simplifies to:

[ ˆcost(w, rw)+ · · · + ˆcost(w, n− 1)]+WS (S) (12)

The worst case scenario is that S is the longest subset with
each element in S being unique, and covers only one element
of w:

[ ˆcost(w, rw)+ · · · + ˆcost(w, n− 1)]+
WS (S)

1
(13)

Assume the unique elements in S are ordered from those that
were covered first until those that were covered last before
the current set S was chosen. For the first element that was
covered, the cost of the final copy of the element to be covered
will still be less than the cost of the elements in the set S ie
cost(w, rw)1 ≤ WS (S)/n, cost(w, rw)2 ≤ WS (S)/n − 1 and
so on until cost(w, rw)n−1 ≤WS (S)/2. By this, we can arrive
at a compact representation of

n∑
i=1

1
i
WS (S).

Every term in this compact statement will be ≥ its corre-
sponding term in:∑

(w,i)

ˆcost(w, rw)+
∑
(w,i)

cost(w, i)

Our V is 1
Hn

∑n
i=1

1
iWS (S) which is also ≤ WS (S) i.e.

1
Hn

∑n
i=1

1
iWS (S) ≤ WS (S). Thus it can be concluded that
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∑
wM(w, S) · yw − zS ≤ WS (S) holds, and y, z is feasible.

Note that Hn is the n’th harmonic number i.e. Hn =
∑n

i=1
1
i .
□

It is worth mentioning that our greedy solution (Algo-
rithm 1) does not limit the size of the word-pair multisets
C which later becomes D′, consequently, it is possible to
encounter the situation where |D′| ≫ |D|. This is not desir-
able as it can lead to a very slow inference of the topics from
the transformed corpus D′. We further impose a constraint
on the size of C without affecting our optimality analysis.
Namely, we propose a user defined number of transformed
documents K which limits the size of C i.e. |C| ≤ K. A
foldback procedure (c.f. Procedure Foldback) can be applied
to the output of Algorithm 1 to satisfy this constraint as
follows.

Procedure Foldback(C,K)
1 while |C| > K do
2 find Slst , Smst ∈ C ; ▷ where Slst , Smst have the least

and most costWS (S) respectively
3 update C ← {C \ {Slst , Smst }};
4 update C ← {C + {|

⊎
(Slst , Smst )|}};

The following lemma guarantees the Hn approximation
even when the foldback technique is applied.
Lemma 4: Foldback procedure finds the multi-set multi-

cover within Hn factor of the primal optimal solution.
Proof: Lemma 2 & 3 are correct and the foldback

technique does not invalidate Lemma 2 & 3.We need to show
that the foldback technique satisfies the following inequality:

Cost(S1)+ Cost(S2) ≥ Cost(
⊎

(S1, S2)) (14)

From Definition 5 Cost(S) = 1 −
∑nS

i=1 p(wi, S)
2; simpli-

fying to Cost(S) = 1 −
∑nS

i=1(
M(wiS)
Const )2 where Const is the

maximum number of words in a document for all documents.
Formula 14 becomes:

1−

nS1∑
i=1

(M(wiS1)
Const

)2
+ 1−

nS2∑
i=1

(M(wiS2)
Const

)2
≥ 1−

nS1,2∑
i=1

(M(wiS1)+M(wiS2)
Const

)2
By algebraic manipulation we get:

nS1∑
i=1

M(wiS1)2 +
nS2∑
i=1

M(wiS2)2

≤ Const2 +

nS1,2∑
i=1

(M(wiS1)+M(wiS2))2

By comparing like terms we have:

M(wiS1)2 +M(wiS2)2 ≤ (M(wiS1)+M(wiS2))2

Which holds for anywi due to the following algebraic identity
which applies to the r .h.s. of the equation

(a+ b)2 = a2 + b2 + 2ab

Thus the r .h.s. of the equation can be expressed as:

M(wiS1)2+M(wiS2)2≤M(wiS1)2+M(wiS2)2+2M(wiS1)M(wiS2)

For anyM(wiSj) ∈ R+ the Lemma holds. □
It follows from the above that foldback(C,K) uses

Slst and Smst in each iteration because the resultant cost
WS (

⊎
(Slst , Smst )) is bound to be cheaper than WS (Slst ).

This is further illustrated in Example 3. Approximation algo-
rithms for multi-set multi-cover problems are well studied in
[56], [57], [58], and [59]. Similar to these works, our basic
greedy algorithm (Algorithm 1) has O(log m) wrt to m word-
pairs. However, we see that the main computational challenge
is the generation of the candidate subsets in S which is
exponential w.r.t. corpus size n i.e. O(n · 2n). The derivation
is as follows:

1) WORD-PAIR GENERATION
Given a corpus D = {d1, · · · , dn}. Word-pair generation for
each document d is

(d
2

)
. Total worst case scenario is n ·

(dmax
2

)
where dmax is the longest document. By combinatorics and
algebraic manipulation this becomes n · d

2
max−dmax

2 . Thus the
worst case complexity of word-pair generation is:

O(n · d2max) (15)

□

2) CANDIDATE SUBSET GENERATION
Given m total word-pairs from the corpus. Generation of the
power set is m · 2m. From Formula 15, the total complexity
is (n · d2max)+ n · d

2
max · 2

(n·d2max ). dmax is constant and for
short text n ≫ dmax . Thus w.r .t. number of documents the
complexity is:

O(n · 2n) (16)

□
In the following, we define a new data structure and algo-

rithm for the generation of the candidate subsets and the
selection of the subsets S in polynomial time such that when
the algorithm completes, the required set of subsets C to our
problem is C := S.

B. IMPROVED GREEDY ALGORITHM
We define a new data structure called global pairs. Global
pairs is a set of elements {Gp[i]}. Each element Gp[i] =
(wsi,wdi, costi) containswsi which is the set of words set(d ′i );
wdi which is a word-pair dictionary where each element of
the dictionary is a word-pair i.e. wdi[j] = {wj : count} is the
word-pair wj and its count in the document d ′i and; costi is
the total word-pair spread of wdi i.e. costi := WS (wdi). Gp
is sorted according to the cost. An element Gp[i] is used to
generate the final transformed document d ′i .
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Algorithm 2 DATM
Input: A set of documents D; the number K of

transformed documents
Result: A set of transformed documents D′

1 Step 1 ▷ Generate word-pairs from each document
di

2 Initialization Global Pairs Gp← ∅;
3 for di ∈ D do
4 Calculate the word-pairs w in each di ie Pairs(di)
5 //Update Gp with w
6 if w ∈ Gp.wd then
7 Gp.wd[w].count ←

Gp.wd[w].count + count(w, di)
8 else
9 Add a new element (ws,wd, cost) with

wd = {w : count(w, di)} to Gp
10 Step 2 ▷ perform foldback on Gp to satisfy K
11 Call procedure Foldback(C,K): Foldback(Gp,K)
12 Step 3 ▷ Generate documents from Gp
13 forall the Gp[i] do
14 d ′i ←

⊎
(Gp[i].wd) ▷Merge all word-pairs pairs

with multiplicity
15 return D′ = {d ′1, · · · , d

′

K}.

Algorithm 2 summarises the steps in DATM. In step 1, the
initialisation step, Gp is first initialised to an empty set ∅.
For every document d ∈ D, all word-pairs w ∈ Pairs(d) are
calculated and added to Gp if the word pair w /∈ Gp, else if
w ∈ Gp then the count Gp.wd[w].count is updated.

In step 2, the foldback step, we recombine some of the
elements in Gp to satisfy the constraint on the number of
expected transformed documents. Since each transformed
document d ′i is derived from the word pair dictionary wdi
of the element Gp[i], the foldback step is performed using
Gp.wd instead of S as previously seen in Foldback procedure.
Further, Gp is sorted according to cost, so finding the least
cost-effective elements in Gp is straight forward.
In step 3, the document generation step, each transformed

document d ′i is generated from the global pairs data structure
by merging all the word-pairs in the dictionary wd of each
element ofGp. The following example illustrates the working
of the algorithm.
Example 3: Consider 3 documents with the following

word-pairs d1 = (w1 : 2,w4 : 3), d2 = (w1 : 5,w2 : 1) and
d3 = (w1 : 1,w2 : 1,w3 : 4) and letmaxd

∑
w m(w, d) = 10.

The word-pair spread for each document is calculated as
0.87, 0.74 and 0.8 for d1, d2 and d3 respectively. The total
is 2.41.
In step 1 of Algorithm 2, Gp is initialised as Gp[1] =

({set(w1)}, (w1 : 8), 0.36), Gp[2] = ({set(w3)}, (w3 :

4), 0.84), Gp[3] = ({set(w4)}, (w4 : 3), 0.91), and Gp[4] =
({set(w2)}, (w2 : 2), 0.96). In step 2, Slst := Gp[1] is com-
bined with Smst := Gp[4] to form a new element Gp[1+4] =
({set(w1,w2)}, (w1 : 8,w2 : 2), 0.32). Together Gp[1 + 4],

TABLE 1. Summary of datasets.

Gp[2] and Gp[3] have a total word-pair spread of 2.07. For a
K = 3, this completes the algorithm and the elements in Gp
form the new corpus D′ in step 3.
Algorithm 2 has a time complexity of O(n · d2max + m2)

where n is the number of input documents; dmax ∈ D is
the longest document in the corpus; and m is the number of
word-pairs from the corpus. Summarily, Step 1 has a worst
case complexity of O(n · d2max) from generating the word-
pairs; Step 2 has a worst case complexity of O(m2) from
sorting the word pairs according to cost and choosing valid
combinations and; step 3 has a worst case complexity ofO(m)
when K = m. It is important to note that Algorithm 2 is also
anHn approximation of the optimal solution due to Lemma 4.
We note that, the proposed solution can be built on top

of any generative model. In the following, we present the
empirical study of our proposed technique.

VI. EMPIRICAL STUDY
Four benchmark algorithms were compared, namely
PTM [17], BTM [19], LDA [7]; and DATM.8 Commonly
used existing implementations via Tomotopy libraries9 for
PTM and LDA, and Biterm libraries10 for BTM were used.
Remember that DATM is a data transformation approach
which can be applied on top of any topicmodelling technique.
In our empirical study, we exemplarily use LDA and PTM
denoted as DATM(LDA) and DATM(PTM).

Following the convention in [7], [16], [19], and [17], we set
the parameters α = 0.1, β = 0.01, and additionally
λ = 0.1 and P = 100011 for PTM. For DATM, we set
K = |D|. We also set the number of topics k to the true
number of topics in each dataset, and a Gibbs sampling
iteration of 2000 to guarantee convergence. All implementa-
tions and experiments were done on a macOS with 2.6 GHz,
6-core Intel Core i7 processor and 16GB 2400 MHz DDR4
memory.

Three datasets that exhibit different characteristics were
chosen to test the rigour of our data agnostic approach. The
datasets are summarised in Table 1. Airline dataset12 are
customer tweets about their experience with a major U.S.
airline in 2015. 62.76% of the tweets are categorised into
one of nine possible topics. The Maccas dataset 12 are con-
sumer reviews on Yelp about McDonalds. The reviews are

8DATM is available on github: https://github.com/mbewong/DATM_
Public

9https://bab2min.github.io/tomotopy/v0.12.1/en/
10https://github.com/markoarnauto/biterm
11When P > |D| we set P = |D|.
12Retrieved from https://www.figure-eight.com/data-for-everyone/ on

16/Mar/2018
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TABLE 2. Correctness of topics found.

assigned 0 or more labels from 8 possible topics. The News*
dataset is a random sample of 500 documents from 5 top-
ics from the well-known 20Newsgroup dataset,13 especially
chosen to represent a smaller corpus with high variability
in document lengths. Together, these 3 dataset represents
3 well encountered scenarios viz a large corpus of short
documents with relatively stable length across the corpus
(Airline); a medium sized corpus with medium sized docu-
ments and high variability in document length (Maccas); and
a small corpus with long documents but very high variabil-
ity in the document length. All datasets were pre-processed
with NLP steps such as stop-word removal, stemming and
lemmatization.

A. RELIABILITY OF TOPIC MODELS
This evaluation demonstrates how reliable the topics
generated are. Reliability is evaluated via purity and con-
sistency of topics. Purity is our proposed measure of the
clarity with which the topics found express the true topics.
We propose a measure of purity which compares the found
topics to the true topics. If a found topic z matches many
true topics ẑ the found topic is said to be less pure i.e.
Purity(z) = 1

Count∀ẑ(Sim(z∗,ẑ∗)≥c)
, where z∗ (resp. ẑ∗) is themost

probable set of words from topic z (resp. ẑ), Sim(a, b) is a
distance-based similarity measure,14 and c is a cut-off con-
stant set to 0.6. Our measure of purity differs from from [16]
since it considers all possible topic matches, but [16] only
considers the highest match.

Figure 6 shows that DATM significantly improves the aver-
age purity of LDA and PTM on all datasets. This implies that,
topics found using DATM, have higher clarity than the other
benchmark techniques. We note that in the News* dataset,
LDA, PTM and BTM failed to identify any true matching
topics and thus their purity is 0. We see that not only does
DATM improve the purity of LDA and PTM but it also
improves the recall for challenging dataset such as News*.
This is evident in the recall evaluation in Table 2 and further
discussed in Section VI-B.
Consistency is measured by applying the topic model to

the same dataset 5 times i.e. given a dataset D and a topic
model T, a set of topic-sets {T(D)1, · · · ,T(D)5} are gener-
ated. The average purity is calculated between each T(D)i and
T(D)i+1 for all iterations and plotted as boxplot in Figure 7.
In Figure 7, DATM clearly shows an improvement of the

13Retrieved from https://www.kaggle.com/crawford/20-newsgroups on
6/June/2019

14In this work a sequence matcher from the python difflib module is used.

FIGURE 6. Average purity of topics found.

consistency results. Figure 7 shows DATM has a median
purity score of above 0.8 and a minimum score above 0.7.
These are well above the competitors PTM, LDA and BTM.
The results imply that when DATM is applied in many itera-
tions on the same dataset, it is more likely that the user will
get consistent topics than the existing benchmark techniques.
This finding is also corroborated in Figures 7b and 7c. It is
worth pointing out that while in Figure 7c, the maximum val-
ues are the same for LDA, PTM and DATM, the interquartile
range for DATM is much tighter.

B. EFFECTIVENESS OF TOPIC MODELS
Effectiveness demonstrates how correct and coherent the top-
ics generated are. We evaluate effectiveness using recall, pre-
cision, F1 and coherence scores. To calculate recall, precision
and F1, we use the known topic labels to extract the probable
key words as the ground truth. Using (Sim(z∗, ẑ∗) ≥ c),
we calculate the matches to estimate the true (and false)
positives, and true (and false) negatives. Table 2 which is
the results shows similar results for all techniques for a
given dataset. The Airline dataset yields the best results
while News* dataset yields the worst. This finding is in
keeping with the theoretical analysis that larger corpus size
plays a positive role in effective topic modelling [8]. DATM
is shown to be beneficial, particularly for the challenging
News* dataset.

To further investigate the effectiveness of our approach,
we evaluate the topic coherence of the topic models. Topic
coherence is a well known metric for evaluating topic mod-
els. However they are neither reasonable nor accurate for
evaluating short and informal texts [16], [17], [60]. Thus,
we adopt coherence to evaluate the models on News*
dataset. In particular, we use the CV coherence measure
proposed by [61]. We also use normalised pointwise mutual
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FIGURE 7. Consistency of topic models.

FIGURE 8. Coherence of topics.

information (NPMI) version of CUCI [62] used in [16] and
[17]. In both Figure 8a and 8b, DATM improves the coherence
values. It is important to note that our aim is to observe
the relative improvement of the coherence rather than the
absolute values. In CV , the values are in the range [0, 1].
We observe moderate values around 0.5 with DATM showing
an improvement over the other techniques. We note that in
CUCI , the values are normalised to the range [−1, 1]. LDA,
PTM and BTM show a negative coherence in Figure 8b,
which is indicative of poor topics. DATM seems to improve
these values.

C. QUALITY OF TOPIC MODELS
To assess the quality of the topics generated, we inspect
some of the topics generated from the Airline dataset.15 We
randomly select 4 topics from the airline dataset namely flight
booking problems, late flight, cancelled flight and customer
service issue. We then consider all the topics generated by
the techniques with the best matching values to the true
topics. For illustration, we only present the top ten probable
words found for each technique in Figure 9. We notice that,
all techniques identify key words (in bold) which intuitively
relate to the true topics. It is important to point out that while
DATM improves, reliability and effectiveness of the topic
models, it does not diminish the quality of the topic word
representations.

15We choose the airline dataset because it has the best results across all
techniques.

FIGURE 9. Quality of topics.

VII. CONCLUSION
Topic modelling is an important data mining technique which
has broad applications in health, cyber-technology, business,
and policy making. While several topic modelling techniques
have been developed, their growing applications show some
drawbacks in existing techniques. These include the lack of
consistency in topics, challenges in dealing with mixtures of
long and short documents, and failing underlying assump-
tions of existing techniques within specific contexts.

In this work, we presented a novel data transformation
approach for improving the reliability and effectiveness of
existing generative topic models. Our novel data transfor-
mation approach is driven by the observation that, topic
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concentration within documents is critical for effective topic
modelling. We have shown both theoretically and empiri-
cally that topic concentration within a document is related
to the word co-occurrence. Therefore, by enhancing the
word co-occurrence structure we can improve topic models.
We modelled this as an optimisation problem and proposed
an efficient solution DATM. DATM, has been demonstrated
not only to be a powerful technique, but it can also be used
in conjunction with other existing topic modelling techniques
such as LDA and PTM.

In our future work, we aim to evaluate how DATM can be
integrated into neural topic models to reduce their resource
requirements whilst improving their effectiveness. In partic-
ular, by transforming the input data, we may be able to reduce
the training time on word-embeddings as well as the require-
ment for large training datasets. We will also extend our work
into a sequential scenario, by investigating updatable DATM
for detecting topic evolution over time. This will have appli-
cations in the detection of changes in public sentiment and
topical discussions which will have significant implications
on law enforcement, business and recommendation systems.
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