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ABSTRACT Renewable energy utilization is the only suitable solution to diminish the increasing level
of greenhouse gas emissions, fuel costs, and energy crisis in the next generation. Out of many renewable
sources, solar energy sources that are clean, green, and emissions-free have gained wide utilization despite
their intermittency nature. Several solar photovoltaic (PV) panels are connected in parallel to achieve the
energy demand. In such a system, each panel operates differently due to uneven temperature and irradiation,
resulting in a uniform and partial shading conditions. Thus, a unique and efficient mechanism is required
to extract maximum power from uniformly and partially shaded PV systems. Many researchers across
the world have developed various maximum power point tracking (MPPT) techniques to increase the
efficiency and lifetime of PV systems. This study provides a unique, in-depth, and organized review of
MPPTmethods under four categories: classical, intelligent, optimization, and hybrid techniques. All possible
selection benchmarks are considered to do a comprehensive review, which is not deliberated in the existing
review literature. Based on the selection benchmarks, the advantages and disadvantages of each MPPT
technique under different categories are summarized in tabulated form. To address the research gaps for
further investigation in this field, a concise discussion is included at the end. This review article may find an
accessible reference for engineers to understand the most useful MPPT method and to undertake extensive
research in PV systems.

INDEX TERMS Maximum power point tracking (MPPT) techniques, renewable energy source, solar
photovoltaics (PV), partial shading condition (PSC), global maximum power point (GMPP).

I. INTRODUCTION
The conventional generating stations are producing stress
on the existing fossil fuel reserves; hence renewable energy
sources utilization has attracted significant interest owing
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to their abundant availability and clean nature. From the
installed capacity of various renewable energy sources shown
in Figure 1, it is noticeable that solar photovoltaic (PV) is
the most prominent source, and the research is increasing
day by day towards establishing the solar as a main source
of energy to the grid. The Indian government has set an
objective to install 500 GW of renewable power by the end
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FIGURE 1. In 2022 renewable energy generation target by Indian
Government.

FIGURE 2. P-V and I-V characteristics of PV.

of 2030 [1], [2]. However, the energy generated from renew-
able sources is subject to different environmental conditions
and is not always available. Therefore, the intermittent nature
of solar power is a challenging issue.

Also, energy received from solar PV systems is futile;
during a high load condition, solar alone may not be able to
fulfill the load demand. But renewable energy is the future of
electricity generation as renewable energy is the only way to
meet the power shortage due to the ever-decreasing sources
of fossil fuels and indiscriminate use by people [3].

Solar energy is an excellent renewable energy source.
Its presence during the day is a disadvantage, but integrat-
ing energy storage systems can address this issue. Another
drawback is its low efficiency and not delivering maximum
power in variable environmental conditions or partial shading
conditions [4]. The maximum power point tracking (MPPT)
algorithm is necessary to overcome this. Figure 2 shows
a nonlinear PV panel characteristic with maximum power
point [5].

Literature manifests many traditional MPPT algorithms to
extract maximum power from solar photovoltaic systems and
to increase the overall system efficiency [6]. The conventional
algorithm gives good performance at standard temperature
and irradiance value and can reach maximum power. But in
practice, the state of the environment keeps changing, i.e.,
the temperature and irradiation keep changing [7], [8]. In the
case of rapidly changing irradiation conditions, conventional
MPPT techniques fail to track the MPP efficiently in less
time. Due to this, the performance and efficiency of solar
PV systems are greatly reduced [9], [10]. Furthermore, partial

FIGURE 3. Power vs Voltage Curve of PV in Partial Shading Condition.

FIGURE 4. The basic structure of MPPT algorithm with boost converter.

shading due to different solar irradiation incidents on differ-
ent panels creates multiple peak points on a PV characteristic.
Under partial shading conditions, more than one maximum
point (local MPP) and one global maxima point (global MPP)
exist, as shown in Figure 3. The traditional algorithm does not
differentiate between a local and global MPP [11], [12]. Due
to this, the conventional algorithm starts tracking from the
local MPP as the global MPP and the overall performance
and efficiency of the system thus degrades.

To address the issues discussed above, researchers across
the globe have developed different advanced MPPT methods
that have been successful in solving the problem to an extent.
However, there is still a research scope for tracking the MPP
faster with high accuracy.

In general, the traditional maximum power point track-
ing algorithm is divided into two categories: online method
and offline method, depending on the parameters and val-
ues of the requirements. The offline method is essentially
a model-based approach. Normally, the control signals are
generated based on the physical values of the PV system
panel. On the other hand, in online approaches, the control
signals are generally obtained from the instantaneous val-
ues of the PV output voltage (or) current. Different tradi-
tional MPPT techniques reported in literature has distinct
benefits and drawbacks and thus selecting one from among
the many available strategies might be challenging. Exist-
ing review literature compares various MPPT algorithms;
however, they can sometimes be difficult to understand [4],
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[5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18], [19], [20]. There are several parameters and
approaches-based methods discussed in the literature, i.e.,
voltage- and current-based MPPT approaches [21], perturb
and observation (P&O) methods [22], [23], incremental con-
ductance (INC) methods [24], [25], [26], temperature and
irradiance-based method [27], intelligence techniques base
MPPT method [28], [29], fuzzy logic control methods [30],
[31], artificial neural network base method [32], [33], [34],
optimization techniques base method, etc. [35], [36], [37].
The P&O and INC procedures are well-known traditional
techniques with some benefits and drawbacks. Due to oscil-
lations around the MPP, a significant amount of power is
lost while using the P&O approach [38]. Additionally, the
P&O algorithm responds slowly to rapidly changing environ-
mental conditions, and its dependent on the steps of vary-
ing sizes (1d) [23]. The drawbacks of the P&O and INC
methods may be overcome by some other conventional algo-
rithms. Although it seems straightforward, the voltage and
current-based MPP tracking algorithm suggested in [21] has
low accuracy and efficiency. The Gradient Descent Method,
among others, overcomes the shortcomings of the Standard
Method by using the Variable Step Size Technique [39], [40],
[41]. The ripple correlation control (RCC) and sliding mode
control technique is addressed in [42], [43], and [44] and has
a few advantages over P&O systems. Although difficult to
implement in hardware, but it is more accurate than tradi-
tional approaches.Somee conventional or intelligencemethod
required fewer sensors than some traditional approaches. This
type of approach is both easy to use and cost-effective [45],
[46], [47], [48], [49]. In addition to this, there is some
another approach based on Bisection search, Fibonaccian
series, steepest decent basedMPPT etc., which was described
in [16], [17], [18], and [19]. This approach is typically utilized
when a PV array exhibits two or more local MPPs under
different climatic circumstances, making the employment of
other techniques challenging. Also, there some optimization
techniques such as Genetic algorithm, partial swarm opti-
mization, Cuckoo search, ant colony optimization, Jaya algo-
rithm is also used for MPPT algorithm are discussed in [10],
[11], [12], [13], [14], [15], [16], [17], [18], [19], and [20].
Optimization techniques have also lots of challenges like
parameters initializing, parameters tuning, number of itera-
tions, search space, etc. A dual tracking system that consists
of an electrical MPPT and a mechanical tracker, both of
which are controlled by different controller, is also described
by some researchers [50], [51]. But now a day most of
the researchers focus towards the hybrid MPPT algorithm
by using conventional algorithm along with intelligence or
optimization techniques [52], [53], [54], [55], [56]. Sev-
eral hybrid MPPT algorithms have been in recent trend
to overcome the problem with conventional or intelligence
techniques. All the algorithms have some advantages and
disadvantages in different applications of the PV system.
Therefore, a detailed review is carried out in this work that

works as a suitable reference material for the engineers.
Section II presents all possible selection benchmarks such as
sensor type, efficiency, tracking speed, complexity, conver-
gence speed, and implementation cost considered to make
a comprehensive review, which is not deliberated in exist-
ing review literatures. Based on the selection benchmarks,
the advantage, and disadvantages of each MPPT techniques
under four different categories such as, classical, intelligent,
optimization and hybrid techniques are summarized in Sec-
tion III to VI. Section VII delineates an overall summary
of different techniques and concluding remarks are given in
Section VIII.

II. MPPT TECHNIQUES
The maximum power point tracking (MPPT) algorithm is
implemented for extracting the maximum possible power
from the Photovoltaic system and providing it to the load.
Environmental factors, such as solar irradiance and temper-
ature, also have an impact on the solar photovoltaic system.
PV’smaximum power point shifts as a result of changes in the
surrounding environment. This means that the ideal operating
voltage and current for the PVmodule will vary depending on
the specific conditions [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18], [19], [20].

A. CHALLENGES OF MPPT ALGORITHMS
The MPPT algorithm’s efficiency is hampered by several
issues. Due of these issues, it is becoming increasingly dif-
ficult to determine whether the MPPT algorithm is the best
option available. If the algorithm designers fail to account
for these changes, a given working condition may fail. One
can deduce that the most typical obstacles are the nonlinearity
of PV features, variations in ambient conditions, and system
functioning conditions [52], [53], [54], [55], [56], [57], [58],
[59], [161], [162].

• Nonlinearity of the PV Characteristic
• Ambient Condition Variation
• System Working Condition

B. SELECTION CRITERIA OF MPPT ALGORITHMS
It is necessary to analyze several parameters before choosing
an MPP algorithm for real-time implementation. Here we
discuss a few crucial variables [63].

Location: - When choosing the MPP algorithm, location is
one of the crucial and important term. Were your solar MPPT
algorithms successfully implemented, considering how com-
pletely dependent solar power is on the environment? What
are the weather conditions in the area? In that location, how
much partial shading is feasible? Particulate matter? Before
installing solar photovoltaic systems, you should consider the
following issues, among others.

➢ PV array dependency: - Some traditional and sophis-
ticated MPP algorithm depends on PV arrays. So, it is
difficult to detect the MPP without knowing the details
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FIGURE 5. Classification of different types of MPPT method.

of the PV array and its configuration. PVmodelling and
a profound understanding of PV panels are necessary
for this.

➢ True MPPT: - The partial shading situation changes
the traditional properties of PV. In that case, P-V curves
generate the multiple peaks, so it is curious for theMPP
algorithm to track the global MPP.

➢ Analog or digital: - MPPT can be applied using both
analogue and digital control. Analogue or digital cir-
cuits have been used by many researchers to implement
the MPPT algorithm in real time. It’s possible that
analogue methods are less accurate but less expensive,
whereas digital methods are expensive and accurate.
Consequently, when choosing the best MPPT schemes,
this parameter is essential.

➢ Sense parameters: - Voltage, current, temperature,
and irradiance are the four main variables used to
design theMPPT algorithms for solar photovoltaic sys-
tems. In general, adding more sensors makes systems

more complex and expensive. Thus, tracking the MPP
points typically involves two sensors.

➢ Design complexity: - Systems’ overall accuracy
depends on the MPP algorithm designs. Common
MPPT algorithms are typically less complex in nature,
but they are also less effective under partial shading
conditions. Additionally, it increases the oscillation and
ripple around the MPP point. Thus, in general, algo-
rithms become more complex as a means of increasing
their effectiveness and overcoming the limitations of
traditional MPP algorithms.

➢ Tracking accuracy: - The efficiency of your algo-
rithms is reflected in their accuracy. Most conventional
algorithms have fixed step sizes, so once they reach the
MPP, they oscillate around it. MPP algorithms based on
a variable step size were used to solve these problems.

➢ Tracking speed: - Time required to reach the MPP
points illustrates how well your algorithms tracking
speed. When the environment is rapidly changing,
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these are the most crucial factors. If algorithms are
taking longer to reach the MPP and the environment is
changing in between, MPPT algorithms will not arrive
at theMPP.Many traditional algorithms lack the ability
to follow the MPPT in quickly changing environmen-
tal conditions. To solve these issues in that situation,
hybrid MPPT algorithms are a better option.

➢ Efficiency: - Efficiency is a direct indicator of the
precision and accuracy of your algorithms. Most of
the algorithm efficiency is high under normal circum-
stances or fixed surrounding condition. However, the
environment is constantly changing. so, it is important
to understanding the algorithm efficiency in real time.

➢ Efficient in PCS: - Most algorithms are effective
under normal temperature and irradiance conditions,
but under partial shading, they are unable to reach the
MPP. No clear distinction can be made between local
and global MPP. Design hybrid and intelligent MPPT
algorithms to address these issues. Butmost of the time,
this kind of algorithm is complex.

➢ Economy: - Cost is a significant consideration when
electing the MPP algorithm. Therefore, cost analysis is
necessary prior to selecting the MPP algorithms.

C. CLASSIFICATION OF MPPT TECHNIQUES
In the past several years, numerous MPPT algorithms and
designs have been put up in the scientific community for
consideration. You cannot use the same technique to every
problem. No single evaluation study can categories proce-
dures because each one can be used in a variety of contexts.
As a result, there is no single MPPT algorithm classification.
Tracking, sensor implementation, and contemporary MPPT
algorithms are all considered in this work. There are various
subcategories depending on different aspects under each of
these classes, such as the operating concept or implementa-
tion [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [20], [52], [53], [54], [55], [56], [57],
[58], [59].

• Conventional MPPT Method
• Intelligent Techniques Based MPPT Method
• Optimization Techniques Based MPPT Method
• Hybrid MPPT Method

III. CONVENTIONAL MPPT TECHNIQUES
From its inception in 1954 onward, research into improving
the efficiency and effectiveness of photovoltaic (PV) systems
has focused on identifying and maintaining the maximum
Power Point. Mechanical single- and dual-access trackers,
as well as electrical trackers, are the two main categories of
MPP trackers. With the help of a mechanical ‘‘sun tracker,’’
the PV model can be steered towards the direction of the
sun. However, this type has low efficiency, is difficult to
execute, and is expensive. Because of this, all efforts on the
part of scientists have focused on electrical tracking. Elec-
trical MPPT methods can be classified into three families:

FIGURE 6. Flow chart of constant voltage method.

offline, online, and intelligence. Traditional MPPT meth-
ods can be roughly categorized as either online or offline
approaches. It is Bsicly simplest and easy MPPT algorithm.
The fundamental steps are followed by the maximal conven-
tional MPPT algorithm to arrive at the MPP point. They
calculate the power and compare it to the previous power
at each stage. Depending on the value of the power change,
he decided the algorithm’s direction or movement. Numerous
conventional MPPT algorithms have already been released.
Each algorithm has various benefits and drawbacks, however
in the case of partial shading, the conventional technique is
ineffective or not capable to extract the most power possi-
ble in that situation. This section contains information on
numerous conventional MPPT algorithm types, flowcharts,
extra features, advantages, and disadvantages of each method
under various conditions. also provided a brief explanation
regarding real time implementation [6], [8], [10], [12].

A. CONSTANT VOLTAGE METHOD
The CV technique is one of the simplest methods for control-
ling a PV system’s maximum power point voltage (MPPT)
using a reference voltage (Vref ) or a value determined under
particular conditions. Consequently, the reference voltage
may be calculated without the requirement for extra input and
the PV module’s output voltage can be used as the reference
voltage. Temperature and solar radiation affect the MPP of
a PV module. As a result, the CV technique cannot reliably
track the MPP since it employs a fixed reference voltage for
certain radiation and temperature circumstances. Figure 6.
displays the flowchart for the CV approach. In order to track
the maximum power point, it is necessary to compare the
current PV module voltage to the reference voltage [60].

B. CONSTANT CURRENT METHOD
The CC (Constant Current) strategy is dependent on the CV
technique’s analogous miracle in order to function correctly.
The photovoltaic array operates at a constant voltage when
using the CV technique, but the array operates at a steady
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FIGURE 7. Flow chart of constant current method.

current when utilizing this strategy. The MPP encompasses
about 78 and 92 percent of the SCC and ISC respectively.
As a result, the SCC parameter is identified as the one that
was detected using this method [60], [61].

C. BETA METHOD
Jain and Agarwal proposed the beta method theory [62],
in which the coefficient beta (β) is produced from equa-
tion (1) to find an intermediary value between voltage and
current in order to determine the MPP. It is generally agreed
that the beta approach is one of the more rapid tracking
methods. The variable coefficient, often known as beta, is uti-
lized in this method to carry out MPP. Beta is determined
through the utilization of a reference and a closed loop con-
trol, in addition to the measurement of the PV panel’s voltage
and current.

β = In (Io × C) = In
(
Ipv
Vpv

)
−C×VPV (1)

The method is utilized in conjunction with any normal MPPT
method, such as P&O, INC, HC, etc., for improved efficiency
and faster MPP tracking. You begin by looking into MPPT
techniques in the algorithm. As a result of both uniform and
non- uniform solar radiation, The PV array/VPV module’s
and IPV values are measured in a Retrospective. In order to
determine whether or not is in a steady state, the following
equation is used: When reaches a steady state, the MPPT
method that has been in use for decades is used. It is also
possible to utilize equation (2) to regulate the duty cycle if is
not in steady-state or is not in its usual range. The assessment
method is then repeated for calculating.

Error =βmin − βmax (2)

When used in conjunction with other standard MPPT
approaches, the beta method is regarded as a good and trust-
worthy optimization alternative for tracking the MPP. The
most significant limitation of this method is that its execution
and coordination, in terms of determining the beta value,

FIGURE 8. Flow chart of beta algorithm.

require a great deal of attention to detail. Additionally, the
technique is made more difficult by the fact that its traceabil-
ity with VPV and IPV in order to follow the MPP [63].

D. CURVE FITTING METHOD
The curve-fitting approach is an offline method that requires
knowledge of PV module features, including production
information, data, and equations that describe the output char-
acteristics. Equation (3) describes the characteristics of a PV
module. Coefficients a, b, c, and d are derived from sampling
m values of the PV voltage (VPV), PV current (IPV), and
PV output power P PV. After calculating these coefficients,
equation can be used to determine the voltage at which power
is at its peak [64].

PPV= aV3
PV+bV2

PV+cVPV+d (3)

At maximum power point,

dPPV
/
dVPV= 0

This approach has the benefit of being straightforward. The
disadvantage is that precise prior knowledge of physical prop-
erties is needed. Largememory is needed since there are more
computations to be made and the speed is slower [65].

E. PILOT CELL METHOD
Pilot cell technology has emerged to address the issue of
energy wastage that might occur when using a constant volt-
age measurement approach. So that we don’t have to take
measurements from the supply panel, we utilize an approx-
imation between a solar panel’s open circuit voltage and the
voltage at its highest power point to perform this measure-
ment [66].

Vmpp = K0×Voc_cell (4)
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FIGURE 9. Flow chart for the open-circuit voltage approach.

FIGURE 10. Short-circuit current technique flow chart.

F. LOOK-UP TABLE METHOD
In order to identify the MPP using this method, previous
information on the PV panel material, technical information,
and panel features under a variety of natural settings is neces-
sary and preserved. At each cycle, the controller will impose
a new voltage VMPP based on the correlation between the
deliberate temperature and insolation estimations and the data
that is recorded in the look-up table. The look-up table is
compiled using either the manufacturer’s specs or the results
of exploratory testing performed on the PV system in a variety
of different environmental settings. The storing of look-up
tables might take up a significant amount of memory when
using this approach, which is a drawback [67], [68].

G. FRACTIONAL OPEN-CIRCUIT VOLTAGE TECHNIQUE
The maximum power from any PV system is obtained at
point P (VMP, IMP) is called MPP point. The power of any
photovoltaic system depends on its environmental conditions
at that time. Maximum power will always come at a fixed
voltage and current value for a fixed environmental condition

FIGURE 11. Flowchart of P&O based MPPT algorithm.

[69]. The open-circuit voltage techniques are dependent on
open-circuit voltage and multiplying factor K. The flow chart
of open-circuit voltage techniques is shown in Figure 9 [70].

Vmpp≈Koc ∗ Voc (5)

H. FRACTIONAL SHORT-CIRCUIT CURRENT TECHNIQUE
Any photovoltaic system that generates maximum power at
a given voltage and current value, this point is called the
maximum power point for that photovoltaic system for that
environment. short-circuit current techniques depend on short
circuit current and multiplying factor K. the flow chart of
short-circuit current techniques is shown in Figure 10 [71].
There,

Impp≈Ksc ∗ Isc (6)

The short-circuit current technique is built using equation (6).
The value of Ksc typically ranges from 0.64 to 0.85. can be
approximated by looking at the PV system under a variety of
solar radiation and temperature conditions [71].

I. PERTURBATION AND OBSERVATION (P&O) TECHNIQUE
For the purpose of tracking the maximum power point, a per-
turb and observe (P&O) based MPPT algorithm is utilized.
Due to its simple implementation, high reliability, and good
tracking efficiency on standard conditions. 2. This technique
involves comparing recent power output samples to those
taken at various points in the past. i.e., PPresent − PPrevious =

1P. If (1P>0). if the operation is in progress and a pertur-
bation occurs, it will continue; if not, it will reverse course.
The P&O MPPT algorithm constantly adjusts the size of the
perturbation at predetermined intervals. The output from the
previous system state is used as a basis [72]. As can be seen in
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Figure 11, a typical flowchart for the P&O MPPT algorithm
is presented.

In order to determine the variation in PV voltage and
PV power (PPV ), the P&O algorithm continuously monitors
the PV module’s voltage (VPV ), current (IPV ). Calculated
values are used by the algorithm to incrementally increase
or decrease the converter’s duty cycle (d) value by the given
perturb value (d=0.01).

In the subsequent perturbation, the duty cycle is increased,
(d = d+1d) if, 1PPV> 0 and 1VPV> 0 or 1PPV< 0 and
1VPV< 0, because of a shift in the duty cycle of the previous
perturbations.

In the subsequent disturbance, the duty cycle is reduced,
(d = d−1d) if, 1P> 0 and 1VPV< 0 or 1PPV< 0 and
1VPV> 0, because of the shift in duty cycle during the
previous perturbations.

As stated before, the algorithm will keep repeating this
process until the MPPT is reached.

i.e.,

1PPV= 0 and 1VPV= 0

This is because the algorithm will fail to satisfy the preced-
ing condition if the duty cycle value is allowed to fluctuate
at each perturbation step. That’s why the P&O algorithm
gyrate around the MPP. The P-V curve’s slope is used in this
technique. Assuming the system is operating at the MPP, the
algorithm works under the assumption that the slope of the
power and voltage curve is close to zero [73], [74].

J. INCREMENTAL CONDUCTANCE TECHNIQUE
The incremental conductance algorithm is based on the slop
of the power voltage curves. At MPP, the solution of equa-
tion (7) is zero, if the solution is positive then MPP point is
on the left side, and the solution is negative the MPP point
is on the right. The flow chart of incremental conductance
methods is given in Figure 12.

dP
dV

=
d(IV)
dV

= I + V
dI
dV

= I + V
1I
1V

(7)

The incremental conductance technique works by monitoring
and comparing the PV module’s incremental and instanta-
neous conductance to calculate the PV module’s terminal
voltage. The maximum power point is reached when the
incremental conductance matches the instantaneous conduc-
tance. The power curve has a positive slope, and output
power rises as the PV module’s terminal voltage rises within
working limits. The output power declines when the terminal
voltage of the PVmodules climbs beyondMPP, and the power
curve’s slope is negative [74].

When point is on MPP point then,

1I
1V

= −
I
V

When the point is on the left side of the MPP point then,

1I
1V

> −
I
V

FIGURE 12. Flow chart of incremental conductance method.

When the point MPP is to the right of the point, then

1I
1V

< −
I
V

The MPP may be determined by making a comparison
between the instantaneous conductance and the incremental
conductance. It operates at the same level of efficiency as
P&O and still manages to produce a satisfactory harvest
despite the unpredictable weather. The same problem with
the amount of the perturbation happens here as it did with
the P&O, and an attempt has been made to overcome it by
making the step size flexible. On the other hand, it requires
control circuits that are both intricate and costly [75].

K. HILL CLIMBING METHOD
There is only one difference between the Hill climbing (HC)
and P&O methods, and that is the parameter of the perturba-
tion. In order to track the MPP, P&O sense and disrupt the
voltage or current, while the HC perturbs the duty cycle. The
trade-off in performance between steady-state and dynamic
response error is a difficulty that both techniques face. This
is a bigger issue for the HC approach, which controls instead
of voltage. The hill climbing technique is widely used in
real-world PV systems because it is easy to implement, takes
into account characteristics drift due to ageing, shading,
and other operational anomalies, and does not necessitate
research or modelling of the source characteristics. Flow
chart of hill climbing method is shown in Figure 13. A PV
array voltage Vk and current Ik measurement is the first step
in this process. The generated power Pk can be calculated
and compared to the value calculated in the previous itera-
tion, thereby allowing for a more accurate model. The duty
cycle of the PWM output is adjusted in accordance with the
comparison’s outcome, which can either complement or leave
unchanged the ‘‘slop’’ indication. While the set step size is an
varies with initial design, it does not guarantee that voltage
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FIGURE 13. Flow chart of Hill climbing method.

will remain constant throughout the procedure. Because the
classic HC technique has a constant duty cycle, it is unable to
accurately track the MPP when the weather shifts [76].

L. CURRENT SWEEPING METHOD
The I-V characteristic curve is created by employing a sweep
waveform for the PV array current in the current sweep
method. This approach is named after its namesake, the cur-
rent sweep. Therefore, in order to periodically update the I-V
curve, the sweep is repeated at predetermined time intervals,
and the VMPP voltage can be calculated based on this infor-
mation. Contains all the information necessary to understand
the process of determining the I-V curve and selecting the
function that will be used for the sweep waveform. The
genuine MPP can be attained in this manner. On the other
hand, the sweep lasts for a certain amount of time, during
which the operating point is not the MPP. This results in a
reduction in the amount of power that is available. SinceMPP
is continuously changing in response to irradiation, it is not
possible to completely track MPP values while considering
irradiation slopes. Under the stipulation that the sweep is
completed in a millisecond, it is possible to locate the global
MPP. In addition to this, the convergence speed is sluggish,
the implementation complexity is large, and it is necessary to
measure both voltage and current. According to what is stated
in [77], the MPPT approach is only worthwhile to implement
if the gain in power that it contributes to an all-PV system
is less than the amount of additional power that it consumes.
This MPPT technique is not the ideal choice to monitor the
MPP in a continuous manner as a result of the limitations and
complexities that were discussed previously. Nevertheless,
it is useful in that it can be utilized in conjunction with other
approaches.

FIGURE 14. Flow chart of curve sweeping based MPPT method.

FIGURE 15. Flow chart of RCC based MPPT method.

M. CURVE SWEEPING METHOD
The PVmodule’s current and voltage must be sensed in order
to sweep the entire I-V and P-V characteristics using the curve
sweeping approach. Once the irradiance and temperature con-
ditions are known, the algorithm can calculate the maximum
power PMPP and the corresponding duty ratio DMPP for the
system to operate at maximum efficiency. In this way, the
duty cycle DMPP of the DC-DC converter’s active switch can
be set to the optimal value for maximizing power extraction.
Figure 14. shows that the PV module’s output power is con-
tinuously monitored and compared to the PMPP. The method
is restarted from the beginning if the error E is larger than
a designer-specified threshold value. Like P&O and INC, the
curve sweeping technique makes use of two sensors to collect
data on the input voltage and input current. However, when
partial shading is present, the existence of numerous local
maxima and a single global maximum MPP in the P-V curve
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can cause some MPPT algorithms to inaccurately determine
the MPP. Since the entire curve is swept a priori to compute
PMPP, the new approach avoids this behavior associated with
P&O and INC if a large enough number of points are gathered
to plot the curves [78].

N. RIPPLE CORRELATION CONTROL (RCC) METHOD
Ripple Correlation Control, often known as RCC [79], is a
method that performsMPPT by utilizing ripple in PV voltage
and current. In order to bring the power gradient down to
zero and attain the maximum power point, RCC correlates the
time derivative of the time-varying power produced by the PV
array with the time derivative of the time-varying current or
voltage produced by the PV array. RCC can be implemented
with the use of analogue circuits that are straightforward and
low-cost. Experiments were carried out to demonstrate that
the RCC can precisely and rapidly track the MPP notwith-
standing the presence of variable amounts of irradiance. The
switching frequency of the power converter and the gain of
the RCC circuit both play a role in determining how long
it takes for the system to converge on the MPP. RCC has
the additional benefit of not requiring any prior information
about the properties of the PV array; as a result, adapting it
to various PV systems is a simple process. This is also one of
the advantages of RCC method.

O. ONE CYCLE CONTROL (OCC) METHOD
In this MPPT approach, a single stage inverter is utilized,
which performs both the function of converting DC to AC
as well as the function of MPPT. Adjustments are made
to the inverter’s output current, which is also the current
flowing through the grid, based on the PV array’s output
voltage. In this procedure, the calculation of power is not
required [80]. An integrator with reset, a comparator, a flip-
flop, a clock, and an adder make up the one-cycle controller.
An adder in front of the one-cycle controller implements
the MPPT. This method is more straightforward, has fewer
steps, and has lower overall costs. In order to avoid delayed
response and to reject transients induced by external dis-
turbances in switching converters, OCC was created as an
alternative.

P. SYSTEM OSCILLATION METHOD
This is a new approach to getting the most electricity out
of a solar panel under a variety of different weather situa-
tions. Connecting a pulse-width modulated DC/DC converter
(PWM) to a solar panel’s load or battery bus is how this tech-
nology works. When the converter’s input current is constant,
it functions in the discontinuous capacitor voltage mode. It is
possible to modulate the duty cycle of the primary switch by
introducing a small-signal sinusoidal disturbance into its duty
cycle and measuring its maximum variation in input voltage
and stress. The nominal duty cycle of the converter’s primary
switch is set to a certain value such that the converter’s input
resistance matches the solar panel’s corresponding output

resistance at the MPP. This method guarantees maximum
power transfer in all conditions without the use of micropro-
cessors [81].

Q. STATE SPACE CONTROL METHOD
The difficulty of nonlinear time-varying systems is simplified
in this way using the state space approach, which first tracks
MPP and then reduces the problem to the more conventional
one of dynamic system stability. Along with a time-varying
dynamic feedback controller, a state space model that makes
use of a time-averaged switch model is used in the execution
of this approach [82]. This technique ensures that there is
global asymptotic stability, discovers MPP even when there
are variations in the weather, and is less affected by changes
in both the parameters and the load.

R. LOAD VOLTAGE AND LOAD CURRENT MAXIMIZATION
A PV array’s output can be maximized using MPPT tech-
niques. Because of this, optimizing a PV array for maximum
load output necessitates likewise optimizing the PCU output
at the PCU load. Assuming the PCU is loss-free, increasing
the output power also increases the PV array’s power. Most
loads are either voltage source, current source, or resistive.
In order to achieve optimum power, the load current Iout for
a voltage-source type load should be maximized. The load
voltage Vout should be maximised for a current-source type
load [83].

S. LINEARIZATION-BASED MPPT TECHNIQUE
This MPPT method is very easy, quick, and economical. All
the traditionalMPPTmethods rely on the non-linear I-V char-
acteristics of PV arrays’ tracking MPP. In order to determine
MPP on the curve at the point where the solutions of two
algebraic equations cross, the current linearization approach
first linearizes the current equation and the power equation.
The intersection of the maximum power line and the PV array
characteristic curve yields the maximum power point [84].

T. TRANSIENT BASED MPPT TECHNIQUE
When PV voltage or current is managed by an inverter to
track MPP, this kind of approach is employed in single stage
systems. Due to the absence of an energy buffer stageDC/DC,
this method differs from other traditional methods. It is not
based on continuous perturbation, but rather on the MPP
detection during transitory processes that are introduced in
response to an irradiance shift. Only current needs to be mea-
sured in this manner since power and current both fluctuate
whenever the irradiance varies, but voltage does not change
very much.

U. MPP LOCUS LINE TECHNIQUES
Standard MPP-Locus methodology is first proposed by
(Vladimir V.R. Scarpa, et al). It is suggested that the conver-
gence time can be shortened by establishing a linear relation-
ship between the module voltage and current values at the

VOLUME 11, 2023 31787



M. Kumar et al.: Comprehensive Review of Conventional and Emerging MPPT Algorithms

TABLE 1. (a). Comparison chart in between different conventional MPPT algorithms. (b). Comparison chart in between different convectional MPPT
algorithms.

MPP. Menes the maximum power points of all the I-V curves
lie near to a straight line, based on the PV array’s properties.
Then operating the power conditioning units (PCU) on this
locus line would be the only way to track MPP for any given
condition [86]. The MPP locus line’s equation is as follows:

V − Req × I − Vth = 0 (8)

The slope of the MPP locus line is 1
/
Req and the intercept on

the voltage axis is Vth.

V. INCREMENTAL RESISTANCE (INR) METHOD
The INR is a particularly noteworthy algorithm that was
developed in order to track the MPP of the PV power
plant. The fundamental concept that underpins the INR-based

tracker is that, at theMPP, the derivative of the PV power with
respect to current is equal to zero. There is a full explanation
of the mathematical model in [87] describing how to extract
the PV power using this method.

W. TEMPERATURE METHOD
By taking the solar module’s temperature and comparing it to
a standard, this technique can approximate the MPP voltage
VMPP. Since variations in irradiation levels have such a small
impact on the MPP voltage, those influences can be safely
disregarded; instead, the voltage is assumed to vary linearly as
temperature changes. The algorithm determines the following
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equation (9):

VMPP (T) = VMPP_ref + KK/T (T−Tref) (9)

To calculate VMPP at a given temperature T, where KK/T is
the voltage change per unit of temperature change [88]. At the
standard temperature of Tref, the MPP voltage is specified by
the parameter VMPPref.

X. CONSTANT DUTY CYCLE METHOD
Solar modules can be controlled by simply selecting an
appropriate constant duty cycle that drives their voltage
near to the MPP. No measurements or feedback are needed
because the duty ratio does not change; consequently, there
is no need for it. Alternatively, a constant reference voltage
can be selected. It is necessary to measure the solar panel’s
voltage here in order to achieve the preselected target voltage.
Assuming temperature and irradiance conditions are con-
stant, both strategies presume that these variables are irrele-
vant. Despite their simplicity, these methods do not follow the
MPP; rather, they just get the panel’s output close enough to
the MPP to maximize the amount of power available. At low
irradiance levels, these techniques may be superior than all
others [89].

Y. WINDOW SEARCH METHOD
The window search technique also makes use of the informa-
tion that is known about the system in order to restrict the
scope of the area that is being searched. This is accomplished
by beforehand setting the voltage range or duty cycle that will
be implemented by the algorithm. It is possible to implement
it as a pre-searching approach within a conventional or even
a stochastic strategy, which will speed up the algorithms’
ability to converge on a solution [90].

Z. FULL SCANNING METHOD
Koutroulis and Blaabjerg [91] presented the idea for the Full
Scanning (FS) technique in the year 2012. This is an easy
approach that searches for the GMPP by going through the
entire voltage range in a random order. This approach takes
advantage of the simplicity of the technology, but it does
include a few powers loss sites in the scanning area (e.g.,
short-circuit point and open-circuit point). In addition to that,
the performance of the tracking is extremely reliant on the
scanning step. The device can track the precise GMPP with
a smaller scanning step; nevertheless, the scanning method
takes significantly more time. When using a larger scanning
step, the scanning speed increases, but there is a greater
chance that the system will miss the GMPP.

IV. INTELLIGENT TECHNIQUES BASED MPPT METHOD
Recent years have seen a rise in the adoption of MPPT
controllers based on intelligence approaches for PV systems.
This is because it can resolvemany of the problems associated
with traditional MPPT approaches. Even more importantly,
these strategies do not require sophisticated mathematics or

FIGURE 16. Block diagram of fuzzy logic control methodology.

precise parameters tomanage the system. Fast tracking speed,
low computation time, and reduced volatility around optimal
MPP point make MPPT one of PV system’s most powerful
controllers. There are, however, two significant drawbacks:
the absence of correct training data and the difficulty of fine-
tuning the algorithm. That is why a variety of intelligent
MPPTs have been developed, each with its own unique algo-
rithm [16], [17], [18], [19], [20].

A. FUZZY LOGIC CONTROLLER (FLC) BASED MPPT
Fuzzy logic control has gained popularity in the last decade
due to its ability to accommodate nonlinearity, handle impre-
cise inputs, and function without an exact mathematical
model. Fuzzy logic control has benefited greatly from the
widespread use of microcontrollers. The three phases that
make up fuzzy logic are fuzzification, the inference system,
and defuzzification. The term ‘‘fuzzification’’ refers to the
process of converting ‘‘crisp’’ numerical inputs into ‘‘fuzzy’’
linguistic variables based on the degree of membership in
particular sets. Fuzzy control rules are typically based on
an IF-THEN rule structure. The fuzzy logic based MPPT is
depicted in a straightforward block diagram in Figure 16 [92].
A rule base, a de-fuzzifier, an inference engine, and a

fuzzy logic generator are all components of the block system.
Each individual piece of the block diagram serves a specific
function. A function known as a membership function is
one that transforms a set of clear values into another set of
less clear values. The complete data is kept in the fuzzy set,
which is represented by the membership function. The fuzzy
membership function can be broken down into four distinct
categories.

• Function of Trapezoidal Membership
• Function of Triangular Membership
• The function of Gaussian Membership
• The function of Generalized Bell Membership

The error (E) and the change in the error (1E) are commonly
used as inputs to fuzzy controllers. Errors can be selected by
the designer, but the most common one is 1P

/
1V because

it is zero at the MPP [93]. The following is the definition of
E and 1E:

E =
P (K) −P(K − 1)
V (K) −V(K − 1)

(10)

1E = E (K) −E (K − 1) (11)
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FIGURE 17. ANN overall structure.

Typically, the output of the fuzzy logic converter is a change
in the power converter’s duty ratio, 1D. The fuzzy rule
algorithm, also referred to as the rule base lookup table,
associates the fuzzy output with the fuzzy inputs based on
the power converter in use as well as the user’s knowledge.
These algorithm benefits include handling nonlinearity, deal-
ing with imprecise inputs, not requiring a correct mathemat-
ical model, and having quick convergence. They also have
little oscillations around the MPP [118].

B. ARTIFICIAL NEURAL NETWORK (ANN) BASED MPPT
An ANN methodology is a distributed processing method
capable of storing application system experimental knowl-
edge. An application system model does not necessitate
much expertise, but it does require reliable data in order
to accurately forecast output functions. A non-linear map-
ping between input and output nodes is created using this
approach. Feedforward and feedback networks make up the
majority of the ANN’s topology. In terms of implementa-
tion, the first type is the most frequent because it requires
less memory than the second type. It has also proven to be
extremely effective when used in conjunction with non-linear
systems, like as a photovoltaic array. The input layer, hidden
layer, and output layer are the three layers that make up
the simplest feedforward Artificial Neural Network (ANN),
as depicted in Figure 17. The most common type of ANN is
the multilayer feedforward ANN, which is able to accurately
compute the weighting of the hidden layer. More hidden
layers are added to create NNs that are more complex. The
number of layers, the quantity of nodes within each layer, the
function employed within each layer, and all these parameters
change and are user-dependent. The input variables can be
either a mixture of atmospheric data such as temperature
and irradiance or PV array parameters like VOC and ISC.
Typically, the duty cycle is the output [93], [94].

Training and functionality of the neural network are both
factors that affect the NN’s performance. There are weighted
linkages between nodes. Weight between nodes i and j is
shown in Figure 17, by the label Wij. The weights are mod-
ified throughout training. The neural network’s inputs and
outputs are recorded over a long period of time so that the

MPP can be followed correctly. The most significant draw-
back of this MPPT technique is that the data required for the
training process must be specially gathered for each PV array
and location [119]. This is because the properties of each PV
array differ depending on the model, and the location depends
on the weather conditions at that location. Because of the way
in which these features change over time, the neural network
needs to be trained on a consistent basis.

C. SLIDING MODE CONTROL (SMC) BASED MPPT
When compared with other varieties of nonlinear controllers,
sliding-mode controllers (SMC) are considerably easier to
put into action. Because the sliding-mode control makes it
possible to operate as either a voltage-source or a current-
source, it ensures stability across the whole photovoltaic
curve, from the open circuit to the short circuit. The control
can be implemented with little effort and only requires hard-
ware that is not expensive. Transversality, reachability, and
comparable control are the three requirements that need to be
met by the SMC before it can be considered stable and have
a sufficient performance. The transversality test determines
whether the system can be controlled, the reachability test
determines whether the closed-loop system can reach the
surface, and the equivalent control determines whether there
is local stability. In order to guarantee that the controller will
have the power to influence the dynamics of the system, the
transversality condition outlined in Equation (12) needs to be
satisfied [94].

d
du

(
d9
dt

)
̸= 0 (12)

The system’s ability to remain encased in the surface is
examined using the corresponding control condition. If the
analogue equivalent value Ueq of the discontinuous control
signal u is confined within the operational limitations, the
system will not be saturated and it will be possible to operate
it at or near the surface. For example, the reachability con-
ditions examine the system’s ability to get to a desired state
of = 0 If a system can meet the control conditions, it also
meets the reachability requirements. This approach relies on
calculating the difference between PV power and PV voltage,
which is done using the (13).

s =
dPPV
dVPV

= IPV + VPV×

(
dIPV
dVPV

)
(13)

where S will learn the precise operating voltage value based
on the MPP’s region.

D. NEWTON–RAPHSON METHOD BASED MPPT
The Gauss–Newton technique is an example of a root-finding
algorithm. This method, which can also be referred to as the
Newton–Raphson method. The fact that this Gauss-Newton
strategy is conceptually efficient in comparison to othermeth-
ods described in the existing literature is the most crucial
and significant component of this methodology. It will find
the MPP with the assistance of the focused differentiation,
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TABLE 2. Comparison chart of intelligence techniques based MPPT algorithms.

which is a more recent development of its kind. Out of
all these mathematical computational MPPT strategies, the
Gauss-Newton method is the one with the quickest execution
time. The Newton–Raphson approach calculates an estimate
of the path that the programmer should take and the distance
it should go in order to get to a better place by using a first
and second derivative of the change that occurs with the
parameter value. The computation of the operational point
can be shown by the symbol (∗) when it is utilized for the
purpose of tracking MPPs. This algorithm must be able to
numerically do single differentiations in addition to double
differentiations, as seen in the following:

Vk = Vk +

(
dP
dV

)
|V=Vk

K ∈
(14)

Vk+1 = Vk −

(
dP
dV

)
|V=Vk(

d2P
dV2

)
|V=Vk

(15)

The Gauss-Newton method is the quickest way to solve a
problem when compared to the traditional algorithm [95].

E. FIBONACCI SERIES BASED MPPT
This MPPT approach, which is based on the Fibonacci series,
is an intelligent iterative search technique that greatly short-
ens the searching time by narrowing the operational range.
With this approach, the range is progressively constrained
before looking through the range to find the best functioning
point. The two approximate points V1, V2 in the range of
Vmin and Vmax determine the direction that it must shift. This
method continuously alters its working range by utilizing the

prior iteration, much like a divide and conquer strategy. Mod-
elling the Fibonacci series is done by numerically, is given in
equation (16) and (17).

Rn+2 = Rn+1 + Rn (n= 1, 2, 3, 4, . . . . . . .) (16)

R1 = R2 = 1, the sequence is calculated as,

R2= 2,R4= 3,R5= 5,R6= 8,R7= 13, . . . . . . (17)

The Fibonacci series primarily functions to limit the operat-
ing point and its length. The fundamental Fibonacci method’s
workflow is depicted in Figure 18, which shows how the oper-
ational length is set using those Fibonacci numbers. The range
is consistently reduced by this clever algorithm, ensuring that
the ideal location is always contained inside it [116].

F. STEEPEST-DESCENT TECHNIQUE BASED MPPT
When the gradient of the function can be determined, the
method of steepest descent is a useful tool for locating the
nearest local MPP that may be used. The methodology for
MPPT can be proven using the method of steepest descent by
using the equation (18), where kε is the step-size corrector and
dP

/
dV is the derivation. This equation can be found below.

The value of kε determines how steep each step is relative to
the previous one in the direction of the gradient [96].

Vk+1 = Vk +

dP
dV |V=Vk

kε

(18)

V. OPTIMIZATION TECHNIQUES BASED MPPT METHOD
Evolutionary algorithms (EA) and swarm intelligence (SI)-
based algorithms are key subgroups of population-based
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FIGURE 18. Fibonacci series method.

heuristic algorithms. Many other evolutionary algorithms
have been developed throughout the years, including Genetic
Algorithm, the ES, the DE, and others. Algorithms that use
swarm intelligence, such as the PSO algorithm, the Ant
Colony Optimization (ACO), the Firefly (FF) algorithm, and
so on, have been widely used. In addition to algorithms
based on evolutionary and swarm intelligence, additional
algorithms are based on the principles of many natural phe-
nomena. GSA, Biogeography-Based Optimization (BBO),
Flower Pollination Algorithm (FPA), Jaya algorithm (JA),
etc. are few examples. Scientific field called optimization
works with finding the best possible solution to a given prob-
lem out of all possible options. This optimality of solutions
is based on one or more criteria and conditions that are
specific to the situation at hand and the users who will be
implementing them. Hence, in many cases, the user, or the
problem itself imposes limits to limit the number of possible
solutions. A feasible solution is one that can meet all the
constraints imposed on it. This is how the term ‘‘feasible
solution’’ came to be. As a result, the global optimization
problem revolves around identifying the best solution among
all the alternatives. It is possible that this will not always
be possible. Local optimization refers to situations when
poor solutions are acceptable based on their relative value to
the optimal option. Researchers have employed a variety of
optimization-based MPPT strategies to maximize the amount
of power that can be extracted from a PV in a critical state.
Various MPPT algorithms based on optimization approaches
will be discussed in this section [18], [19].

A. DIFFERENTIAL EVOLUTION (DE) BASED MPPT
Storn and Price in 1996 presented differential evolution as
an evolutionary approach for global optimization [97]. Non-
differentiable, noncontinuous, nonlinear, noisy, flat, multidi-
mensional, or including multiple local minima, restrictions,
or stochasticity can be solved using DE. This method is
simple to construct since it only takes a few parameters.

FIGURE 19. Flow chart of differential evolution based MPPT.

In DE, the ultimate answer can only be generated after many
iterations with a large population of particles. In each cycle,
the distinctions between the particles are used to introduce
new mutations. As a starting point Two-dimensional target
vectors are used in DE, with G as specified in and Xi as the
population for each generation (19). In each repetitionNp, the
total number of particles, remains constant.

Xi,G i = 1, 2, 3 . . . . . . . . . .Np (19)

Target vectors from the first generation must be carefully
picked and must cover the whole search space. Three target
vectors are chosen at random when the findings of the first
generation are known. By combining the weighted difference
between the first two target vectors and the mutation factor F,
the third target vector is used to construct a changed particle,
or so-called donor vector Vi. The formula is as follows (20).
This process may be characterized as the benefit of rivalry
amongst people in real life. A community’s advancement
depends on each member of the group learning from the dif-
ferences among themselves and producing a better individual.
Think about the following:

Vi,G = xr1,G + F∗
(
xr2,G − xr3,G

)
(20)

where F can take any value between 0 to 1. Donor vectors,
which are made up of Np particles, are produced as a result
of the mutation. After then, a procedure known as crossover
is used to combine the donor vectors and the target vectors,
which results in the generation of the trial vectors known as ui.
The condition that is utilized in the crossover is demonstrated
in (21). In this condition, in order to find the crossover rate
(CR), we need a random number rand that is in the ranges of
[0,1]. Consider the following:

ui =

{
Vi; if rand ≥ CR
xi else.

(21)
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Following the crossover, a choice is taken between the goal
vectors xi and the trial vectors ui. The target vectors for the
following generation, xi+1, are chosen from the best solutions
from the selection [152]. The method is demonstrated as
follows (22):

xi+1 =

{
ui if F(ui) ≥ f(xi)
xi else.

(22)

Once the termination condition is fulfilled, the procedure
is then repeated from the point of the mutation. Figure 19,
depicts the flowchart for DE.

B. CUCKOO SEARCH (CS) BASED MPPT
Yang and Deb first presented the CS algorithm in 2009, draw-
ing inspiration from cuckoo species’ mating behaviors [98].
When CS is used, there are three idealized rules. In each
cycle, each cuckoo first lays a single egg before picking a
nest at random to place it in. Second, the best nest and greatest
solution will be passed on to the following generation. Third,
there are a fixed number of host nests, and a host bird finds the
alien egg with a probability pa [0, 1]. The power is specified
as the starting fitness value and the produced samples are
applied to the PV modules first. After that, the Lévy flight
is conducted, and fresh samples are produced using the fol-
lowing equation (23):

xt+1
i = xti+α ⊕ levy (λ) (23)

There is xi = [x1, x2,. . . . . . , xD], D is the issue dimension,
t is the number of iterations, α > 0 is the step size, and t
is the number of iterations. An entry-wise multiplication is
indicated by a product ⊕, and Levy (λ) gives a random walk
whose step length is taken from a Levy distribution [128].

levy (λ) ≈t−λ (24)

where 1 < λ ≤ 3, An infinite variance with an infinite mean
may be seen in the Levy equation illustrated in (24).

Figure 20, shows the CSMPPT flowchart. The algorithm’s
implementation is well-described. First, all constants and
variables are initialized, including voltage, current, power,
samples, etc. Calculating power from voltage and current.
The new voltage V t

i and power J ti arrays record the values.
Before each cycle, samples are checked for convergence.
If samples converge to MPP, their values and powers com-
bine. If the samples do not converge, their power values are
measured and stored in J ti . The array’s most powerful sample
is the best. All samples must use this best value. Lévy flight
determines step sizes. New samples are found. Then, the PV
panel measures the fresh samples’ Powers. If a sample has a
lower power, it is rejected and a new one is created. Iterate
until all samples converge on MPP [134].

C. GENETIC ALGORITHM (GA) BASED MPPT
The genetic algorithm (GA), also referred to as the evolu-
tionary algorithm (EA), is based on the Darwinian theory of

FIGURE 20. Flow chart of cuckoo search based MPPT.

evolution, which states, in a nutshell, that the strongest indi-
viduals survive while the weakest individuals perish, leaving
each time a stronger living organism that is better able to
survive and reproduce. This is comparable to the optimization
of an objective function in the framework of the GA, as in
the prior stochastic algorithm. The function to be tracked
is represented by the power curve, and the ‘‘genes’’ are
the positions (duty cycle values) associated with each value
(chromosome). The strongest genes (those that are closer to
maxima or minima) are therefore meant to live and procreate,
whereas the weakest genes just disappear, according to the
algorithm. Every time two genes cross, a new set of potential
answers emerges, ideally improving upon the previous ones
through mutation. This point is used iteratively by the algo-
rithm until the genes converge into a single gene code that
cannot be improved further or reach a solution zone that is
close enough to the maxima (optima reached) [99]. The flow
chart of generation algorithm is shown in Figure 21.

D. PARTICLE SWARM OPTIMIZATION (PSO) BASED MPPT
One method of population-based search is the particle swarm
optimization (PSO) algorithm, that is modelled after the
social behavior of birds while they are gathered in a flock.
Quickly finding the best answer to an issue is the goal of
this method. The original goal of the particle swarm concept
was to provide a visual representation of the graceful and
unexpected motions of a flock of birds. An investigation
into how birds fly in synchronization and fast shift direction
while regrouping in the best possible configuration was the
purpose of this investigation [100]. This primary aim served
as the inspiration for the development of a straightforward

VOLUME 11, 2023 31793



M. Kumar et al.: Comprehensive Review of Conventional and Emerging MPPT Algorithms

FIGURE 21. Flow chart of genetic algorithm based MPPT.

and effective optimization technique, which was later
implemented. Particle swarm optimization (PSO) ‘‘flies’’
individuals through hyperdimensional search space. These
individuals are referred to as particles. The social-
psychological inclination of individuals to strive to achieve
the same level of success as those around them is the driving
force behind the adjustments that are made to the positions of
the particles within the search space. individuals. Because of
this, the experiences or knowledge of a particle’s neighbors
will influence the changes that the particle goes throughwhile
it is part of the swarm. As a result, the behaviors of a particle’s
search are affected by the behaviors of other particles that are
a member of the swarm (PSO) is therefore a kind of symbiotic
cooperative algorithm [129]. Flow chart of Particle swarm
optimization based MPPT algorithm is shown in Figure 22.

E. GREY WOLF OPTIMIZATION (GWO) BASED MPPT
The GWO algorithm is based on the research conducted
by Mirjalili et al., who hypothesized that grey wolves in
nature have a leadership hierarchy and a hunting mechanism.
It is generally accepted that grey wolves occupy the highest
possible position on the food chain, and these animals prefer
to live in packs. For the purpose of mimicking the leadership
hierarchy, four different varieties of grey wolves are used.
These wolves are designated as alpha (α), beta (β), delta
(δ), and omega (ω). In the process of developing GWO,
a mathematical model of the wolf pack’s social structure
was necessary. The alpha (α) grey wolves were determined
to be the optimal answer for this task. Because of this, the
answers that came in second and third place are denoted by
the Greek letter’s beta (β) and delta (δ), respectively. The
omega (ω) solution is going to be assumed for the remaining
potential solutions. three primary processes that make up the

FIGURE 22. Flow chart of PSO techniques based MPPT algorithm.

GWO algorithm, which are known as hunting, chasing, and
tracking for prey, surrounding prey, and striking prey. These
steps are applied to build GWO for the purpose of performing
optimization. When hunting, grey wolves will sometimes
encircle their prey, and this behavior can be modelled using
the equations that are provided below (25,26).

D⃗ =

∣∣∣C⃗ .X⃗p (t) − X⃗p (t)
∣∣∣ (25)

X⃗ (t + 1) = X⃗p (t) − A⃗.D⃗ (26)

D⃗, A⃗ and C⃗ are coefficient vectors, Xp represents the position
vector of the prey, and X⃗ is the position vector of the grey
wolf. Unlike other wolves, grey wolves can locate their prey
and quickly encircle them. Alpha (also known as the leader)
normally leads the search, with beta (commonly known as the
follower) and delta (also known as the hunter) occasionally
joining in. In the end, the pack’s wounded wolves are looked
after by delta(δ) and omega(ω). Alpha is a candidate solution
because it has more information about where the prey is
located. As soon as their prey has stopped moving, the grey
wolves attack [101], [125].

The controller detects the PV voltage VPV and the PV
current IPV through sensors and calculates the output power
of the PV system in accordance with duty ratio. Figure 23.
depicts the suggested MPPT algorithm based on GWO. Mul-
tiple peaks (LP) and a single global peak (GP) form the P-V
curve during partial shade (PSC). Because of this, the MPP’s
correlation coefficients are almost zero when wolves detect
it. GWO and direct duty cycle control have been combined in
the suggested method to reduce the steady state oscillations
that are present in standard MPPT techniques, which in turn
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FIGURE 23. Flow chart of GWO techniques based MPPT algorithm.

reduces the power loss due to oscillation, resulting in higher
system efficiency. Grey wolves are used to implement the
GWO-basedMPPT. The following modification can be made
to equation (26), we get,

Di (k + 1) = Di (k) +A.D (27)

Thus, the objective function of the GWO algorithm is formu-
lated as (28):

Pdki > Pdk−1
i (28)

For the tracking problem, the operating power of the PV array
is given above as P=V∗I, where P stands for power, d for duty
cycle, (i) for the number of current grey wolves, and (k) for
the number of iterations [126].

F. ANT COLONY OPTIMIZATION (ACO) BASED MPPT
Another algorithm that is inspired by natural processes is this
evolutionary algorithm. The phenomenon of emergence can
also be used to describe the interaction of an ant colony with
its surrounding environment, as was done earlier. It does this
by sharing information with other members of the colony
in order to determine the most efficient route to take when
searching for a food source and bringing it back to the anthill.

FIGURE 24. Flow chart of ACO techniques based MPPT algorithm.

This concept, which consists mostly of staggery, evapora-
tion, and mistakes, is used in the ACO-based code that is
used by the algorithm. In the first place, the family group
particle integrant (ant/duty cycle value) communicates with
its surroundings by secreting pheromones, which are odors,
that contain global information. These pheromones will even-
tually dissipate as time passes. After that, ants investigate a
starting position. If there are none present, they will wander
aimlessly about the area. On the other hand, ants tend to
follow pheromone-filled tracks in proportion to the amount of
pheromone concentration they discover in that section of the
trail. If the ants discover food, they will continue to wander
aimlessly while leaving a pheromone trail, which will result
in the creation of a new path for subsequent ants to follow. The
ant trails that more than one ant follows have their strength
enhanced (convergence in the optima). In conclusion, due to
the nature of the information exchange that it engages in,
this sort of algorithm is reliable and possesses a high degree
of adaptability. The instability of the solution trail causes
the ants to quit following the old pheromone trail because it
begins to vanish and eventually ceases to exist. This causes
the ants to stop following the path. As a result, it has the
potential to be a useful tool in adjusting the phenomenon
scenario. This method is proposed by Krzysztof Socha and
Marco Dorigo [102] as an optimization algorithm, and a
comparison is made between it and the algorithms used by
metaheuristics.

Figure 24 provides a flow chart representation of the ACO-
based MPPT algorithm. In this, the number of iterations of
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FIGURE 25. Flow chart of ABC techniques based MPPT algorithm.

this sampling technique is proportional to the number of opti-
mization parameters. This process continues until M more
solutions have been generated and added to the original set
of K. The best K solutions from these (M+K) solutions are
restored after being ranked. If more iterations are needed, the
procedure is repeated from the beginning [124].

G. ARTIFICIAL BEE COLONY (ABC) BASED MPPT
One of the fastest methods for determining the ideal value of
GMPP is the ABC algorithm. It results from honey bees’ pro-
cess of looking for nourishment. The honey bees divide them-
selves into groups and go on a food hunt in their colonies.
Like how the best MPP is sought after, each tracking proce-
dure is assigned a certain task. Honey bees can be generically
divided into three types: workers, observers, and scouts. The
process is initiated by the food data that the engaged honey
bees have obtained. A methodical mathematical strategy is
used to convey this information to the spectator honey bees.
The scouts look for alternative meals at the same time. The
goal is to learnmore about themost plentiful food source. The
performance of the algorithm is improved if there are more
employed bees in the group. When looking for food, PV sys-
tems use this process to find the best location by employing
the appropriate AF. By using this method, the GMPP point
with the most power is tracked more quickly. In order to make
use of this kind of MPP [103]. In Figure 25 we explain the
steps involves in ABC based MPPT techniques [121].

H. FIREFLY ALGORITHM (FA) BASED MPPT
In order to address the optimization issue, DR. Xin She Yang
created the firefly Algorithm (FA) in 2007 [104]. The move-
ment of lightning bugs, also referred to as fireflies, served as
the inspiration for this optimization process. In the tropical

and temperate zones, the summer sky is a breath-taking sight
when lit up by fireflies. Such flashes serve the dual purposes
of luring in possible mates and potential prey. Furthermore,
flashing might act as a safeguarding warning system. As part
of the signal system that unites both sexes, the rhythmic flash,
the rate of flashing, and the duration all play a role. Three
presumptions are made in order to describe Firefly Algorithm
simply;
➢ It does not matter what gender a firefly is, it will always

be drawn to another firefly since all fireflies are unisex.
➢ Two fireflies will attract to each other based on their

brightness differences, with the dimmer firefly gravitat-
ing toward the brighter of the two. Every firefly in a
colony will flit around aimlessly if there is not a brighter
one to follow.

Objective function landscape affects firefly brightness. In a
maximizing problem, brightness equals the objective func-
tion. I and j are fireflies at xi and xj. Let us call the space
separating these two lightning bugs rij. we would have to
write (29),

rij =
∣∣xi − xj

∣∣ (29)

Attractiveness, denoted by, is a function of firefly separation
and is given by (30),

β (r) = β0e−γ 2
, n ≥ 1 (30)

The absorption coefficient, γ , ranges from 0 to 10 for
n = 2, and governs the decrease in light intensity in the
equation. In this case, the symbol for initial attractiveness is
set to 1, which means that the location of the brightest firefly
in the area has a significant impact on the locations of the
other fireflies. If the brightness of firefly (i) is less than that
of j, the new position of firefly (i) is given by the following
equation (31):

xt+1
i = xti + β0e−γ 2

β0e−γ 2

ij

(
xtj − xti

)
+ α1 (rand − 0.5)

(31)

Here, rand is a random number that is equally distributed
between 0 and 1 for eachmovement of the firefly, and random
movement factor is a constant throughout the programmed
and lies in the range [1, 0]. Smaller amounts of tend to make
local searches easier, while larger amounts tend to explore the
answer via a wider search field [123]. Overall flow chart of
firefly based MPPT algorithm is shown in Figure 26.

I. GRAVITATIONAL SEARCH ALGORITHM (GSA) BASED
MPPT
Scientists and engineers need it for optimization issues with
a high dimension of search space. Traditional algorithms are
inefficient for this task. As a result, an alternative strategy
is required to address this issue. A workable answer can be
found in algorithms inspired by nature. These algorithms
have been shown to be effective in solving difficult equa-
tions. One such technique, the Gravitational Search Algo-
rithm (GSA), was recently proposed. It’s an optimization

31796 VOLUME 11, 2023



M. Kumar et al.: Comprehensive Review of Conventional and Emerging MPPT Algorithms

FIGURE 26. Flow chart of firefly techniques based MPPT algorithm.

algorithm that uses metaheuristics. Inspired by Newton’s law
of gravity, which states that ‘‘in a universe among the many
particles accessible, every particle attracts every other particle
with the force that is directly related to the product of their
masses and inversely proportional to the square of the dis-
tance between them,’’ this method considers the gravitational
attraction between particles. Each particle will have its own
unique mass and location in an environment with a variety of
particles. Now, as we have seen, each particle attracts every
other particle with its own unique set of forces thanks to
Newton’s law. The more massive particle will be drawn to
the lighter one. At some optimal point, all the multitudes
will have been gathered in. The attraction is based on the
peculiarities of the particles’masses. Therewill be three types
of mass associated with each particle: inertial, active, and
passive. The ability of an object to resist a change in itsmotion
is measured by its inertial mass (M1), which increases as the
mass of the object does. Greater inertial mass means slower
motion for the particle. The magnitude of a gravitational field
is proportional to the object’s active gravitational mass (Ma).
Likewise, the strength of the gravitational field exerted by a
mass with a smaller ‘‘active gravitational mass’’ would be
smaller. How much of a gravitational field a mass may be
subjected to is quantified by its passive gravitational mass
(MP). An object with a smaller passive gravitational mass
will feel less force than one with a bigger value. We have now
completed our examination of the meaning of GSA and can
move on to its operation. As we have seen, the force between
particles in a normal GSA is determined by gravitational
attraction, so we know there must be force involved (32).

Fg = GV
m1m2

r2
(32)

FIGURE 27. Flow chart of gravitational search techniques based MPPT.

where Fg represents the gravitational force, GV the gravita-
tional constant, m1 and m2 the masses of the particles r and
the Euclidean distance between the particles [105].

The Figure 27 depicts the flowchart of the Gravitational
Search Algorithm. To begin, we establish the boundaries of
the search space and then randomly initialized the parameters.
Each value’s fitness is calculated, and then the GV(t), best (t),
and worst (t) values are determined (t). Then, determine the
sum of the forces acting in each direction and their cor-
responding velocities and accelerations. After the particle’s
location has been updated. This process iterates until the
stopping criterion is met by the function [146].

J. FLOWER POLLINATION ALGORITHM (FPA) BASED MPPT
FPA was first presented by Xie Yang in 2012 and was moti-
vated by the process of flower pollination that occurs natu-
rally [106]. Pollen movement from one species to another is
referred to as the phenomena of pollination. Cross-pollination
or self-pollination are the two processes that lead to the term
‘‘pollination.’’ The mechanism aids in the emergence of new
species in the flowers. The two main types of pollination
are biotic and abiotic, both of which rely on pollen. Abiotic
pollination uses wind or water, whereas biological pollination
uses pollinators. Cross-pollination and self-pollination are
the two types of pollination that can occur based on physi-
cal proximity. While self-pollination uses the pollen of the
same flower or a different blossom on the same plant, cross
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pollination uses the pollen of a separate plant to fertilize the
plant. Pollinators, such as honeybees, visit flowers of the
same species because they are aware that nectar is present in
those blooms. The pollen transmission to the same species
of flower and consequently its reproduction is maximized
by such floral constancy. The following guidelines and pre-
sumptions were used to build the flower pollination algorithm
(FPA), which is based on the characteristics of the flower
pollination process mentioned above [107]:

➢ Since biological and cross-pollination occur across
great distances, they are regarded as forms of global
pollination. Levy flights are used to make an approxi-
mation of pollinator movement.

➢ Self-pollination and abiotic pollination are regarded as
local pollination.

➢ Flower constancy is used as a proxy for the likelihood
of reproduction and is inversely correlated with flower-
to-flower compatibility.

➢ Local and global pollination are determined by a switch
probability p [0,1].

➢ In order to keep the algorithm simple, it is assumed that
each plant has a single flower, and that each blossom
contains a single pollen gamete, which is the same as
the response.

K. JAYA ALGORITHM (JA) BASED MPPT
The Jaya Algorithm is an alternative to gradient-based opti-
mization methods. It can be used to either maximize or mini-
mize a function’s value. It is a population-based method that
can deal with constrained and unconstrained optimization
issues by constantly adapting a pool of potential alternatives.
The Jaya method, which is used to extract MPP from PV sys-
tems, is based on a brand-new swarm-based approach. Jaya
does not need parameters that are unique to an algorithm. As a
result, Jaya is simple to implement even without sufficient
parameter adjustment for the method [108].

The flow chart of Jaya algorithm based maximum power
point tracking is shown in Figure 28. Jaya discovers the
optimal solution by firstly initializing m candidate solutions
and next iterative updating them using given equation (33),

V ′
i,j = Vi,j + ri,1

(
Vi,best −

∣∣Vi,j∣∣) − ri,2
(
Vi,worst −

∣∣Vi,j∣∣)
Vi+1,j =

{
V ′
i,j, if f (V ′

i,j) >f (Vi,j)
Vi,j, if f (V ′

i,j) ≤f (Vi,j)
(33)

where Vi,j is the jth candidate solution at iteration (i), Vi,best
is the best candidate at iteration i, and Vi,worst is the worst
candidate solution at iteration (i). V ′

i,j is the update of Vi,j
and ri,1 and ri,2 are stochastic numbers generated from the
uniform distribution U ξ [0,1] [152].

L. CAT SWARM OPTIMIZATION (CSO) BASED MPPT
The Cat Swarm Optimization (CSO) algorithm considers the
ways in which cats live and hunt for food. Individual cats’
locations show which group they belong to, their velocity,
and their fitness value in this algorithm. In addition, the cat’s

FIGURE 28. Flow chart of jaya algorithm based MPPT techniques.

mode is designated by a mark. The search mode (SM) in CSO
has cats constantly attentive and moving extremely slowly,
whereas the tracing mode (TM) has cats pursuing the target
once it is detected. Each mode has its own advantages and
disadvantages. At each recurrence, a random classification
is performed along the middle sets using all the employed
cats in the population. SM oversees carrying one of them,
and TM oversees carrying the other. The proportion of each
group to the other is determined by the ratio of the mixture
(MR). Figure 29 displays the CSO algorithm’s flowchart in
entirety [109].

VI. HYBRID MPPT TECHNIQUES
The conventional method cannot extract the maximum power
from the PV in conditions when the weather is fast changing
or the irradiance value is changeable in nature. Also, Most
MPPT algorithms, such as P&O, In-Cond, fuzzy logic etc.
control, are unable to identify the global maximum when
the PV array is partially or completely shaded. Based on
the algorithm’s starting point, it is common to find a local
MPP Some algorithms to deal with this problem have been
proposed in the last few years. We employ the hybrid MPPT
algorithm in order to extract the maximum amount of power
from this situation. The Hybrid MPPT algorithm is basi-
cally by using any other new algorithm with a conventional
algorithm, or by using a new/conventional algorithm with
an optimization or intelligence technique like ANN, Fuzzy,
GA, PSO, GWO, etc. algorithm. The hybrid algorithm is
basically designed in two ways, you can use any two or
more algorithms together in such a way that the new hybrid
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TABLE 3. (a). Comparison chart of optimization techniques based MPPT algorithms. (b) Comparison chart of optimization techniques based MPPT
algorithms.

algorithm is made more efficient than the conventional algo-
rithm. and second, by creating a new algorithm or by using
some optimization technique on the convolutional algorithm
in such a way that on a certain guideline some parameter
changes in such a way that the new parameter makes the con-
volutional algorithm more efficient. This type of algorithm
is named as hybrid MPPT algorithm [10], [11], [12], [13],

[14], [15], [16], [17], [18], [19], [20]. Most researchers are
nowworking on hybrid algorithms to overcome the shortcom-
ings of traditional, intelligence- or optimization-based MPPT
algorithms. Many hybrids’ algorithms are already available
in different papers. In this section, we discuss some effi-
cient and currently developed hybrid algorithms and compare
its.
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FIGURE 29. Flow chart of cat swarm optimization based MPPT.

A. FUZZY-P&O BASED HYBRID MPPT TECHNIQUES
When using conventional P&O methods, there is often a
trade-off between limiting oscillation of PV array output
power around MPP and achieving convergence of rising
time towards MPP due to the set step size perturbation on
which these methods typically operate. With a larger step
size, the PV array’s output power can dynamically respond
more quickly to sudden changes in solar irradiance, but at the
cost of power loss due to excessive steady-state oscillation
around MPP.A slower dynamic reaction to a sudden change
in solar irradiance is a trade-off for smaller step size, which
ensures less oscillation of PV array output power near MPP.
Furthermore, in partial shade conditions, solar power gener-
ates several peaks, making it difficult for the typical P&O
algorithm to distinguish between global and local peaks and
preventing it from reaching the MPP point for long periods of
time. Many researchers have found that a Fuzzy-P&O based
hybrid MPPT algorithm is the best way to get around these
roadblocks [118], [163].

The Fuzzy-P&Obased hybridMPPT algorithm is shown in
Figure 30. There is a wide variety of possible combinations of
fuzzy logic and the P&O algorithm, and vice versa. Individ-
ually, P&O, or fuzzy logic algorithms have some drawbacks
or challenges, so it depends on the researcher at what points
he will be focused and what parameters he wants to improve.
Many authors have turned to hybrid fuzzy-P&O basedMPPT
algorithms to get around the limitations of the individual
algorithms they’ve previously used [52], [156].

B. ANN-P&O BASED HYBRID MPPT TECHNIQUES
A neural network (ANN) is a distributed system that takes its
cues from biological processes and uses neurons, which are
very basic processors. The training process activates neurons
with a predisposition for encoding and retrieving experiential
knowledge. Activities including classification, regression,

FIGURE 30. Flow chart of Fuzzy-P&O based MPPT algorithm.

and pattern recognition are carried out by ANNs. Combining
an ANN technique with the traditional P&O method, the
ANN-P&O approach efficiently tracks the MPP with the
quick tracking convergence typical of the ANN approach.
P&O MPPT controller performance is first analyzed for a
PV panel coupled to a power electronics converter. In tests
conducted with a wide range of irradiance levels and cell
temperatures, it was found that the P&O MPPT controller
oscillates more noticeably in response to rapid shifts in the
solar radiation levels. The ANN-P&O approach combines an
ANN technique with traditional P&O method to efficiently
track the MPP with fast tracking convergence, a hallmark
of the ANN approach, and thus overcome these types of
problems [119].

Dref=
Vout

/
Vref

(34)

where P&O uses Dref to monitor the GMPP’s progress. There
is a delay of (0.0001 sec to.001 sec) before the MPPT is
updated to ensure system stability at the new MPP [157].

The ANN determines the initial maximum power, and then
uses a P&O algorithm to regulate optimal power, adapting to
subtle changes in its surroundings. Duty cycle (Dref ), power
output (Pold ), and power change due to sudden irradiance
shift (Psudden) are all initialised after the training phase.
Psudden is a cut-off point indicating when shading begins.
A new MPP’s predicted region is determined by an ANN
whenever the difference between two successive power val-
ues exceeds Psudden [159], [160].

C. GA-P&O BASED HYBRID MPPT TECHNIQUES
The MPPT technique of ‘‘perturb and observe’’ is often
employed because of the relative ease with which it may be
put into practice. However, total system efficiency is reduced
and power losses are increased due to some inability to track
the GMPP under continuously changing solar irradiation and
partial shading conditions. Many academics have explored
using a genetic algorithm (GA) in conjunction with P&O
MPPT to address these drawbacks. The genetic algorithm’s
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FIGURE 31. Flow chart of ANN-P&O based MPPT algorithm.

first three chromosomes and the duty ratio are then used
to calculate the PV system’s theoretical maximum output
power; this value is then used as a starting point for the hybrid
Perturb and Observe method [158]. In order to get too global
MPP in a realistic, accurate, and quick manner. As the search
progresses, the P&O step sizes are varied to get the shortest
possible step length. When adjusting the P&O algorithm’s
next move such that it follows the GMPP, the step size length
is updated using the following equation (35).

dk = dk−1 + 1dk (35)

where 1dk = α ∗ 1dk−1, α is the step size. The flowchart
depicted in Figure 32 provides an explanation of the actions
that take place in the hybrid algorithm in the order that they
occur.

D. PSO-P&O BASED HYBRID MPPT TECHNIQUES
The swarm behavior of animals like birds, such as flocking
and fish schooling, served as inspiration for PSO, a simple
and effective meta-heuristic (Kennedy and Eberhart, 1995).
Several sections of the power production industry have ben-
efited greatly from PSO’s implementation. Initially, particle
swarm optimization is used, and subsequently the perturb
and observe technique is implemented. Inspired by observa-
tions of animal social behavior, such as bird flocking, fish
schooling, and swarm theory, PSO is a stochastic, evolution-
ary computer technique. It sustains what it calls a ‘‘particle
population.’’ In this method, the search space is traversed
by a stream of particles, each of which represents a poten-
tial solution. Particles communicate their current locations
and the knowledge they have gathered by flying with other
particles in the area. As a result, each individual particle
eventually reaches the optimal state for the entire cosmos. The

FIGURE 32. Flow chart of GA-P&O based MPPT algorithm.

optimization of multimodal functions (i.e., functions having
numerous optima) is an attractive application of PSO, and PV
systems operating under PSC are no exception. Each particle
in the PSO-P&O approach represents a potential solution to
the problem, and the swarm of particles is used to find the
best one. For determining a particle’s position and velocity,
one uses (36):

Vk+1
i = wiVk

i + r1c1
(
Pbesti − dki

)
+ r2c2

(
gbest − dki

)
(36)

dk+1
i = dki + VK+1

i (37)

where k is the iteration number, w is the mass of the particles,
c1 and c2 are acceleration coefficients, r1 and r2 are indepen-
dent random variables and r1, r2ε (0,1), Pbest i is the optimal
location for particle i and gbest is the optimal location for the
entire swarm [141], [145].

In Figure 33, we have a flowchart depicting the hybrid
P&O-PSOMPPT algorithm for low-power oscillation. In this
technique, the operative point is kept at the GMPP using
the standard Perturb and Observes method until the system
detects the appearance of partial shading. Once GMPP track-
ing is complete, data storage can begin (i.e., voltage, current
and power). To detect partial shading, it then evaluates the
original current and voltage levels in comparison to the new
ones. After detecting partial darkening, the procedure will
determine if the peak on the far right is the GMPP. If the
power difference limit holds true, the current GMPP is used;
otherwise, the ‘‘Main Process’’ begins tracking the GMPP
once more and re-calls the ‘‘global peak tracking’’ subrou-
tine. With this method, the optimal voltage range can be
determined. The Particle SwarmOptimization technique then
conducts a search of this region before continuing to the next.
The necessity of following the other summits is examined.
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TABLE 4. Comparison chart of hybrid method based MPPT algorithms.

FIGURE 33. Flow chart of PSO-P&O based MPPT algorithm.

If the power difference constraints are met, the global MPP
value is verified by checking that all the MPP values in
storage agree. The procedure will be continued until all the
local peaks have been considered to determine the global
peak, or until the condition fails. The Perturb and Observe
technique keeps the setpoint at the global MPP even after the
‘‘global peak tracking subroutine’’ has returned [150].

E. GWO-P&O BASED HYBRID MPPT TECHNIQUES
The GWO-PO hybrid MPPT approach is an intelligent
computational algorithm that eliminates the misunderstand-
ing that can arise while converting from homogeneous to
non-homogeneous and vice versa. This technique is the result

FIGURE 34. Flow chart of GWO-P&O based MPPT algorithm.

of the combination of the GWO and P&O based MPPT tech-
niques. i.e., when there is uniform insolation, the P&OMPPT
follows the MPP, but when there is non-uniform insolation,
the hybrid MPPT follows the GP. In this case, the hybrid
MPPT starts by initializing the GWO, then it moves on to the
activity of following the GP. When the grey wolves get closer
to one another, that is when the P&OMPPT gets underway at
the location of the best wolf in the GWOprocess [126], [151].

The flow chart of the GWO-P&O-based MPPT algorithm
is shown in Figure 34. First, we started with conventional
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TABLE 5. Analysis of different MPPT algorithms implemented by different authors.
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TABLE 5. (Continued.) Analysis of different MPPT algorithms implemented by different authors.
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TABLE 5. (Continued.) Analysis of different MPPT algorithms implemented by different authors.
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TABLE 5. (Continued.) Analysis of different MPPT algorithms implemented by different authors.

P&O algorithms. If shading is occurring in that case, move
towards the GWO algorithms and determine the best duty
cycle (Dbest ). If the wolf position does not differ by more than
1%, then proceed to the next iteration and repeat all steps.
When we obtain the Dbest , we return to the traditional P&O
algorithms [154].

VII. DISCUSSION ON REVIEW FINDINGS
There are a variety of methods for locating the maximum
power point that have been published. This research reviewed
the literature on MPPT methods for both uniform and
non-uniform (shading) solar irradiation circumstances. Con-
ventional MPPT methods, Intelligence-based MPPT meth-
ods, Optimization-based MPPT methods, and Hybrid MPPT
methods are the four primary categories that categories these
strategies. All MPPT methods strive for the same goal of
reaching the maximum power point under all circumstances.
We address the sense parameters, efficiency, efficiency in
PCS, convergence speed, tracking accuracy, tracking speed,
design complexity, economy, and sensitivity to environmental
changes in Tables 1, 2, 3 and 4, respectively. The Table 5
below classifies and reviews the various MPPT strategies
applicable under variable environment or partial shading

conditions by different researchers. Also, compare the effi-
ciency of different algorithm for different environmental con-
dition. This work provides an in-depth review of over fifty
MPPT methods from various works of literature, evaluating
their features and drawbacks. The following discussion is
based on an examination of the literature surrounding the
various solar PV system MPPT methods, and it may prove
helpful when deciding which method best meets the needs of
both corporations and customers.

➢ Most of the conventional MPPTmethod is not complex
in nature also hardware implementation is easy but
main disadvantage of this algorithm is less accuracy,
time taken to reach theMPP is more, oscillation around
MPP point in rapid change environment condition.
In this study some modification in conventional algo-
rithm using intelligence or optimization techniques is
discussing.

➢ Among the all traditional MPPT method discussed in
this study. in which, some algorithms have providing
good results in variable environmental condition. for
selecting the best traditional MPP method algorithm
based on requirement you can follow the comparison
chart discuss in Table 1.

31806 VOLUME 11, 2023



M. Kumar et al.: Comprehensive Review of Conventional and Emerging MPPT Algorithms

TABLE 6. Comparison chart in between different category of MPPT algorithms.

➢ OCV, CV, SSC, and CC are four examples of classic
MPPT algorithms that are based on constant parameters
and are significantly faster than many other classic or
intelligent algorithms. due to the absence of derivative
calculations in these algorithms. The implementation is
also very straightforward.

➢ Current-based methods are more accurate than
voltage-based methods but require more expensive and
complex hardware to implement, leading to higher
losses.

➢ There is no need for a precise mathematical model
when using the intelligent MPPT methods like FLC,
ANN, and the resulting tracking efficiency is striking.
Despite their effectiveness, these algorithms have yet to
be widely adopted for tracking MPP from PV sources.
One of the primary drawbacks of these algorithms is
the high implementation cost.

➢ Under the partial shading condition, the optimization
techniques based MPPT algorithms are best option to
extract the maximum power from the PV panels. There
are various evolutionary optimization techniques based
MPPT techniques is available in which some important
techniques discuss in this study.

➢ To overcomes the issues in traditional and intelligence
MPPT algorithm many researchers move towards
hybrid MPPT algorithms basically its combination of
two algorithm for overcomes the drawbacks of each
other’s algorithms. Hybrid algorithm is more efficient
in PSC as well as rapid changed environmental condi-
tion. but implantation complexity is high. Some Cur-
rently emerging hybrid MPPT algorithm is discuss in
this study. Also, more than 30 hybrid algorithms are
discussed in Table 5.

VIII. CONCLUSION
Solar energy is one of the suitable sustainable energy sources
that has demonstrated a remarkable potential in meeting the
world’s energy requirements. But since the output of PV sys-
tems depends on sun-oriented irradiance, it is crucial to use

the right maximum power extraction techniques. To improve
the effectiveness of PV systems, numerous researchers all
over the world have been diligently exploring and developing
novel MPPT methods. This review article thoroughly exam-
ines about 50 different MPPT techniques under four different
categories, including classical, intelligent, optimization, and
hybrid techniques. Classical techniques are appropriate for
uniformly shaded PV systems, whereas intelligent techniques
are more appropriate for partially shaded PV systems. For
both uniform and partial shading conditions, optimization-
based approaches to enhancing tracking efficiency and con-
vergence speed are described. Recent developments in hybrid
methods, which combine classical, intelligent, and optimiza-
tion techniques to effectively track the global maximum
power, are made in response to rapidly changing environmen-
tal conditions. The results are broken down in a comparative
summary at the conclusion of each discussion in accordance
with the important benchmarks for selection, such as sen-
sor type, efficiency, tracking speed, complexity, convergence
speed, and implementation cost. So, this discussion review
will be very useful in comprehending theMPPT requirements
and putting them into practice. Finally, a comparison chart
highlights the benefits and drawbacks of each category of
MPPT algorithms. The overall study assists in determining
the best MPPT algorithm for various scenarios.
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