
Received 28 February 2023, accepted 26 March 2023, date of publication 28 March 2023, date of current version 5 April 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3262726

Research on Background Learning Correlation
Filtering Algorithm With Multi-Feature Fusion
HONGGE REN1, LEIGANG XING 2, AND TAO SHI 3
1School of Control and Mechanical Engineering, Tianjin Chengjian University, Tianjin 300384, China
2College of Electrical Engineering, North China University of Science and Technology, Tangshan 063210, China
3School of Electrical Engineering and Automation, Tianjin University of Technology, Tianjin 300384, China

Corresponding author: Tao Shi (st99@email.tjut.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 61203343, and in part by the Natural
Science Foundation of Hebei Province under Grant F2018209289.

ABSTRACT Aiming at the problems of occlusion, drift, and background change in visual image tracking,
a background learning correlation filtering algorithm based on multi-feature fusion is proposed. In the
framework of correlation filtering, multi-feature fusion, multi-template update, and background learning
regularization are used to improve the performance of the filter in the problem of template contamination
and object occlusion. The fast directional gradient histogram (FHOG), color feature (CN), and texture
feature (ULBP) were extracted, and the feature channels were connected in series. Then the depth features
of Conv4-4 and Conv5-4 layers were extracted through the VGG-19 network, and the appearance model
of the target was constructed. To reduce the sensitivity of the filter to the sudden change of background,
a background learning filter is constructed, and the alternate direction multiplier method (ADMM) is used
to speed up the calculation of the filter. In the model update stage, aiming at the problem of pollution of
the original template caused by target occlusion, a high-confidence multi-template fusion update strategy
is proposed by fusing the template with the highest confidence in the current frame, the previous frame,
and the history frame. Finally, the proposed algorithm is tested on OTB50, OTB100, UAV123, and TC128
experimental data sets, and some classical and latest algorithms. The experimental results show that the
tracking accuracy and robustness of the correlation filtering algorithm are improved.

INDEX TERMS Target tracking, machine vision, correlation filtering, background learning, more templates.

I. INTRODUCTION
As a basic research work of machine vision, visual image
tracking algorithm has always been one of the hot topics in
the field of computer vision and machine learning. It has a
wide range of application prospects in military guidance [1],
human-computer interaction [2], virtual reality [3], and many
other aspects. Visual image tracking algorithm models the
appearance and motion information of the target by using
the features and background information of the video or
image sequence, to predict the target motion state and obtain
the final position of the target. Visual image tracking algo-
rithms can be divided into two categories from the perspec-
tive of model construction: generative algorithms [4] and
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discriminative algorithms [5]. The generative model algo-
rithm does not consider the background information and
achieves the purpose of tracking by matching the established
model with the target category, such as the algorithm based
on sparse representation and the algorithm based on subspace.
The discriminant model transforms the tracking problem into
a decision problem between the tracking target and back-
ground. With the rapid development of vector machine mod-
els [6] and deep learning, the discriminant model has become
the main tracking algorithm research model.

Video image tracking technology has made a breakthrough
in recent years. However, the undirected motion of the target
makes the appearance model of the target and the target
background change, and the occlusion between the target and
the background makes the target tracking task more dif-
ficult. Currently, multiple challenging attributes commonly
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encountered in target tracking are illumination variation (IV),
scale variation (SV), background clutter (BC), out-of-plane
rotation (OPR), in-plane rotation (IPR), motion blur (MB),
occlusion (OCC), distortion (DEF), out-of-field of view
(OV), fast motion (FM), and low resolution (LR). To better
overcome these interferences in the process of video image
tracking, this paper adds a background learning factor to
the algorithm for optimization and proposes a background
learning correlation filter.

With the introduction of the artificial neural networkmodel
[7], [8], [9], [10], some scholars have optimized and improved
the neural network model, and the proposed tracking algo-
rithm has been greatly improved in accuracy and speed.
In 2016, Valmadre et al. proposed SiamFC [11], which trains
a Siamese network to locate a sample image in a large search
area to solve the similarity learning problem. The algorithm
calculates the cross-correlation of two inputs through the
bilinear layer to achieve a dense and efficient sliding win-
dow evaluation. Although the tracking speed of the SiamFC
algorithm is fast, the accuracy is lower than some tracking
algorithms of related filtering frameworks. In the same year,
Tao et al. first proposed the twin network target tracking
algorithm SINT [12]. SINT uses a deep learning network to
learn a matching function that makes the trained model more
generalizable. After training, the model does not need to be
updated online or adjusted to any parameters. Although the
SINT algorithm reached an advanced level at that time, it was
time-consuming to train the model. In 2022, Chen et al. [13]
proposed a stable object-tracking algorithm that introduces
a spatial weight function to strengthen the feature response
recognition between the object and other objects. The algo-
rithm restricts the size of the filter coefficients and has a good
effect on overcoming the target occlusion problem. Based on
the improvement of the correlation filtering algorithm [14],
by extracting the target feature information into the filter for
training, it can not only meet the real-time tracking, but the
tracking speed is also very superior.

In 2010, Bolme et al. proposed theMOSSE algorithm [15],
which is the first application of the correlation filtering frame-
work to the field of target tracking, where the maximum
response value is obtained by the correlation operation of the
filter. TheMOSSE algorithm canmaintain better tracking and
is faster, reaching up to 669 FPS. Henriques et al. proposed
the CSK algorithm [16] with a cyclic structure by adding a
regular term to the MOSSE algorithm. The CSK algorithm
is simple in principle to further improve the tracking speed
of the algorithm, but the window is fixed and the resistance
to occlusion is weak. In 2015, Caseiro et al. proposed the
KCF algorithm [17] by adding a multi-channel histogram of
oriented gradients for feature extraction in the stage of object
appearance model construction. The research improvement
based on the KCF algorithm is still the research field of many
scholars.

In 2014, Danelljan et al. proposed the DSST algo-
rithm [18], which proposed the multi-feature fusion mech-
anism for the first time, and trained the scale filter and the

position filter for scale estimation and object localization
respectively. However, the tracking efficiency of the algo-
rithm is low, and the speed is 25FPS on VOT competition.
Then, Hager et al. proposed the FDSST algorithm [19]. The
FDSST algorithm is accelerated by two techniques of feature
downscaling and interpolation. With the research of deep
learning, many scholars use deep convolutional layers to
extract feature information of the target and add it to the
relevant filtering framework. Ma et al. proposed the HCF
algorithm [20], which is an improved algorithm of the KCF
algorithm, to extract the depth features of Conv3-4, Conv4-4,
and Conv5-4 layers by VGG-19 [21] network to replace the
original manual features. The depth features used by the HCF
algorithm improve the tracking accuracy of the algorithm,
but the tracker cannot accurately track the target when it is
occluded for a long time.

There are two main types of tracking algorithms. The
tracking algorithm based on deep learning has high accuracy,
but the tracking speed is slow because of the huge training
set of the algorithm. The tracking algorithm based on the dis-
criminative correlation filter framework has strong real-time
performance, but the tracking accuracy needs to be improved
under the interference of target occlusion and background
mutation. In the proposed algorithm, feature fusion and back-
ground learning regularization are introduced to improve the
utilization of target appearance information and background
information. The multi-template update strategy is used to
improve the accuracy of the algorithm in the case of occlusion
challenges.

Our main contributions are as follows:
1) The appearance information of the target is extracted

jointly using three manual features and a deep
feature-weighted fusion of two layers of the VGG-
19 network to achieve complementary feature
information.

2) The use of background learning correlation fil-
ters effectively learns background information and
enhances the generalizability of the filters when the
background changes.

3) Update the target template using a high-confidence
multi-template update strategy to overcome the track-
ing drift problem caused by contaminated templates.

II. RELATE WORKS
The correlation filtering algorithm has strong real-time per-
formance and stable tracking. We use CF as the basic frame-
work of the tracking algorithm. Our method can learn to
track background information well. In the following, we will
briefly review some workers related to algorithm research.

A. MULTI-FEATURE FUSION
The tracking algorithm uses the method of multi-feature
fusion to extract features, which can effectively avoid the
singleness of feature information. In 2020, Li et al. [22]
dynamically fused two hand-crafted features in a correla-
tion filtering framework, adjusting the weights according to
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the consistency of the filter prediction results to overcome
large changes in the target model in challenging scenarios.
In 2021, Zhao et al. [23] proposed an adaptive feature fusion
mechanism and applied it to convolutional neural networks to
enhance the tracking and discrimination ability of different
convolutional layers. In the same year, Elayaperumal and
Joo [24] utilized a multi-feature fusion strategy to enhance
the target appearance model in unconstrained environments,
which combined contextual information and spatial back-
ground variations to further improve the accuracy and robust-
ness of the tracker. In 2022, Ke et al. proposed the STCDFF
algorithm [25]. STCDFF assigns different weights to features
by their discrimination ability and representation ability to
the tracked target and makes full use of the advantages of
different features to deal with complex appearance changes
and background mutation challenges.

B. CORRELATION FILTER TRACKER
The correlation filter has achieved good results as a discrim-
inative tracking method in the field of visual tracking due
to its high computational efficiency. There are many ways
to improve the correlation filters, such as adding contextual
information [26], adding scale filters, and adding constraint
terms. In 2017, Galoogahi et al. proposed the BACF algo-
rithm [27], which expands the region sampled by the cyclic
matrix in the correlation filter to crop out more valid samples,
allowing the filter to learn more background information and
thus improve the tracking accuracy. Yuan et al. then improved
on BACF and proposed the TRBACF algorithm [28]. The
TRBACF algorithm uses a temporal normalization strategy
to improve tracking accuracy and robustness through an effi-
cient model that adapts to abrupt changes in the tracking
scene. In 2019, Dai et al. proposed the ASRCF [29]. The
ASRCF algorithm uses an adaptive mechanism to improve
the weight and spatial constraint matrix of the correlation
filter, and uses an optimization algorithm to accelerate the
filter so that the algorithm can obtain better tracking results.

Adding different regular terms [30], [31] to the correlation
filter to construct different loss functions, and then minimiz-
ing the sum of these terms by optimizationmethods, canmake
the tracker have different performance. In this paper, a back-
ground learning correlation filter is proposed by introducing a
background learning factor and adding a background learning
regularization term to the objective function. Experimental
results show that the tracking performance of the filter is
improved under the background interference problem.

C. OBJECT MODEL UPDATE
The accurate update of the object templates is the key to
overcoming the problem of object scale [32] change and
object occlusion [33], [34], [35]. Traditional correlation fil-
tering algorithms use online updating. When the target is
occluded, the target template will be contaminated, and the
traditional correlation filtering algorithm will extract the fea-
ture information from the contaminated template for model

updating, which will seriously affect the filter’s ability to
discriminate the tracking target and lead to tracking failure.
In 2017, Wang et al. proposed the LMCF algorithm [36],
which uses a high-confidence multimodal forward strategy to
detect whether the target template needs to be updated. When
the output result of the current frame exceeds the set value, the
tracking result is considered correct and the updated model
is selected. The LMCF algorithm well solves the problem
of template contamination caused by target drift and target
occlusion.

In 2020, Wu [37] proposed a tracking algorithm based
on a multi-template update strategy by adding a tracker to
improve the robustness of the algorithm. Xu et al. proposed
LADCF [38]. LADCF uses the mask multimodal detection
method to extract more effective target information according
to edge information and then compares multiple peaks with
the first frame to overcome the interference of background
changes and achieve accurate tracking. In 2022, Wang et al.
[39] added long-term memory and short-term memory in the
subsequent template stage and proposed a long short-term
memory update template strategy with a stable tracking
effect.

III. ALGORITHM DESIGN
In this section, we will introduce our tracker in detail. The
overall framework is shown in Figure 1.

A. ALGORITHM DESCRIPTION
According to the series of theoretical derivation and formula
analysis, the proposed tracking algorithm flow is shown in
Figure 1:
First, initialize the constructed background learning-

related filters and tracking objects to start the input first video
frame. Then FHOG features [40], CN features and texture
features are extracted from the search region of the input cur-
rent frame, and then depth features of Conv4-4 and Conv5-4
layers are extracted to jointly construct the appearance model
of the target. The filter performs the correlation operation,
and the ADMM method is used to optimize the filter, speed
up the calculation of the correlation response to obtain the
final response score and predict the target position of the
next frame as the maximum. After obtaining the predicted
target position, in the target model update phase, the tem-
plate information is updated using a high-confidence multi-
template fusion strategy, and after the update is completed,
the operation continues for the next frame until all video
sequences are completed, ending the tracking of the target.

B. APPEARANCE MODEL CONSTRUCTION
The FHOG feature is an improved feature of HOG. The
FHOG features can describe the target edge information
in detail and perform well for local shape information and
have good robustness to changes in light intensity. CN fea-
tures describe the color information of the target region of
the image with good stability to the geometric deforma-
tion of the target, and the input dimension is orthogonally
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FIGURE 1. The tracking algorithm flow.

transformed with principal component analysis (PCA) to
reduce from 11 to 2 dimensions to improve the opera-
tion speed. The texture features are extracted by the ULBP
method, which is the equivalent pattern of LBP, and the
number of LBP features is further reduced by record hopping,
and the number of patterns is reduced from 2p to p(p−1)+2,
where P represents the number of sampling points in the
domain set.

The FHOG features, CN features, and ULBP features [41]
are concatenated in feature channels. The total dimension is
34 dimensions, containing 31-dimensional FHOG features,
2-dimensional CN features, and ULBP features that form
the 34th dimension. Deep feature extraction is performed
using the VGG-19 network. In the VGG-19 deep convolu-
tional network model, each convolutional layer extracts fea-
tures with different expressiveness to the target. The bottom
convolutional features contain more texture and edge infor-
mation, and the higher-level convolutional features contain
more advanced semantic information. To complement the
texture information expressed by the manual features and
make the algorithm more discriminative to the target, this
paper chooses to extract the depth features of Conv4-4 and
Conv5-4 layers. The ability of the different convolutional
layers of the VGG-19 network to represent the target is shown
in Figure 2:

In this paper, the algorithm uses semantic information
contained in-depth features (Conv4-4, Conv5-4) combined

FIGURE 2. Visualization of the output of the convolutional layer of the
VGG-19 network.

with texture information of manual features (FHOG, CN,
ULBP) to achieve effective complementation of texture infor-
mation and high-level semantic information, train the rel-
evant filters separately, build a powerful target appearance
model, and optimize tracking speed while improving tracking
accuracy. First extract the FHOG features, CN features, and
ULBP features of the target search region for feature channel
concatenation, noted as R1. Then the depth features of the
Conv4-4 and Conv5-4 layers are extracted using the VGG-19
network, denoted as R2, R3. Learning is performed by filters
to obtain multiple response values, and the response values
are weighted and fused, and noted as R. The weighting factor
formula is:

R = H1R1 + H2R2 + H3R3 (1)

In the formula, H1 is the weight of manual features, H2
is the weight of Conv4-4 features, and H3 is the weight of
Conv5-4 features. After repeated experiments, H1 = 0.7,
H2 = 1, H3 = 0.5 were taken.

C. BACKGROUND LEARNING FILTER OPTIMIZATION
For the problem that targets tracking changes in the back-
ground, resulting in the tracking drift phenomenon. In this
paper, we add a background learning regularization term to
the filter inspired by the BACF algorithm to achieve effective
learning of the tracking background by the filter and prevent
the tracking target from failing due to sudden changes in the
background. The objective function constructed in this paper
is as follows:

L(h) =
1
2

∥∥∥∥∥
E∑
e=1

Bxe ∗ he − y

∥∥∥∥∥
2

2

+
λ

2

E∑
e=1

∥∥he∥∥22
+

α

2

∥∥∥∥∥
E∑
e=1

B(xep − xep,t−1) ∗ he
∥∥∥∥∥
2

2

(2)

In (2), E indicates the total number of channels, xe ∈

RN indicates the feature information extracted from the e th
channel, xep ∈ RN is the environmental information extracted
from the end channel. B ∈ RM×N denotes a binary matrix
that obtains the middle element of x. ∗ indicates the relevant
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operation, λ is the regularization parameter. α is the environ-
mental learning factor, which controls the adaptation of the
filter to the environment. t − 1 indicates the previous frame
of the video. The third term is the joined background learning
regularization term.

Since video continuous tracking is continuous in time,
it can be assumed that the background changes are similar in
the short term. The proposed filter can maintain robustness
to background variations in the latter frame of video tracking
by filtering for effective learning of background differences
xp − xp−1. gd = BT hd ∈ RN is the introduced auxiliary
variable, xε = xp − xp,t−1 indicates background differences.
For more efficient computation, the objective function is put
into the Fourier domain for processing, and the Fourier form
of the objective function is:

L̂(h, ĝ) =
1
2N

∥∥∥∥∥
E∑
e=1

x̂e ⊙ ĝe − ŷ

∥∥∥∥∥
2

2
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2
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∥∥he∥∥22
+

α

2N

∥∥∥∥∥
E∑
e=1

x̂eε ⊙ ĝe
∥∥∥∥∥
2

2

(3)

In equation (3), ⊙ indicates Hadamard product, 3 denotes
Fourier transform.

The augmented Lagrangian form of equation (3) is:

L̂(h, ĝ, ζ̂ ) =
1
2N

∥∥∥∥∥
E∑
e=1

x̂e ⊙ ĝe − ŷ
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2

2
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2
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e=1

∥∥he∥∥22 +
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2N

∥∥∥∥∥
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e=1
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2

2

+
µ

2

E∑
e=1

∥∥∥ĝe −
√
NFBT he

∥∥∥2
2

+

E∑
e=1

(ĝe −
√
NFBT he)T ζ̂ e (4)

In equation (4), ζ̂ =

[
ζ̂ 1, . . . , ζ̂E

]
∈ RN×E is the

Lagrangian vector, µ is the penalty factor.

D. ADMM METHOD TO ACCELERATE THE SOLUTION
Solve the subproblem he: Using the ADMM method [42] to
transform the previous formulation into 2 subproblems. hei+1
of the equation function, as follows:

hei+1 = argmin
he

λ

2

∥∥he∥∥22 +
µ

2

∥∥∥ĝ−
√
NFBT he

∥∥∥2
2

× (ĝe −
√
NFBT he)T ζ̂ e (5)

In equation (5), The iterative solution of ζ̂i+1 is:

ζ̂i+1 = ζ̂i + µ(ĝi+1 + ĥi+1) (6)

In equation (6), i indicates iteration.

Due to the sparsity of he, given g and ζ , The optimal
solution for this h can be derived as:

he = (ζ e + µge)/(λ/N + µ) (7)

The equation of ĝi+1 can be expressed as:

ĝi+1 = argmin
g

1
2N

∥∥∥∥∥
E∑
e=1

x̂e ⊙ ĝe − ŷ

∥∥∥∥∥
2

2

+
α

2N

∥∥∥∥∥
E∑
e=1

x̂eε ⊙ ĝe
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2

2

+
µ

2

E∑
e=1

∥∥∥ĝd −
√
NFBT hd

∥∥∥2
2

+

E∑
e=1

(ĝd −
√
NFBT hd )T ζ̂ d (8)

Solve the subproblem ĝ. In the presence of other variables
h and ζ , optimize the solution of the subproblem ĝ by decom-
posing the subproblem ĝ into N smaller problems, as follows:

ĝ(n)∗ =
1
2N

∥∥∥x̂(n)T ĝ(n) − ŷ(n)
∥∥∥2
2
+

α

2N

∥∥∥x̂ε(n)T ĝ(n)∥∥∥2
2

+ (ĝ(n) − ĥ(n))T ζ̂ (n) +
µ

2

∥∥∥ĝ(n) − ĥ(n)
∥∥∥2
2

(9)

To speed up the solution, specify x̂ and x̂ε as x̂0 and x̂1. The
optimal solution for s is written as:

ĝ(n)∗ =
1

µN
(x̂(n)ŷ(n) − N ζ̂f + µNĥ(n)) −

∑ 1
k=0vk x̂k (n)

µθ

× (
1
N

ηŷ(n) −

1∑
k

x̂k (n)T ζ̂ (n) + µ

1∑
k=0

x̂k (n)T ĥ(n))

(10)

In equation (10), θ = µN +
∑1

k=0 vk x̂k (n)
T x̂k (n), v̂0 = 1,

v1 = ε, η =
∑1

k=0 vk x̂k (n)
T x̂k (n).

In summary, the objective function and the associated filter
can be derived.

E. APPEARANCE MODEL UPDATE STRATEGY
When tracking a target, the current template will be con-
taminated if the target is obscured or if the target drifts.
The accuracy of target tracking can be seriously affected
after the filter learns the feature information on the contam-
inated template. In this paper, we propose a high-confidence
multi-template fusion strategy to update the target template.
Firstly, APCE (average peak-to-correlation energy) [43] is
introduced to calculate the confidence level of the template
and judge the reliability of the tracking results. First, average
peak-correlation energy (APCE) is introduced to calculate the
confidence level of the template. The expressions are:

APCE =
|Fmax − Fmin|

2

mean(
∑
w,h

(Fw,h − Fmin)2)
(11)
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In equation (11), Fmax is the maximum value of the
response matrix. Fmin is the minimum value of the response
matrix. Fw,h denotes the value of the element in column w
and row h of the response matrix.

A higher confidence level of the template means that the
target features in the template are more distinct and not
affected by occlusion or target drift. The high-confidence
multi-template fusion strategy fuses the highest confidence
tracking templates from the current frame template, the pre-
vious frame template and the historical frames during the
template update process. Specific expressions, as follows:

F = (1 − ωmax − ωc)Ft−1 + ωmaxFmax + ωcFt (12)

In (12), ωmax is the learning rate of the highest confidence
tracking template, Fmax is the filter template with the highest
confidence in the history frame. This high-confidence multi-
template fusion update strategy maximizes the retention of
historical information on the templates and ensures the diver-
sity and correctness of the target feature sources. Since the
tracking template with the highest confidence in the historical
frames is introduced, it can avoid the effect of template con-
tamination caused by the introduction of background infor-
mation and overcome target occlusion and target drift.

IV. EXPERIMENTS
A. IMPLEMENTATION DETAILS
In this paper, we propose a multi-feature fusion background
learning correlation filter tracking algorithm, which uses
three manual features and two layers of depth features for
fusion to construct the appearance model of the target and
extract richer target features. The background learning filter
is trained and the ADMM method is used to speed up the
filter computation, and then the target template is updated
using a high-confidence multi-template fusion strategy to
overcome target occlusion, target drift, and backgroundmuta-
tion. To verify the effectiveness of the tracking algorithm,
it is compared with MOSSE_CA [44], KCF, NSAMF [45],
SAMF_CA [46], and FSC2F [47]. The experimental platform
was simulated in Matlab R2018b with an Intel(R) Core(TM)
i7-8550U CPU @ 1.80GHz 1.99GHz.

The performance of the six algorithms is tested on four
experimental datasets using OTB50 [48], OTB100 [49],
TC128 [50], and UAV123 [51], which contain multiple chal-
lenges that may be encountered in target tracking. Algorithm
performance is evaluated using tracking success rate and
algorithm accuracy. The algorithm proposed in this paper is
represented by LGCF. The learning rateω used in this paper’s
algorithm is set to 0.0207, the environmental learning factor
α is set to 0.2, and the number of ADMM iterations is set to
2 to speed up the filter solution.

B. RESULTS ON OTB50
The OTB50 dataset contains 49 video sequences with 11 dif-
ferent tracking challenge attributes, as shown in Table 1.
Thirty of these video sequences were selected, containing
all the challenge attributes. The training results of the test

FIGURE 3. LGCF and five trackers on OTB50 success rate graph and
accuracy graph.

algorithm on the OTB50 dataset are shown in Figure 3.
Where the horizontal coordinates of both the accuracy and
success rate plots are their given thresholds and the vertical
coordinates are percentages. The accuracy graph reflects the
percentage curve of video frames whose center error is less
than a given threshold, reflecting the tracking accuracy of
the algorithm comparison. The accuracy graph reflects the
percentage curve of video frames whose center error is less
than a given threshold, reflecting the tracking accuracy of the
algorithm comparison.

The accuracy graph shows that the accuracy of the algo-
rithm proposed in this paper is 0.835, which is higher than
the other five algorithms compared, indicating the superiority
of this algorithm. Compared with the recent new algorithm
SAMF_CA, the accuracy of this algorithm is improved by
5.2% and the success rate is improved by 7.6%, which shows
the high performance of the proposed algorithm in this paper.
The LGCF algorithm runs on the OTB50 dataset with an
accuracy of 0.835 and a success rate of 0.748, which is much
higher than the benchmark algorithm MOSSE_CA, proving
that the optimization of this algorithm is effective in feature
extraction and filter regularization.

To show the results of each algorithm running on the
0TB50 dataset more clearly, a table was carried out, as shown
in Table 2. The ARCF [52] algorithm is also added to it to
compare with various algorithms. The leftmost column of
the table shows the name of the algorithm, and the second
and third columns show the accuracy and success rates of
the algorithm running on the OTB50 dataset. The proposed
algorithm in this paper shows a 3.1% improvement in accu-
racy and a 3.5% improvement in success rate compared with
the joined comparison algorithmARCF, highlighting the high
accuracy and success rate of the LGCF algorithm.

C. RESULTS ON OTB100
The OTB100 dataset is the most commonly used evaluation
training dataset for existing algorithms. The OTB100 dataset
has 98 test videos and is often used to calculate bench-
marks. The challenge attributes included are comprehen-
sive, with 38 sequences containing the illumination change
(IV) attribute. 64 sequences containing the scale change
(SV) attribute, 49 sequences containing the target occluded
(OCC) attribute, and 44 sequences containing the target
deformation (DEF) attribute. 29 sequences containing the fast
motion (FM) attribute, 51 sequences containing the in-plane
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TABLE 1. Part of challenging video sequences with 11 challenges.

TABLE 2. Performance comparison between LGCF and five tracking
algorithms on OTB50. means bigger is better.

FIGURE 4. LGCF and five trackers on OTB100 success rate graph and
accuracy graph.

rotation (IPR) attribute, and 63 sequences containing the out-
of-plane rotation (OPR) attribute. 14 sequences containing
the background complex (BC) attribute, and 9 sequences
containing the low resolution (LR) attribute.

In this paper, 40 test video sequences from the OTB100
dataset are selected for algorithm training, which contains
various challenge contexts and can better demonstrate the
evaluation performance of each algorithm, and the final algo-
rithm training results are shown in Figure 4:
It can be seen that the LGCF algorithm proposed in this

paper improves the accuracy rate by 0.9% and the success

TABLE 3. Performance comparison between LGCF and five tracking
algorithms on OTB100. means bigger is better.

rate by 4.8% over the second-place FSC2F algorithm in
the OTB100 dataset training. It shows that the LGCF algo-
rithm is effective in optimizing the tracking effect. To more
clearly represent the training results of the algorithm in the
OTB100 data, we plotted Table 3. The ARCF algorithm and
the ECO algorithm [53] with good tracking performance in
recent years was added to perform a comparison of the test
algorithms. In the comparison of the results of our proposed
LGCF algorithm and the comparative algorithms NSAMF,
FSC2F, SAMF_CA, KCF, and MOSSE_CA selected in this
paper.

The LGCF algorithm ranks first in terms of success rate
and accuracy. Compared with the ARCF tracking algorithm
we added, the accuracy rate improved by 0.4%, and the
success rate improved by 1.7%. A comparison with the ECO
algorithm showed a 1.3% increase in accuracy and a 2.4%
increase in success rate. The results show that the LGCF
algorithm tracking is accurate and has a high success rate. The
optimization of background learning filters and the proposed
high-confidence multi-template fusion strategy perform well
for overcoming background interference, target occlusion,
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FIGURE 5. (a) soccer sequence (b) Human9 sequence (c) Toy sequence. Compare LGCF and five test algorithms on OTB100.

and target drift problems, which bring tracking inaccuracy
and tracking failure.

In this paper, three video challenge sequences, Human9,
soccer, and Toy, were selected in the OTB100 dataset, which
contained all the challenge attributes. The tracking perfor-
mance of the proposed algorithm under complex challenge
attributes is analyzed by comparing the tracking effect of
the LGCF algorithm, NSAMF algorithm, FSC2F algorithm,
SAMF_CA algorithm, KCF algorithm, and MOSSE_CA
algorithm on these three video challenge sequences, as shown
in Figure 5.

In Figure 5(a), the tracked target is an athlete with a trophy
in his hand jumping continuously, and the blocking, defor-
mation, and fast movement of the tracked target are reflected.
As the target jumps in frame 125, the FSC2F and NASMF
algorithms track the offset, while the LGCF algorithm can
accurately track the target in the search area. In frame 379, the
target jumps as the scene changes. The FS2CF, MOSSE_CA,
and NSAMF have failed to track and the tracking frame is
well off target. The LGCF algorithm proposed in this paper
is stable and accurate in tracking video, which reflects the
superiority of the algorithm.

In Figure 5(b), a tracking object is a man and the video
sequence contains fast-moving and target-drifting challenge
attributes. In 109 frames, the LGCF algorithm and the five
comparison algorithms were able to track the target rel-
atively consistently. In 282 frames, with the drift of the
target, MOSSE_CA, SAMF_CA, and FSC2F algorithms
fail to track, while the rest of the algorithms track accu-
rately, and the LGCF algorithm proposed in this paper has
superior performance compared to MOSSE_CA, SAMF_CA
and FSC2F algorithms in the target drift challenge
problem.

FIGURE 6. LGCF and five trackers on UAV123 success rate graph and
accuracy graph.

In Figure 5(c), in frame 137, with the rapid movement of
the doll, the SAMF_CA algorithm tracking fails and the other
algorithms’ tracking is ready to stabilize. By 226 frames, the
SAMF_CA and MOSSE_CA algorithms were already track-
ing far off by the time the doll’s occlusion challenge, rotation
challenge, and fast-moving challenge were underway. LGCF
algorithm has always tracked accurately, LGCF algorithm
extracts richer target appearance features and can track the
object rotation, and displacement after multiple template
update strategies, constantly adding accurate tracking tem-
plates makes the algorithm can track accurately, and tracking
performance is far more than the other five algorithms.

D. RESULTS ON UAV123
The UAV123 dataset, containing 91 video sequences, has
a total number of tracks of 123. The UAV123 dataset was
filmed using professional drones, and each video sequence
is long and contains a rich set of challenging attributes.

The performance of the algorithm was tested using the
LGCF algorithm with NSAMF algorithm, FSC2F algorithm,
SAMF_CA algorithm, KCF algorithm, and MOSSE_CA
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TABLE 4. Performance comparison between LGCF and five tracking
algorithms on UAV123. means bigger is better.

algorithm on the UAV123 dataset by selecting 30 of the video
test sequences. The six algorithms of this chapter work on
this UAV123 dataset for target tracking, and the test results
are obtained as shown in Figure 6:
Due to the complex challenge attributes of the UAV123

dataset and the variety of shooting angles, the tracking accu-
racy and success rate of the tested algorithms were low. The
test results are shown by the accuracy rate graph and the
success rate graph, which show that the LGCF algorithm out-
performs all the remaining five tested algorithms. The success
rate is 0.720 and the accuracy is 0.795. The performance far
exceeds that of the FSC2F algorithm, with a 2.8% increase in
accuracy and a 9.0% increase in success rate, reflecting the
high accuracy and stability of the LGCF algorithm in tracking
targets.

To better compare the tracking performance of the algo-
rithms, the statistics are listed in Table 4. Add the ECO
algorithm and LGCF algorithm, NSAMF algorithm, FSC2F
algorithm, SAMF_CA, KCF algorithm, and MOSSE_CA for
comparison.

The LGCF algorithm proposed in this paper improves the
accuracy rate by 2.0% and the success rate by 2.2% over the
joined ECO algorithm. The ECO algorithm is a relatively new
algorithm with more stable algorithm tracking performance
in recent years, and the improvement of the accuracy rate and
success rate of the LGCF algorithm reflects the good per-
formance of the LGCF algorithm. The UAV123 dataset has
variable and tricky shooting angles and long video sequences,
making the accuracy rate of the MOSSE_CA algorithm only
0.516 and the success rate only 0.398. The superior perfor-
mance of the LGCF algorithm in the UAV dataset highlights
the effectiveness of this algorithm research work.

Twenty-five more video sequences containing light change
and scale change challenge attributes were selected on
UAV123 for the light and scale change experiments of the
LGCF algorithm with the test algorithm. The experimental
results are shown in Figure 7:
The test results show that the LGCF algorithm has an

accuracy rate of 0.792 and a success rate of 0.729 in the test
sequence results with different scale changes of illumination.
the accuracy rate of the KCF algorithm is 0.616 and the
success rate is 0.520. the accuracy rate and success rate of
the LGCF algorithm proposed in this paper far exceed those

FIGURE 7. OPE accuracy plots for six trackers in light change scenes and
scale change scenes.

TABLE 5. Performance comparison between LGCF and five tracking
algorithms on TC128. means bigger is better.

of the classical algorithm KCF, which reflects that the LGCF
algorithm can adapt to the background changes in the scenes
of illumination and scale changes and perform stable tracking
of the target. It demonstrates that the LGCF can adapt to the
background changes and track the target stably in the scenes
with changing illumination and scale.

E. RESULTS ON TC128
The TC128 dataset contains 128 color video sequences and
focuses on evaluating the tracking performance of the algo-
rithm on color challenges. In this paper, 35 challenge video
sequences are selected on the TC128 dataset, which contains
various challenge attributes and rich color models, and the
LGCF algorithm proposed in this paper is tested against
five comparison algorithms. The test results are shown in
Figure 8:

The LGCF algorithm has a success rate of 0.708 and an
accuracy rate of 0.807 for the 35 color challenge sequence
test results. The algorithm performance ranked first in the
tested algorithms, reflecting the superior tracking effect of
the LGCF algorithm on the color model to other algorithms.
To better reflect the superiority of the algorithms, Table 5 is
drawn and the ECO algorithm andARCF algorithm are added
for evaluation.

The ECO algorithm has an accuracy rate of 0.795 and a
success rate of 0.693 out of 35 test sequences. The LGCF
algorithm proposed in this paper has improved the accuracy
rate by 1.2% and the success rate by 1.5% over the ECO algo-
rithm. The second-ranked FSC2F algorithm has an accuracy
rate of 0.783 and a success rate of 0.673. The LGCF algorithm
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FIGURE 8. LGCF and five trackers on TC128 success rate graph and
accuracy graph.

FIGURE 9. Plot of test results of algorithms A, B and C on the dataset.

improves the success rate by 2.4% and the accuracy rate by
3.5% over the FSC2F algorithm. The test results show that
the LGCF algorithm ranks first in success rate and accuracy
rate under color video evaluation, which reflects the powerful
appearance model of the LGCF algorithm and stable tracking
effect.

F. ABLATION EXPERIMENTS
To test the effectiveness of manual feature and depth feature
fusion for constructing target appearance models. In this
paper, we select 40 test challenge sequences on the OTB100
dataset, which contains 11 of the challenge attributes. The
LGCF algorithm that fuses the three manual features and two
layers of depth features proposed in this paper is denoted
by Algorithm A. The algorithm that adds the extraction of
Conv4-4 and Conv5-4 layer depth features to the correla-
tion filtering framework using the VGG-19 network alone is
denoted by Algorithm B. The algorithm that adds the fusion
of HOG features, CN features, and ULBP features into the
correlation filter tracking framework is denoted by the C
algorithm. Algorithm A, Algorithm B, and Algorithm C were
tested on the selected sequence of 40 complex challenge
attributes, and the test results are shown in Figure 9:

Algorithm A has a success rate of 0.722 and an accuracy
rate of 0.812. Algorithm B has a success rate of 0.588 and
an accuracy rate of 0.741. The success rate of the C algo-
rithm is 0.533 and the accuracy rate is 0.639. The results
show that the algorithm proposed in this paper for the fusion
of depth features and three manual features is 13.4% more
successful and 7.1% more accurate than the algorithm using
depth features alone. Compared to the C algorithm using three
manual feature fusions alone, the success rate is 18.9% higher
and the accuracy rate is 17.3% higher. The superiority of the
LGCF algorithm in extracting target features using two layers

TABLE 6. FPS values before and after using the ADMM method on the
challenge sequence.

of depth features and the fusion of three manual features
is demonstrated. The representation of texture information
by the manual features and the semantic information by the
depth features complement each other, enabling the filter to
extract more effective target features and generate an appear-
ance feature model with a good tracking effect.

Secondly, the speed of the filter will affect the tracking
speed of the algorithm when performing complex calcula-
tions. This paper uses the ADMMmethod to optimize the cal-
culation speed of the filter. The algorithm speed was tested on
40 test challenge sequences on the selected OTB100 dataset.
The FPS value before acceleration is 24.805, and the FPS
value after acceleration is 31.263, which is an increase of
6.458. By drawing Table 6, the experimental results are more
clearly displayed.

V. CONCLUSION
We use convolutional neural networks to extract deep features
and fuse them with hand-crafted features to increase the
texture information and semantic information of the appear-
ance model and avoid the feature singularity of the appear-
ance model. The background learning-related filter is added
to enhance the performance of the tracker by continuously
learning the tracking background. Then, the target template
is updated by using the multi-template update strategy with
high confidence, which eliminates the feature information
interference caused by the pollution template and updates the
correct template in time. Extensive experiments on classical
datasets demonstrate the effectiveness of our work. The algo-
rithm in this paper does not have strong richness in the feature
selection stage. In the future, a more lightweight convolu-
tional neural network model and better manual features can
be selected for fusion when the algorithm is stable. In terms of
tracking speed, better optimization methods can be selected
to improve the calculation speed of the algorithm and the
tracking ability of the algorithm.
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