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ABSTRACT One of the forces driving science and industry is machine learning, but the proliferation of Big
Data necessitates paradigm shifts from conventional approaches in applying machine learning techniques to
this massive amount of data with varying velocity. Computers are now capable of accurately diagnosing a
variety of medical conditions thanks to the availability of immense healthcare datasets and advancements in
machine learning techniques. The study’s primary aim is to identify the most compelling questions on anxiety
and depression in pregnant women by extracting features through performance-optimized algorithms. In this
way, it is aimed to reach the result in a shorter time with fewer questions. The next goal of this work is to
create an instant remote health status prediction system for depression and anxiety in pregnant women based
on the Apache Spark Big Data processing engine, which concentrates on using machine learning models on
streaming Big Data. In this scalable system, the application receives data from pregnant women to forecast
the patient’s health condition. It then applies the Naive Bayes machine learning algorithm that produces the
best results for this dataset with accuracy and precision 90.8% and 81.71% respectively. With the assistance
of this big data platform, the time-consuming anxiety and depression detection procedure in a pregnant
woman can be replaced with a computer-based technique that works in an instant with a respectable amount
of accuracy.

INDEX TERMS Data analytics, streaming data processing, machine learning, health informatics, perinatal
period, anxiety, depression.

I. INTRODUCTION including research, technology, society, and healthcare [1].

The current era, particularly the previous two decades, might
be referred to as the ““age of big data,” in which digital data
is becoming increasingly important in various disciplines,
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These datasets provide significant obstacles to the computing
resources and analytics framework by making the whole
study challenging for quickly extracting valuable informa-
tion. Therefore, creating an effective big data analytics frame-
work is a crucial research issue to overcome these sorts of
problems. There are intensively used a number of research
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works in creating a big data analytics framework, such as
Apache Spark [2], Apache Hadoop [3], Apache Storm [4],
and Apache Kafka [5], to solve healthcare problems. Mental
health diseases are health problems that deeply affect the
lives of individuals and must be treated with care. If the
psychological disorders that appear in the perinatal period,
which includes the pregnancy process, are not detected in
time, they will have negative effects on both the mother and
the baby. If this is the case, it is of great importance for the
mental health of society.

Machine learning has the potential to inform illness mod-
els, the discovery and development of innovative medicines
that can affect disease, as well as prevention methods in
psychiatry [6].

Machine learning algorithms used to make sense of data on
the big data analytics platform reveal results for the solution.
In the healthcare field, it promises to inform the discovery
and development of new disease-healing treatments. Tech-
niques used in the field of recognizing brain and mental dis-
orders have created incomplete or erroneous representations,
and the results have not been sufficient. It is important for
public health that psychological disorders benefit from the
developments to be obtained by creating big data analytics.
It can be observed that psychological disorders, which are
health problems that deeply affect the lives of individuals
and need to be treated carefully, are more likely to occur in
some periods of life. The perinatal period, which includes
the pregnancy process, is one of these processes. To mitigate
the damage of this era, researchers and psychiatrists have an
unprecedented chance to make use of intricate patterns in the
brain, behavior, and disease utilizing machine learning tech-
niques [7]. By using these analysis techniques, it is aimed to
detect important psychiatric disorders early, identify related
factors and develop preventive measures.

The rate of psychological disorders appearing in the peri-
natal period is quite high. Studies show that the global preva-
lence of depression in the perinatal period varies between
10 and 20% [8], and the prevalence of perinatal anxiety
disorders varies between 10 and 24% [9]. In addition, the
coexistence of depression and anxiety disorder is common in
women during the perinatal period [10], and in some studies,
this prevalence reaches 40% [11]. However, despite their high
prevalence, both disorders are often underdiagnosed [12].
Although it varies according to different periods of pregnancy
and working methods in Turkey, the prevalence of pregnancy
depression has been determined as 12-36% [13], [14]. Failure
to diagnose these common diseases in a timely manner has
adverse effects on both mother and baby. In cases that cannot
be detected in the early period, it can cause problems in com-
pliance with treatment, functional problems in maternal life,
worsening of medical diseases, deterioration of interpersonal
relations and economic losses, smoking and substance use,
developmental problems, and health problems in the baby.
Although anxiety and depression are diseases that are known
by physicians and whose negative consequences are better
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understood every day, they are not sufficiently recognized
in the perinatal period, and even if they are recognized,
they are not treated quickly enough. Many factors should
be considered while determining risk factors in the diagno-
sis of the disease [15]. These mental illnesses, unplanned
pregnancy, unemployed spouse, insufficient social support,
low income, low education level, past and present exposure
to violence (verbal, physical, sexual), previous pregnancy
losses and pregnancy complications, and negative life during
pregnancy events can be summarized [16]. In addition, some
studies reported risk factors for perinatal anxiety disorder
as first birth, multiple births, low-income level, young age,
and low social support [17]. In other studies, a history of
depressive disorder or an anxiety disorder was determined as
the strongest determinant. Considering all these and similar
studies, the high number of risk factors causes a loss of time
in the evaluation of the patient. In addition, when the study is
implemented, it will reach a lot of users, and a lot of data
will be obtained. For these reasons, a big data platform is
needed to alleviate the workload of women who will give
birth, facilitate analysis, and speed up the process. Thus, it is
aimed to minimize the potential harm caused by depression
and anxiety in women in the perinatal period. In our study,
this issue has been discussed, and results that will positively
affect the result have been obtained.

To identify pregnant women who were probably experienc-
ing anxiety and/or depression, we used hybrid machine learn-
ing techniques that incorporated feature selection methods
and classification ML algorithms. Big data architecture was
created according to the most optimal solutions obtained from
hybrid techniques [18]. The architecture we propose enables
us to organize big data analytics in a scalable and efficient
manner. In order to prepare for the big data platform, first of
all, the data obtained from the patients were cleaned and pre-
processed. The ‘“Feature Selection” algorithm, which was
deemed appropriate for all data, was applied. After this stage,
a model that produces the result with acceptable sensitiv-
ity was created by using artificial intelligence techniques.
A 10-Fold cross-validation technique was used to measure
whether the high performance of the model’s accuracy is
random or not. Among all these artificial intelligence tech-
niques, the machine learning algorithm with the highest per-
formance was used on the big data platform. Thus, a system
that can diagnose disease in an instant has been developed.
This system has the feature of a platform that serves as an
infrastructure for larger data.

With the assistance of this big data platform, the time-
consuming procedure of detecting anxiety and depression in
pregnant women can be replaced by computer-based systems
that operate in real time with considerable accuracy.

The rest of the paper is organized as follows: Section II
introduces similar studies related to our study. Section III
covers all pre-processing and model development processes,
the proposed instant big data platform, and its main com-
ponents. Section IV presents the experimental results and
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discussion. The paper is concluded in Section V with final
remarks.

II. LITERATURE REVIEW

In this study; it is aimed to determine the ones that most affect
the results of depression and anxiety symptoms and related
factors in pregnant women so that the disease can be diag-
nosed with less data. Then the obtained data are interpreted
with the artificial intelligence module and processed in real
time on the big data platform. In this context, when we look at
the literature, it is seen that various studies have been carried
out.

There are a large number of studies using computer tech-
nologies in the field of health. The most prominent of these
are studies on artificial intelligence. It means interpreting
the external data of artificial intelligence systems correctly,
learning from such data, and reaching these learnings to
certain goals. On the other hand, machine learning is a branch
of artificial intelligence in which algorithms discover connec-
tions between input and output data [19]. Machine learning
algorithms have been used in various branches of health-
care [20], [21]. To calculate the probability of developing
acute graft-host illness, Arai et al. used a Japanese population
of 26,695 patients. The training group models were developed
using the decision tree (ADTree) algorithm. At the end of
the applied procedures, the algorithms produced clinically
acceptable and highly accurate classification scores. It is very
important that the accuracy and precision of the algorithms
used are high, especially in the field of health. An ML-based
system that identifies cardiac illnesses with 97% accuracy
was presented by Yaseen et al. [22]. Another study is the use
of neural networks in blood analysis services. When tested
on pathological samples, the machine learning system used
achieved a diagnostic efficiency of 91% [23]. Machine learn-
ing techniques have been used in neurology as well as in other
branches of medicine. A useful diagnostic element in neurol-
ogy is Electroencephalography (EEG) values, which provide
insight into the electrical activity of the brain. Many machine
learning techniques have been applied to analyze these sig-
nals and provide a prediction. Subasi [24] aimed to detect
epileptic seizures in EEG recordings by using hybrid SVM
(Support Vector Machines) and GA (Genetic Algorithms)
algorithms in the EEG dataset. As a result, he obtained a
hybrid algorithm providing 99.38% accuracy.

Artificial intelligence techniques are also used in psycho-
logical studies. One of them is the work of Priya et al.
In this study, it is aimed to detect anxiety and depression by
using machine learning algorithms. Priya et al. [25] used five
different algorithms (Decision trees, Support Vector Machine
(SVM), K-Nearest Neighbors (KNN), Naive Bayes, and Ran-
dom Forest) to achieve this. As a result, they concluded that
the model that produced the best result was created with
the Random Forest algorithm. Another study aimed to detect
anxiety and depression in seafarers using machine learn-
ing. While doing this, primarily feature selection algorithms
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were used. In this study conducted among 470 seafarers,
five different classification algorithms (Catboost, Random
Forest, Logistic Regression, Support Vector Machine (SVM),
Naive Bayes) were used. It has been concluded that the
Catboost algorithm is the algorithm that gives the most accu-
rate result, with an accuracy rate of 82.6% [26]. In another
study, Paulo et al. used machine learning algorithms to clas-
sify major depressive illness (MDD) and bipolar illness (BD)
[27]. In order to produce the model with the highest accuracy
rate, a 5-fold cross-validation technique was used, and the
XGBoost algorithm was preferred as the machine learning
algorithm [28]. They also benefited from machine learning
techniques at the stage of reaching the optimum solution by
adjusting the amounts of therapeutic drugs. One of them is the
work of Shuzhe Zhou et al. Major depressive disorder (MDD)
patients are often treated with selective serotonin reuptake
inhibitors (SSRIs); however, the cure rate is not sufficient.
It was intended to develop machine learning models to fore-
cast 8-week outcomes in patients taking SSRIs in order to
optimize this [29].

A lot of questions are asked to the patient in diagnosing the
psychological disorders that appear in the perinatal period,
and this creates a great handicap in answering the questions
of the patients. The impatience of patients in answering
questions has a negative impact on diagnosis. Choosing the
features that affect the disease the most among these ques-
tions will both reduce the processing complexity (hence the
delay) of artificial intelligence algorithms and reduce the
effects of problems such as overfitting and multicollinearity.
Some studies are similar to our feature extraction study [30].
Yiye et al. studied the postpartum period data covering one
year after birth. In these data, they aimed to make a framework
that observes whether women in the postpartum period are
depressed or not. They have applied a minimum feature list
extraction, processing, and machine learning algorithm from
datasets to perform the risk estimation. In training the model
with the best accuracy, the dataset was reduced by utilizing
clinical features related to mental health history, ultrasono-
graphic complications, drug prescription orders, and patient
demographics. After all of this, the model performances,
as shown by the area under the receiver operating character-
istic curve (AUC) in the development and validation datasets,
respectively, are 0.937 and 0.886 [31].

In some instances, the amount of the data may result in per-
formance losses in the operation of the system and resources,
regardless of how much the retrieved data is reduced by meth-
ods like feature extraction. Especially in the field of health,
which is an unprecedented data flow from many sources
that contribute to big data in terms of volume, speed, and
variability, it is known that instantaneous interpretation of
data is of high importance in terms of performance. In such
cases where performance and speed are important, big data
processing platforms, including machine learning (ML) algo-
rithms, can be used. The vast amount of data that is avail-
able in the medical field appears to be manageable by using
machine learning approaches to big data on these platforms.
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Such methods can provide objective, comparable accuracy
measures and significant insight into disease models, opening
up possibilities that have not previously been accessible to
exploratory medical research. By gathering and examining
the existing disease models, big data and machine learning
can be employed together in psychiatry [32]. It can support
the development of more accurate and appropriate hypothe-
ses for the understanding and treatment of mental diseases.
Manal et al. developed a hybrid model to detect chronic lung
disease. Effective features were selected using Relief-F and
Chi-Squared techniques on the result. Afterward, machine
learning algorithms were tested, and performance compar-
isons were made. All work is done on Apache Spark, a big
data processing platform. According to the study, it was
observed that the classification algorithms with the best per-
formance were SVM, DT, and GBT, and the selection algo-
rithm with the best performance was Relief-F [18]. Another
study in the field of health on big data is that of Lekha et al.
In this study, streaming health data was processed, and the
patient was informed about their condition in real time by
sending a message [1].

It is a fact that the rate of anxiety and depression in women
in the perinatal period is relatively high [8], [9], [10], [11].
Therefore, pregnant women in this period are one of the vul-
nerable groups of the population for mental health disorders.
The questions of the dataset created in order to diagnose these
people were created by specialist doctors and used for the
first time in this study. Different electronic databases of the
scientific literature have been extensively searched, but the
published articles were found insufficient in screening for
anxiety and depression in pregnant women by using machine
learning on the big data platform with this dataset. However,
there are studies carried out to diagnose different diseases
with different datasets [33], [34], [35]. One of them was
constructed by Ahmet Husseini et al. In this study, a study on
depression and post-traumatic stress disorder was conducted,
and the accuracy rate was found to be 80%. In our study,
depression and anxiety in women in the perinatal period were
studied, and an accuracy rate of 90.80% was obtained using
the Naive Bayes algorithm. Since this rate is quite high, it can
be said that the system created is very suitable for use in the
field of mental health.

Our system also incorporates scalable and high-
performance data analytics tools like Apache Kafka and
Apache Spark, indicating that this novel architecture can be
utilized effectively in instant big data processing applications.

Ill. MODEL DEVELOPMENT

The proposed system of diagnosing depression and anxiety
involves three basic approaches, as seen in Figure 1. The first
method selects the crucial features from the perinatal datasets
using feature selection methods. The second approach applies
Machine learning algorithms such as Random Forest, Deci-
sion Tree, Naive Bayes, K-Nearest Neighbors (K-NN), Gra-
dient Boosted Tree (GBT), Logistic Regression, and Deep
Feed Forward Neural Network (DFFNN) on the selected
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features to predict depression and anxiety. In the third
approach, in the big data processing platform, the optimum
machine learning algorithm was utilized on all the data,
which was cleaned and made ready by using feature selection
algorithms.

In this context, the suggested method consists of seven
processes, the first of which is data collecting using the peri-
natal dataset from real patients. The handling of null values,
identification of outlier values, and data integration are made
in the second stage (data pre-processing step). The third stage
is involved choosing the important features using feature
selection methods. The data set is divided into testing/training
in the ML process in the fourth stage. The cross-validation
method was used to optimize this process. In the fifth stage,
the machine learning that gives the performance of prediction
in the most optimal way is decided among seven machine
learning algorithms.

All the data, which is cleaned and made ready by using
feature selection algorithms, is sent to Apache Spark, which
is the Consumer from Kafka Producer, at certain second
intervals at the sixth stage. At the seventh stage, the Con-
sumer Apache Spark has received the stream in a highly
efficient, fault-tolerant manner thanks to the Streaming API,
and the incoming data has interacted with the Naive Bayes
algorithm, which has the highest performance, through the
Apache Spark MLLIB API, and the disease results are output.
All processes are shown in Figure 2.

For the operation of these seven processes, the open-source
RapidMiner (RapidMiner Studio 9.10.10) [36] and Apache
Spark (version 3.0.1) [2], a big data processing platform,
were used. Java was selected as the preferred programming
language for Apache Spark.

The following subsections contain a detailed explanation
of each stage.

A. DATA COLLECTION
Data were collected from pregnant women who applied to
Sakarya University Training and Research Hospital’s obstet-
rics outpatient clinic. Three hundred ninety-five people had
to be asked before reaching the target of two hundred fifty
women who agreed to participate in the study and fill out
the forms. Pregnant women were asked to fill in SDVF
(Socio-demographic Data Form), PASS-TR (Perinatal Anxi-
ety Symptom Scale) [37], and EPDS (Edinburgh Postpartum
Depression Scale) [38] tests. The SDVF consists of questions
created by specialist doctors for this study. PASS-TR and
EPDS are scales that detect depression and anxiety, respec-
tively. A patient is classified as having anxiety or depression
based on the “label”” column used for labeling. While creat-
ing the dataset, EPDS and PASS outputs are taken as label
values, respectively. The level of depression was assessed
using the EPDS scale.

Score less than 13 was considered as not significant
depression. A score lower than 13 was regarded as not
significant depression (labeled with a “0” meaning ‘“No
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FIGURE 2. The sequence diagram for end-to-end data delivery operations.

Depression”), otherwise considered as depression (labeled
with a “1” meaning “Depression”’). The PASS scale was
used to measure the degree of anxiety. Score less than
17 was considered as not significant anxiety (labeled with
a “0” meaning “No Anxiety”); otherwise suffering from
significant anxiety disorder (labeled with a “1” meaning
“Anxiety”’). A person can be classified as ‘“No Anxiety-
No Depression,” “No Anxiety-Depression,” “Anxiety-No
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Depression,” or “Anxiety-Depression” based on their EPDS
and PASS scores. All groups, with the exception of ‘“No
Anxiety-No Depression,” require treatment for mental health
disorders by a psychiatrist. We decided to group all the out-
puts into two labels: “No Anxiety-No Depression (0)” and
“Anxiety and/or Depression so (1)” since the purpose of this
research is to evaluate the applicability and suitability of the
machine learning technology of big data platforms (Table 1.)
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TABLE 1. Classification label.

Anxiety (PASS) Depression (EPDS) Label
0 0 0
1 0 1
0 1 1
1 1 1

“Anxiety and/or Depression” members of the group are to
be referred to a psychiatrist for a diagnostic assessment and
appropriate management since they may be experiencing anx-
iety, depression, or both [26].

The perinatal pregnancy dataset includes 250 samples,
60 features, and 1 class label. The class label has two val-
ues: “No Anxiety-No Depression (0)”” and ‘“‘Anxiety and/or
Depression (1)”. The details of each feature are described
below.

Features used as predictive variables included as follows;

« socio-demographic information (SDVF) regarding age,

marital status, level of physical activity, years of educa-
tion, working status, total income level of the household,
psychological history, psychological traumas caused by
her first pregnancy, the psychological history of her
husband and family

o anxiety levels measured through the PASS, which

assesses the existence and severity of present anxiety
symptoms

« depression symptoms’ severity was evaluated with Edin-

burgh Postnatal Depression Scale (EPDS)

All data were used for the diagnosis of anxiety and depres-
sion. All clinical assessments were performed by experienced
and trained psychiatrists on study baselines.

B. DATA PRE-PROCESSING

The dataset obtained from the patients included missing val-
ues and outliers. Then, it needs to be cleaned and unblemished
during the pre-processing stage. The missing value estima-
tion, normalization, unbalanced data checking, and outliers
have all been part of the pre-processing stage [18]. The
simplest way to deal with missing values is to ignore the
dataset. Rather than deleting records, we filled in what could
be filled in the missing values. Averaging has been used to
fill in the missing values of nominal characteristics. In order
to give more meaningful results in our analysis, the data were
grouped and then categorized. Outliers were identified using
the local outlier factor (LOF) approach, which calculates out-
liers based on density. The LOF approach is a computational
method used to identify local outliers by providing outliers
on a numerical scale, such as the extent to which an object
is isolated from its surrounding neighbors. As a result, clean
data was obtained after these processes.

C. FEATURE SELECTION METHODS
The primary advantage of using feature selection algorithms
is identifying the dataset’s important features. The classifier
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FIGURE 3. The important features and their weights selected by the
feature selection algorithm.

approach with feature selection yields better results while
significantly reducing model execution time [39]. In this
study, the patient is asked a lot of questions that need to be
answered in order to reach the result. This causes a waste of
time and reduces the patient’s continuity during the treatment.
But even so, it is important to specify which questions of
the SDVF will be used. We trained our algorithms with
various combinations of the applied form in order to analyze
this effect. The following combinations were tested in this
study: forward selection, backward elimination, and opti-
mized selection-evolutionary trait selection. The optimized
selection-evolutionary technique showed the greatest effect
on model performance. In this technique, the genetic algo-
rithm mimics the course of natural evolution. According to
the Feature Selection algorithms made on the SDVF dataset,
the features with the highest priority are in Figure 3. As can
be seen from this figure, the most important features out of
60 features are listed according to their weights from the most
to the least. The equivalents and weights of these features in
SDVF form are shown in Table 2.

According to the outputs, it is possible to say that the most
important feature is the ‘“‘gestational week’ with a weight
of 1.527, and the least important feature among the most
important features is “whether or not her husband has a
chronic illness” with a weight of 0.127.

D. SPLITTING THE DATASET-CROSS VALIDATION

Cross Validation is an algorithm used in model selection to
better predict the error of a test performed on a machine learn-
ing model. In our study, a 10-fold cross-validation algorithm
was used to separate the model as training and test data. The
10-fold cross-validation algorithm divides the data set into
ten equal parts. One of these pieces is used as the test dataset,
and the remaining nine pieces are used as the training dataset.
This process is repeated ten times until each piece is a test data
set. The accuracy of the model is determined by averaging the
accuracy values.

E. MODELING

The following machine learning algorithms were used in the
study: Decision Tree, Naive Bayes, K-NN, Random Forest,
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TABLE 2. The most important features correspond to the dataset.

Features Name in dataset Weight of
Features
Gestational week SDVF-22 1.527
Baby’s health problem SDVF-42 1.025
Feature of the living environment SDVEF-3 0.976
(urban or rural)
Communication with her husband SDVF-52 0.905
Her level of education SDVF-8 0.872
Number of people living in the house SDVF-11 0.849
Working status SDVF-9 0.830
Total income level SDVF-12 0.778
Emotional support of her husband SDVF-53 0.742
Presence of people to share her SDVF-56 0.649
problems with
Exercise status SDVF-35 0.540
Her husband’s educational status SDVF-45 0.463
Whether there is a desired pregnancy SDVF-24 0.436
Baby's gender SDVF-23 0.394
Smoking SDVF-33 0.298
Her husband chronic illness SDVF-47 0.127

GBT, Logistic Regression, and DFFNN. As was shown in
Table 3., since the Naive Bayes algorithm gave the high-
est performance, the use of the Naive Bayes algorithm was
deemed appropriate in the continuation of the study.

Naive Bayes (NB): The Bayes theorem is used to train a
classifier for the Naive Bayes approach. It is predicated on
the idea that one feature in a decision class does not exclude
the existence of another feature in that class.

Assume that C = {cl, c2, ..., cm} is a set of classes and
that X = {x1, x2,..., xn} is a set of features. Equation (5) can
be used to determine the posterior probability for each class
variable given a given characteristic from the Bayes theorem.

PXGICHP(Cy)

P(CiIXy) = POX))

ey
where, i = 1,2, ..m and j = 1,2, ..., n, P(X/|Cj) =
Probability of feature X; with given class C;, P (X;) = Prior
probability of feature X; and P (Cj) = Prior probability of
class C;. The classifier then determines the class variables’
highest probability. The classification result will be the class
with the highest posterior probability value [26].

F. EVALUATING THE MODELS
The models are assessed using five common metrics, as stated
in Equations 2-6: accuracy, sensitivity, specificity, precision,
and area under the curve (AUC) of ROC, where TP stands for
true positive, TN for true negative, FP for false positive, and
FN for false negative [18].

TP+ TN

Accuracy = )
TP+ FP+TN + FN
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G. APACHE KAFKA
Apache Kafka (version 3.0.2) [5] is a high-throughput
message-distribution system that can manage enormous vol-
umes of data while still providing service to numerous
users and producers. Kafka executes parallelism by utilizing
numerous partitions and different brokers, which speeds up
the transmission and offers unbroken services in the event
that a broker fails. Additionally, it has the ability to support
streaming real-time data [40].

The Kafka Producer gets cleaned patient data and sends it
to the Kafka Broker so that it can be delivered to consumers.

H. APACHE SPARK

Apache Spark (version 3.0.1) [2] is an open-source plat-
form for data processing that can swiftly conduct opera-
tions on very large data sets and distribute operations over
numerous machines. It utilizes optimized query execution
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and in-memory caching for quick analytic queries against any
size of data. Spark can be deployed in a variety of ways,
provides native bindings for the Java, Scala, Python, and R
programming languages, and supports SQL, streaming data,
machine learning, and graph processing [40].

1) APACHE STREAMING

Apache Spark (version 3.0.1) [2] is an open-source platform
for data processing that can swiftly conduct operations on
very large data sets and distribute operations over numer-
ous machines. It utilizes optimized query execution and in-
memory caching for quick analytic queries against any size
of data. Spark can be deployed in a variety of ways, provides
native bindings for the Java, Scala, Python, and R program-
ming languages, and supports SQL, streaming data, machine
learning, and graph processing [40].

2) APACHE MLLIB

Apache Spark has a scalable library called MLIib that con-
tains typical machine learning algorithms such as regression,
classification, clustering, pattern mining, and collaborative
filtering. The naive bayes algorithm, which gives the highest
accuracy compared to other algorithms, was selected in this
study to classify patient data. The multi-class classification
algorithm named Naive Bayes makes the proposition that
each feature pair is independent of the other. It applies Bayes’
theorem to the training data in a single pass and then uses that
information to predict the conditional probability distribution
of a label given an observation [2].

IV. EXPERIMENTAL RESULTS

In this study, datasets were created using clinical variables
collected through self-administered questionnaires. Clini-
cal variables include EPDS, PASS scales, and SDVF. This
dataset investigates whether patients have anxiety, depres-
sion, or both. This study is aimed to minimize the poten-
tial harms of depression and anxiety in women. The results
obtained in this study are gathered under the headings of
classification and streaming results.

A. CLASSIFICATION RESULTS

Seven different machine learning algorithms (Decision Tree,
Naive Bayes, K-NN, Random Forest, GBT, Logistic Regres-
sion, and DFFNN) were applied to the patient data consisting
of the features shown in Figure 3. Performance values are
shown in Table 3.

The performance of cross-validation of applying ML to the
features selected Optimize Selection has achieved the best
by Naive Bayes with 90.80% accuracy, 86.90% sensitivity,
92.34% specificity, 81.71% precision, and 0.966 AUC as
shown in Table 3. According to the results shown in Table 3,
the machine learning algorithm with the highest performance,
Naive Bayes, was then used to train the machine learning
model on the big data processing platform. Results from this
platform are in streaming results section has also been given.
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TABLE 3. Machine learning model performance metrics.

Precision AUC
80.05% 0.822

Classifier Accuracy  Sensitivity ~ Specificity

87.20% 74.05% 92.22%

Decision
Tree
Naive 90.80%
Bayes
K-Nearest
Neighbor

Random

86.90% 92.34% 81.71% 0.966

86.80% 68.57% 93.89% 81.95% 0.900

88.00% 69.29% 95.00% 86.10% 0.945
Forest
Gradient

Boosted

87.60% 77.14% 91.70% 77.14% 0.938

Tree

Logistic 84.80% 73.81% 88.92% 74.58% 0.908

Regression
Deep Feed
Forward

89.60% 80.00% 93.33% 83.26% 0.962

Neural
Network

TABLE 4. Naive bayes model’s evaluated parameters.

Parameter Value

Accuracy 92.45%
Precision 97.29%
Sensitivity 92.30%
Fl1 92.60%

B. STREAMING RESULTS

All patient data were pre-processed and prepared using the
optimum feature selection algorithm in the previous stages.
This data pushes into Kafka Broker at a certain number
of seconds (1 second) by Kafka Producer. As soon as the
Kafka Producer pushes this data into the Kafka Broker, Kafka
Consumer fetches it for use in its respective jobs. The Kafka
Consumers are connected to the Spark engine, as shown in
Figure 2. When Apache Spark receives patient-related patient
data, it instantly diagnoses disease using the Naive Bayes
model.

Apache Spark has an MLIib module that supports com-
mon machine learning algorithms. The naive bayes algorithm
was selected in this study to classify patient data because
it gives higher performance than other classifications shown
in Table 3. Evaluation metrics of the Naive Bayes algorithm
used in Apache Spark are shown in Table 4.

80% of the patient dataset was used to train and test the
developed Naive Bayes model. This model interacted with
streaming data generated by 20% of the dataset.

Fig. 6 displays incoming test data, as well as the naive
bayes algorithm classification of the data in an instant and the
predicted results according to the data training model. Patient
data are the socio-demographic data shown in table 2, which
are most influential on the result of the feature selection
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FIGURE 6. Streaming result predicted by naive bayes.
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FIGURE 7. High input rate in 1-second data streaming flow.

Operation Duration )

FIGURE 8. Operation duration of streaming flow.

algorithms. The “label” column used in labeling is the class
rating. The label column has two values: “No Anxiety-No
Depression (0)” and “Anxiety and/or Depression so (1).

The result of the two-second streaming data, which pro-
vides patient data every second, is shown in Figure 6.

The two patients’ most important features were analyzed
at one-second intervals, and the findings were shown. For
example, for batch number 44 in the first row, which shows
the value of SDVF-22 as 20 and the value of SDVF-42 as 1,
the label rating value is equal to the expected value of the
naive bayes. Here, the naive bayes classifies the record as
positive for the disease. The label value is not equal to the
expected naive bayes at batch number 45 in the second row,
which shows the value of SDVF-22 as 11 and SDVF-42 as 1.
Here, the naive bayes model incorrectly classifies this record
as positive for the disease.
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Stream processing requires continuous data stream han-
dling within a short period (from a few milliseconds to min-
utes). The results were obtained using one Spark executor that
handles streaming data. Figure 7 and figure 8 illustrates the
Spark web user interface (WebUTI), which displays the Spark
Streaming performance results, including input rate, process
rate, input rows, batch duration, and operation duration. They
are valuable results for examining data processing capability
in real-time [40].

The input rate aggregates (across all sources) the rate of
data arriving. The process rate shows how quickly data is
analyzed. The input rows show the total number of records
handled by a trigger. The batch duration demonstrates the
process duration of each batch. Operation duration means
the amount of time taken to perform various operations in
milliseconds [2].

V. CONCLUSION

There are many times in people’s lives that will negatively
affect their psychological balance. One of the most crucial
periods affecting mental health is during the perinatal period.
If adequate treatment is not applied in this time period, it is
an inevitable fact that it will cause serious negativities on the
child, the mother, and the mental health of society afterward.
It is an undeniable fact that in such a vital area, there is
a need for a system that enables the patient to reach diag-
nosis and treatment faster and easier, but there is no study
aiming to meet women with treatment through a hybrid big
data analytics platform as instantly. This study concentrates,
in particular, on hybrid big data platforms that use machine
learning techniques to detect mental health conditions.

In order to reduce the questions of form and scales that
women have to answer and to identify pregnant women who
were likely suffering anxiety and/or depression more quickly,
the data that has more importance on the result of the dataset
was selected with feature selection algorithms. Sequential
Forward (SFS), Sequential Backward (SBS), and Optimized
feature selection techniques are used. It has been observed
that the optimized selection technique in which genetic algo-
rithms are used is the technique with the highest performance.
Six different machine learning classifiers (Decision Tree,
Naive Bayes, K-NN, Random Forest, GBT, Logistic Regres-
sion, and DFFNN) were evaluated for their effectiveness and
efficacy. The ML parameters were optimized using cross-
validation.

Six evaluation methods, accuracy, sensitivity, specificity,
and precision, were applied to validate the results, and
the testing data were registered. The results showed that
the Naive Bayes Classifier with the selected features had
achieved the best performance with 90.80% accuracy. Thanks
to this high accuracy rate, it is not difficult to say that the
model we developed can be used effectively for diagnosis.

The Naive Bayes-based machine learning model was built
on the Apache Spark platform. This model interacted with
streaming data sent via Apache Kafka to Apache Spark.
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Thus, the developed system was tested for instant detection
of anxiety/depression in pregnant women.

This research emphasizes hybrid big data platforms using
machine learning technology in the field of the detection
of mental health diseases. It is obvious that the suggested
architecture may be utilized successfully in instant big data
processing applications since it incorporates scalable and
high-performance data analytics tools like Apache Kafka and
Spark. With the use of this architecture, the time-consuming
analysis of anxiety and depression can be replaced by an auto-
mated computer-based technique with a reasonable amount of
accuracy at the moment.
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