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#### Abstract

Block ciphers are widely used for securing data and are known for their resistance to various types of attacks. The strength of a block cipher against these attacks often depends on the S-boxes used in the cipher. There are many chaotic map-based techniques in the literature for constructing the dynamic S-Boxes. While chaos-based approaches have certain attractive properties for this purpose, they also have some inherent weaknesses, including finite precision effect, dynamical degradation of chaotic systems, non-uniform distribution, discontinuity in chaotic sequences. These weaknesses can limit the effectiveness of chaotic map-based substitution boxes. In this paper, we propose an innovative approach for constructing dynamic S-boxes using Gaussian distribution-based pseudo-random sequences. The proposed technique overcomes the weaknesses of existing chaos-based S-box techniques by leveraging the strength of pseudo-randomness sequences. However, one of the main drawbacks of using Gaussian distributionbased pseudo-random sequences is the low nonlinearity of the resulting S-boxes. To address this limitation, we introduce the use of genetic algorithms (GA) to optimize the nonlinearity of Gaussian distribution-based S-boxes while preserving a high level of randomness. The proposed technique is evaluated using standard S-box performance criteria, including nonlinearity, bit independence criterion (BIC), linear approximation probability (LP), strict avalanche criterion (SAC), and differential approximation probability (DP). Results demonstrate that the proposed technique achieves a maximum nonlinearity of 112 , which is comparable to the ASE algorithm.
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## I. INTRODUCTION

Cryptographic algorithms are essential tools for securing sensitive data transmitted through computer and communication technology. With the increasing reliance on the internet and electronic communication, it is important to ensure that the transmitted data is protected from unauthorized access and tampering. Cryptographic algorithms are used to secure communications and protect data by encoding it in a way that

[^0]makes it difficult for unauthorized individuals to access [1]. Cryptographic algorithms can generally be divided into two categories: symmetric and asymmetric. Symmetric algorithms utilize the same key for both encryption and decryption, which means that the key must be shared between the sender and recipient of the encrypted message. Asymmetric algorithms, on the other hand, use a different key for each process [2]. In an asymmetric cryptographic algorithm, the sender uses a publicly-available key to encrypt the message, and the recipient uses a private key to decrypt it. This allows for secure communication without the need for the sender and
recipient to share a single key. Asymmetric algorithms can provide a higher level of security than symmetric algorithms, which use the same key for both encryption and decryption. However, symmetric algorithms are generally faster and more efficient at encrypting large amounts of data [4].

They are also more reliable, as they do not rely on complex mathematical problems and are less susceptible to attacks. Some examples of popular symmetric algorithms include AES, DES, and Blowfish [3], [5]. A block cipher is a type of symmetric cipher that operates on fixed-size blocks of data. It uses a secret key to encrypt and decrypt the data, with the key typically being the same size as the block. The block size is usually chosen to be a power of 2 , such as 128 or 256 bits, to allow for efficient implementation using Boolean operations. A key component of a block cipher is the substitution box, or S-box, which is a non-linear transformation that is applied to the input data to produce the output. The S-box plays a vital role in the security and efficiency of the block cipher, as it provides confusion and diffusion, which are two important principles of cryptography. Confusion refers to the complexity of the relationship between the input and output of the S-box, making it difficult for an attacker to determine the key used in the encryption process. Diffusion refers to the property of the S -box to evenly distribute the input patterns over the output patterns, making it difficult for an attacker to identify patterns in the encrypted data. The design of the S-box is critical to the security and efficiency of the block cipher, as it determines the level of confusion and diffusion achieved. A good S-box should have a high level of non-linearity, which measures the complexity of the relationship between the input and output. It should also have good algebraic immunity, which measures the resistance to attacks based on algebraic properties. The S-box should also be resilient to other types of attacks, such as differential and linear cryptanalysis. The design of the S-boxes plays a crucial role in determining the efficiency of a block cipher.

Various methods have been proposed for constructing S-boxes, including the use of chaos, polynomials, DNA sequences, TDERC numbers, galois fields(GF),neural network, inversion mapping, and pseudo random number generators(PRNGs) [6], [9]. In the past ten years, there has been significant research on using chaotic systems for the construction of S-boxes. The use of chaotic maps has been widely documented in the literature on this topic.
There are several favorable properties of chaotic systems that make them useful for encryption, including a continuous broad-band power spectrum, strong randomness, periodic states, non-convergence, and sensitivity to initial conditions. The effectiveness of chaotic ciphers for encryption depends on both the chaotic system being used and the encryption scheme chosen. Chaotic systems can be classified into one-dimensional and multi-dimensional types, each with its own advantages and disadvantages. The cryptographic strength of a chaotic cipher can vary depending on the number of independent or dependent parameters in the chaotic
system. In general, it is important to carefully consider the characteristics of the chaotic system being used in order to ensure the security of the resulting cipher. Chaotic maps have been widely used in the design of S-boxes in cryptographic systems. Some of the most commonly used chaotic maps for this purpose include the Gingerbreadman, Henon, Lorenz, Logistic, and Chen maps.

While chaotic systems offer several favorable properties for encryption, such as strong randomness and sensitivity to initial conditions, there are also some potential weaknesses that have been identified by researchers. These include nonuniform data distribution, discontinuity in chaotic sequences, limited randomness, the impact of finite precision, and computational complexity [10], [30], [37], [53], [54]. It is important to carefully consider these factors when using chaotic systems for encryption in order to ensure the security of the resulting cipher. Gaussian distribution is a common method for generating pseudo-random numbers [11]. These types of random number generators can produce high-quality random numbers that are suitable for use in various simulation environments. Gaussian based random number generators can be classified into four main categories: cumulative density function (CDF), inversion transformation, rejection, and recursive methods.

One method for generating Gaussian random numbers is to use the cumulative density function(CDF). This involves inverting the CDF to produce random numbers that follow a specified distribution [13], [15], [16]. Other methods, such as inversion transformation and rejection, involve more complex processes for generating random numbers from a Gaussian distribution. Recursive methods involve using a recursive function to generate random numbers that follow a Gaussian distribution. Regardless of the method used, Gaussian random number generators can be an effective tool for generating high-quality random numbers for use in simulations and other applications. There are several algorithms that are commonly used to generate random numbers using a Gaussian distribution, including the BoxMuller, polarization, and the central limit. The results of a comparison between chaos and Gaussian-based random numbers are presented in Table 1. In order to compare the quality of pseudo-randomness produced by these methods, we selected five different chaotic maps based and 3 different Gaussian distribution-based random number generation techniques and evaluated them using the NIST randomness suite. The results of the assessment show that Gaussian distribution-based pseudo-random numbers generally perform better than chaos-based pseudo-random numbers. While chaos-based techniques offer a number of favorable cryptographic properties, they may still need further improvements in order to keep up with advances in cryptanalysis techniques. In general, it is important to carefully consider the quality of pseudo-random numbers when selecting a method for use in cryptographic systems, as the security of the resulting cipher can depend on the randomness of the numbers used.

TABLE 1. Comparing Techniques of Gaussian and Chaos Theory.

| NIST TESTS | Lorenz Map | Chen <br> System | Henon Map | Gingerbr ead man map | Logisti c Map | Box-Muller Transform | Polarization Decision | Central Limit Algorithm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | P | P | P | P | -- | P | P | P |
| Frequency Within A Block | -- | -- | -- | -- | -- | P | P | P |
| Runs | P | P | -- | P | -- | P | P | P |
| Longest Run Of Ones(Block) | -- | - | -- | -- | P | p | P | P |
| Random Binary Matrix Rank | -- | -- | P | -- | -- | P | -- | -- |
| Non-Overlapping Template | -- | -- | -- | -- | -- | P | P | P |
| Matching <br> Maurer's Universal Statistical | P | P | P | P | -- | -- | -- | -- |
| Cumulative Sum | P | -- | P | P | -- | P | P | P |
| Discrete Fourier Transform | -- | P | -- | -- | P | P | P | P |
| Rank Test | -- | -- | -- | -- | -- | P | P | P |

Gaussian distribution-based methods may be a good option due to their generally higher quality and performance compared to chaos-based methods. In recent years, hybrid chaotic $S$-box construction approaches have been proposed in order to address the need for more secure ciphers as cryptanalysis techniques continue to advance. The use of randomized $S$ Boxes can significantly increase the resilience of IoT systems to cyber-attacks. With the vast number of interconnected devices and the increasing amount of data being transmitted through them, IoT systems are becoming more vulnerable to attacks, which can have significant consequences. One of the key benefits of using randomized S-Boxes in IoT systems is that they can help protect against attacks that target the encryption algorithm. In many cases, IoT devices use standardized encryption algorithms, which are widely known and studied by attackers. By using randomized S-Boxes in the encryption process, the output becomes less predictable, making it harder for attackers to exploit vulnerabilities in the algorithm and extract sensitive data. Moreover, randomized S-Boxes can help protect against brute-force attacks. Bruteforce attacks are commonly used to guess encryption keys by trying every possible combination. However, the use of randomized S -Boxes makes the encryption keys more complex and harder to guess, which makes it more difficult for attackers to break the encryption.

Single chaos-based techniques have not been able to meet the higher standards of security that are now required, so hybrid approaches that combine multiple chaotic maps or integrate chaotic maps with other cryptographic techniques have been proposed as a solution. Chaos-based S-boxes are known to be highly sensitive to initial conditions. This means that small changes in the input can result in significant changes in the output. Gaussian distribution based S-boxes, on the other hand, are less sensitive to initial conditions, which makes them more robust and less susceptible to differential attacks. The Gaussian distribution is a smooth function with continuous derivatives, which makes it more robust and less prone to abrupt changes. This reduces the probability of differential attacks and makes it more difficult for an attacker to exploit the input-output differences to extract the secret
key. The reduced sensitivity to initial conditions also makes Gaussian distribution based S-boxes more resistant to sidechannel attacks, which are attacks that exploit information leaked during the execution of a cryptographic algorithm such as power consumption, electromagnetic radiation, or timing measurements. Side-channel attacks rely on exploiting the sensitive dependence of the output on the input. These hybrid approaches may offer improved security and resistance to cryptanalysis compared to single chaotic map techniques. Gaussian distribution based Pseudo-Random Number Generators (PRNGs) do not require random extraction methods, such as von Neumann extractors, to pass NIST statistical tests. The reason is that these PRNGs utilize the Box-Muller transform, polarization decision method, and the central limit theorem to generate statistically random values with a continuous probability distribution that can produce an infinite number of possible values without repetition. For the proposed design, we have chosen to use the Box-Muller, polarization decision, and central limit technique to design the S-box, rather than relying on chaotic maps. These algorithms are well-established and offer good performance for generating pseudo-random numbers from a Gaussian distribution. By using these algorithms, we aim to achieve a high level of security and resistance to cryptanalysis in the resulting cipher. In the proposed technique, we first designed the S-boxes using the three different Gaussian distribution based PRNG techniques, instead of chaotic maps. The following is the mathematical description of each method: The Box-Muller transform is based on the fact that if you have two independent random variables $x$ and $y$ that are uniformly distributed between -1 and 1 , then the variables $X$ and $Y$ defined by the equations:

$$
\begin{align*}
& f_{X}(x)=\frac{1}{\sqrt{2 \pi \delta}} e^{-\frac{x^{2}}{2 \delta^{2}}}  \tag{1}\\
& f_{Y}(y)=\frac{1}{\sqrt{2 \pi \delta}} e^{-\frac{y^{2}}{2 \delta^{2}}} \tag{2}
\end{align*}
$$

A pair of random numbers, referred to as $r$ and $\theta$, can be generated from the X and Y coordinates. These numbers are
independent of each other and can be described as follows:

$$
\begin{array}{ll}
f_{R}(r)=\int_{0}^{2 \pi} \frac{r}{2 \pi \delta^{2}} e^{-\frac{r^{2}}{2 \delta^{2}}} d \theta, & 0 \leq \mathrm{r} \leq \infty \\
f_{\theta}(\theta)=\int_{0}^{\infty} \frac{r}{2 \pi \delta^{2}} e^{-\frac{r^{2}}{2 \delta^{2}} d r,} \quad 0 \leq \theta \leq 2 \pi \tag{4}
\end{array}
$$

The probability density of R and $\theta$, which are jointly distributed according to the Rayleigh distribution and normal distribution, respectively, can be described as follows: $f_{R \theta}(r, \theta)=f_{R}(r) \times f_{\theta}(\theta)$ is statistically independent. This means that the distribution of R and $\theta$ is independent of one another and can be described as:

$$
\begin{align*}
F_{R}(r) & =\int_{0}^{r} \frac{r^{\prime}}{\delta^{2}} e^{-\frac{r^{2}}{2 \delta^{2}}} d r  \tag{5}\\
F_{\Theta}(\theta) & =\int_{0}^{\theta} \frac{1}{2 \pi} d \theta^{r}=\frac{\theta}{2 \pi} \tag{6}
\end{align*}
$$

The inverse transformation method can be used to generate Gaussian random variables, because both $F_{R}(r)$ and $F_{\theta}(\theta)$ are in closed form. This means that they can be easily transformed into their corresponding Gaussian distributions using the inverse transformation method. The polarization decision method of Gaussian distribution is a statistical technique used to classify data points into one of two categories based on their likelihood of belonging to a particular group. This method is based on the assumption that the data follows a normal distribution, which means that the data points are distributed around a central mean value, with a certain standard deviation. The polarization decision method uses the mean value and standard deviation of the data to determine a boundary, or threshold, between the two categories. Points that are above the threshold are classified as belonging to one category, while points that are below the threshold are classified as belonging to the other category. This function is defined as follows:

$$
\begin{equation*}
F=\int_{-\infty}^{+\infty} f_{X}(x) d x=\int_{-\infty}^{+\infty} f_{Y}(y) d y \tag{7}
\end{equation*}
$$

The square of the transformed function F in polar coordinates is given by equation 8 :

$$
\begin{align*}
F^{2} & =\frac{1}{2 \pi \delta^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{-\frac{x^{2}+y^{2}}{2 \delta^{2}}} d(x) d(y) \\
& =\frac{1}{2 \pi \delta^{2}} \int_{0}^{2 \pi} \int_{0}^{+\infty} r e-\frac{r^{2}}{2 \delta^{2}} d r d \theta \tag{8}
\end{align*}
$$

This approach is near to Box-Muller in that it involves transforming the coordinates to polar form. This transformation results in a uniform distribution of $\theta$ from 0 to $2 \pi$. The normalized distribution function for the radial distance $r$ is:

$$
\begin{equation*}
P(r<a)=\int_{0}^{a} r e^{-\frac{r^{2}}{2}} d r \tag{9}
\end{equation*}
$$

A uniform random number U , with values in the interval [01], is also used in this method. To generate a new point, the radial distance $r$ is multiplied by the original point: $r:(r \cos (2 \pi U)$,
$\operatorname{rsin}(2 \pi \mathrm{U}))$ The inverse transformation of these points results in two standard normal variables.

The central limit theorem is a fundamental result in probability theory that states that the distribution of the sum or average of a large number of independent and identically distributed random variables is approximately normal, regardless of the underlying distribution of the individual variables. This means that if you have a large number of random variables with a certain mean and standard deviation, and you calculate the sum or average of these variables, the resulting distribution will be approximately normal, with a mean equal to the sum or average of the means of the individual variables, and a standard deviation equal to the standard deviation of the individual variables divided by the square root of the number of variables. Here ' $n$ ' number of independent and identically distributed uniform numbers $\mathrm{U}_{\mathrm{i}} \sim \mathrm{U}(0,1)$ then sum of $\mathrm{U}_{\mathrm{i}}$ is:

$$
\begin{equation*}
S=\sum_{i=1}^{n} U_{i} \tag{10}
\end{equation*}
$$

The probability distribution of $S$ can be estimated using the following equation

$$
\begin{equation*}
F_{s}(s)=\Phi\left(\frac{s-n \mu}{\sqrt{n \sigma^{2}}}\right) \tag{11}
\end{equation*}
$$

The mean and variance of the distribution can be calculated using the equations $\mu=1 / 2$ and $\sigma=1 / 12$, The variable z can be selected in such a way that:

$$
\begin{equation*}
z=\frac{s-\frac{n}{2}}{\frac{1}{12} \sqrt{n}} \tag{12}
\end{equation*}
$$

The probability distribution of z can be represented as:

$$
\begin{equation*}
f_{z}(z)=\frac{n}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}} \tag{13}
\end{equation*}
$$

In this paper, we designed S-boxes using various Gaussian distribution techniques and then enhance their nonlinearity value using a novel approach based on genetic algorithm. The paper is structured as follows: The contribution of our work is outlined in Section II. The proposed methodology is explained in Section III. The results and evaluation are presented in Section IV. Finally, the conclusion is given in Section V.

## II. CONTRIBUTION

a- A method is proposed for the construction of dynamic S-boxes by using the box Box-Muller transformation, the polarization decision method, and the central limit theorem.
b- A method is proposed for the optimization of dynamic S-boxes by using the Genetic Algorithm. More than 500000 dynamic S-boxes optimized and results demonstrate that the proposed technique achieves a maximum nonlinearity of 112 , which is similar to the ASE algorithm.
c- Proposed approach passes the standard S-box performance criteria, including nonlinearity, bit independence criterion(BIC), linear approximation probability(LP), strict avalanche criterion(SAC), and differential approximation probability (DP).
d- Proposed technique overcomes the weaknesses of existing chaos-based S-box construction techniques.

## III. PROPOSED DESIGN METHODLOGY

The proposed technique consists of two phases: Construction of S-boxes and the optimization of the constructed S-boxes. The algorithm for constructing the $S$-boxes is described in the following steps, while the algorithm for optimizing the S-boxes is depicted in Figure 2. Specifically, the first phase involves constructing the S -boxes using a specific set of algorithms and procedures, while the second phase involves adjusting and refining the $S$-boxes to improve their performance.

## A. CONSTRUCTION OF S-BOXES

The proposed design algorithm involves the use of linear fractional transformations with parameters $\mathrm{a}, \mathrm{b}$, and c drawn from the Box-Muller, polarization decision and central limit algorithm respectively. In order to ensure the proper functioning of the methodology, it is necessary to avoid certain conditions, such as $\mathrm{cz}=-\mathrm{d}$ and $\mathrm{ad}-\mathrm{bc} \neq 0$.

$$
\begin{equation*}
f(z)=\frac{a z+b}{c z+d} \tag{14}
\end{equation*}
$$

Step 1: To generate the parameters $a, b$, and $c$, we used three approaches: the Box-Muller, the polarization decision, and the central limit. The proposed design for generating these parameters is illustrated in Figure 1a.
Step 2: To create three sequences of random numbers, removed the floating point values from the original sequences and Get resulting sequences.
Step 3: To obtain binary representations of the three sequences of random numbers, convert each sequence into its corresponding binary form by using: Sequence- $1=$ (Sequence- $1 \times$ RandomNo) \%255. Sequence- $2=($ Sequence- $2 \times$ RandomNo) $\% 255$. Sequence-3 $=$ (Sequence-3 x Random No) $\% 255$.
Step 4: To generate a stream of parity bits, Select LSB from each of the binary sequences.
Step 5: To obtain decimal numbers, append 8 parity bits and convert the resulting groups of bits into decimal form.
Step 6: To generate the parameter d: Perform a bitwise XOR operation on the parity bits obtained from the Box-Muller technique and the polarization decision technique. The proposed design for generating d is illustrated in Figure 1b.
Step 7: Perform (Binary of step-6) x (RandomNo) $\} \bmod 255$.

Step 8: To obtain decimal numbers, append 8 parity bits and convert the resulting groups of bits into decimal form.
Step 9: Convert the resultant output of Step-8 into its corresponding binary form.
Step 10: To obtain decimal numbers, append 8 parity bits and convert the resulting groups of bits into decimal form.
Step 11: Perform LFT of equation (14).
For the results, we constructed a total of 100,000 S-boxes and found that the NL of 12431 S-boxes were $\leq$ 99, the NL of 21246 S-boxes were between 100 and 102, the NL of 37275 S-boxes were between 103 and 104, the NL of 24297 S-boxes were between 105 and 106, the NL of 4751 S-boxes were between 107 and 109.

## B. OPTIMIZATION OF S-BOXES

GA states that the most fit individuals are more likely to survive and reproduce. In a GA, selection, crossover, and mutation are standard processes. For our case, we used the selection process to acquire all substitution boxes with NL scores between 100 and 107 as the initial population. This process is based on the idea that these $S$-boxes are the fittest and therefore most likely to be successful in the optimization. In crossover, we used a one-point crossover scheme, which involves exchanging half of each parent's genetic information with the other parent to create new offspring. This scheme is illustrated in yellow in the flowchart shown in Figure 2. Specifically, we selected pairs of parents and exchanged the relevant information to generate new offspring according to the one-point crossover scheme.

This process helps to introduce new genetic diversity into the population and can potentially improve the overall performance of the S-boxes. In the standard GA, crossover and mutation are separate steps, but in our method for generating S-boxes, we combine these steps together. This is because the $S$-boxes produced by the crossover operation often do not have the bijective property. To ensure that the S-boxes produced have the bijective property, we adopted a simple strategy in the mutation process to remove any repetition from the new offspring. In mutation, we flip a single bit from the right side to the left side, and then check the corresponding value within s-box. If value is unique, stop the flipping step. If it is not unique, we continue flipping bits until we find a unique number. In many cases, we are able to achieve the bijective property through the flipping process. However, in a few cases, even after flipping all eight bits, we are unable to find a unique value in the s-box. In these cases, we simply add 1 to the original value and begin the flipping procedure again. When bits are flipped from right to left then on every flip small change occur in the actual value, if we flip bits from left to right then very big change will occur in the actual decimal value of the S-box.

Mutation procedure is shown by the green color in flowchart of Figure 2. Our results show that many S-boxes


FIGURE 1. (a) Design for parameters $a, b$ and $c$. (b) Design for parameter $d$.
and their subsets are repeated, so we use hash-based searching to remove these repetitions. This process is depicted by the blue color in the flowchart. The optimization process using a GA has been shown to significantly improve the overall quality of S-boxes. When comparing the highest quality $S$-boxes produced by the GA method to those produced using a Gaussian distribution based S-boxes. For our experiment, we optimized 500,000 S-boxes and compared the performance of the highest quality 100,000 optimized S-boxes with Gaussian distribution based S-boxes. It can be seen that the GA method produces zero S-boxes with non-linearity less than or equal to 99 . Additionally, the GA method produced 9817 new S-boxes with non-linearity of 110 and 112 , which were not discovered using Gaussian based approach. The detailed comparison is shown in the Figure 3.

## IV. RESULTS AND EVALUATION

Here we evaluated the sample S-box of the previous section using standard S-box evaluation criteria. The proposed method achieved a maximum non-linearity of 112 , equal to ASE. Other statistical analysis also proves that our scheme has high resistance to attacks.

## A. STANDARD S-BOX EVALUATION MEASURE 1) NON-LINEARITY

The nonlinearity of a function is a measure of how different it is from a set of affine functions. It can be quantified by the minimum number of bits that must be altered in the truth table in order to obtain the closest affine function. In cryptographic contexts, the nonlinearity of a function is a key factor in its resistance to linear attacks. A higher nonlinearity score is

TABLE 2. Proposed S-box.

| 0 | 152 | 230 | 198 | 95 | 69 | 27 | 18 | 131 | 70 | 7 | 50 | 134 | 80 | 143 | 112 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 51 | 173 | 234 | 137 | 116 | 162 | 219 | 21 | 207 | 185 | 10 | 66 | 103 | 139 | 149 | 208 |
| 217 | 204 | 22 | 84 | 62 | 47 | 190 | 151 | 223 | 246 | 53 | 244 | 147 | 182 | 122 | 56 |
| 138 | 14 | 142 | 64 | 100 | 117 | 224 | 156 | 213 | 121 | 81 | 34 | 26 | 115 | 165 | 40 |
| 2 | 101 | 41 | 39 | 222 | 60 | 44 | 105 | 251 | 82 | 98 | 135 | 6 | 61 | 229 | 111 |
| 159 | 32 | 169 | 4 | 94 | 119 | 107 | 25 | 87 | 130 | 194 | 245 | 136 | 118 | 192 | 129 |
| 16 | 171 | 209 | 148 | 146 | 5 | 140 | 125 | 228 | 252 | 9 | 46 | 65 | 181 | 96 | 48 |
| 132 | 199 | 160 | 58 | 38 | 218 | 233 | 232 | 200 | 255 | 214 | 184 | 250 | 128 | 33 | 153 |
| 23 | 231 | 3 | 120 | 68 | 249 | 75 | 12 | 113 | 17 | 72 | 166 | 15 | 49 | 97 | 127 |
| 238 | 28 | 67 | 237 | 247 | 172 | 59 | 227 | 215 | 37 | 52 | 91 | 161 | 196 | 193 | 241 |
| 30 | 164 | 1 | 206 | 55 | 157 | 242 | 212 | 99 | 78 | 197 | 144 | 20 | 150 | 79 | 189 |
| 19 | 243 | 126 | 239 | 205 | 11 | 63 | 54 | 253 | 145 | 85 | 202 | 248 | 110 | 86 | 175 |
| 225 | 236 | 174 | 114 | 88 | 102 | 36 | 92 | 155 | 186 | 24 | 226 | 211 | 154 | 43 | 220 |
| 177 | 210 | 35 | 187 | 170 | 74 | 179 | 124 | 201 | 83 | 77 | 71 | 191 | 13 | 176 | 188 |
| 235 | 178 | 163 | 108 | 133 | 141 | 183 | 106 | 31 | 216 | 180 | 195 | 29 | 57 | 90 | 8 |
| 76 | 254 | 89 | 109 | 42 | 203 | 158 | 45 | 73 | 93 | 123 | 167 | 240 | 168 | 104 | 221 |

generally considered to be desirable, as it indicates a higher level of resistance to these types of attacks. In our analysis, we calculated the nonlinearity value of our sample S-box and found it to be 112, as shown in Table 2. In order to compare the security of our sample S-box with other S-boxes that have been proposed in the literature, we also calculated the nonlinearity scores of 30 state-of-the-art S-boxes. The results of this comparison are shown in Table 3. By comparing the nonlinearity score of our sample S-box with these other S-boxes, The results showed that the nonlinearity score of our S-box is equal to or greater than that of state-of-the-art S-boxes.

TABLE 3. Nonlinearity of state of the art S-boxes.

| Substitution box | Nonlinearity | Substitution <br> box | Nonlinearity |
| :---: | :---: | :---: | :---: |
| $[60]$ | 112 | $[6]$ | 98 |
| $[27]$ | 112 | $[43]$ | 106 |
| $[28]$ | 112 | $[45]$ | 106 |
| $[29]$ | 110 | $[43]$ | 106 |
| $[9]$ | 106 | $[46]$ | 106 |
| $[38]$ | 110 | $[47]$ | 108 |
| $[39]$ | 110 | $[48]$ | 108 |
| $[40]$ | 108 | $[49]$ | 110 |
| $[41]$ | 106 | $[50]$ | 106 |
| $[42]$ | 107 | $[51]$ | 112 |
| $[59]$ | 108 | $[55]$ | 110 |
| $[41]$ | 110 | $[56]$ | 108 |
| $[60]$ | 108 | $[57]$ | 110 |
| $[54]$ | 108 | $[58]$ | 112 |
| $[52]$ | 106 | $[53]$ | 110 |

## 2) BIT INDEPENDENT CRITERION(BIC)

It is determined by evaluating the function's truth table and counting the number of input combinations that yield a unique output. A function with a high bit independent
criterion is less likely to be vulnerable to linear attacks, as it is more difficult for an attacker to predict the output of the function based on the inputs. In cryptographic contexts, the bit independent criterion is an important consideration, as it can help to ensure the security and confidentiality of data.

The average value of the BIC-SAC matrix for sample S-box 1 is 0.498 , which is very close to the ideal value of 0.5 . This indicates that our proposed $S$-boxes are able to effectively meet the bit independent criteria. The BIC results for sample S-box can be found in Tables 4 and 5.

TABLE 4. BIC of the sample S-box.

| --- | 104 | 100 | 100 | 106 | 106 | 104 | 106 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 104 | --- | 116 | 102 | 104 | 102 | 104 | 104 |
| 100 | 116 | --- | 104 | 106 | 108 | 100 | 104 |
| 100 | 102 | 104 | --- | 106 | 104 | 100 | 106 |
| 106 | 104 | 106 | 106 | ---- | 106 | 106 | 100 |
| 106 | 102 | 108 | 104 | 106 | ---- | 102 | 104 |
| 104 | 104 | 100 | 100 | 106 | 102 | --- | 104 |
| 106 | 104 | 104 | 106 | 100 | 104 | 104 | ---- |

TABLE 5. Dependent matrix of sample S-box.

| --- | .48828 | .47656 | .50781 | .50195 | .49804 | .52148 | .50976 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .48828 | --- | .48242 | .49218 | .50195 | .48632 | .49804 | .49804 |
| .47656 | .48242 | --- | .48437 | .52539 | .52539 | .50976 | .50781 |
| .50781 | .49218 | .48437 | --- | .50000 | .48632 | .48242 | .51562 |
| .50195 | .50195 | .52539 | .50000 | ---- | .50976 | .48632 | .49609 |
| .49804 | .48632 | .52539 | .48632 | .50976 | --- | .47656 | .46875 |
| .52148 | .49804 | .50976 | .48242 | .48632 | .47656 | ---- | .52929 |
| .50976 | .49804 | .50781 | .51562 | .49609 | .46875 | .52929 | --- |

## 3) STRICT AVALANCHE CRITERIA(SAC)

The strict avalanche criterion is a measure of the sensitivity of a Boolean function to changes in its inputs. It is determined by evaluating the function's truth table and counting the number of input combinations that result in a change in the output. A function with a high strict avalanche criterion is considered


FIGURE 2. GA based Optimization.
to be highly sensitive to changes in its inputs, making it less vulnerable to certain types of attacks. In cryptographic contexts, the strict avalanche criterion is an important consideration, as it can help to ensure the security and confidentiality of data. The results of the SAC analysis for the sample S-box are presented in Table 6.

TABLE 6. Strict avalanche criteria.
.51562 .46875 .48437 .51562 .50000 .45312 .46875 .48437
.45312 .46875 .46875 .51562 .57812 .56250 .51562 .53125
.53125 .46875 .50000 .45312 .53125 .46875 .48437 .53125
.53125 .46875 .51562 .48437 .48437 .50000 .53125 .51562
.54687 .54687 .48437 .46875 .48437 .56250 .51562 .50000
.51562 .51562 .46875 54687.45312 .50000 .54687 .50000

The results of the SAC analysis for sample S-box show that it performs well, with minimum, maximum, and average values of $0.453125,0.031122$, and 0.500488 , respectively.

## 4) RESISTANCE AGAINST DIFFERENTIAL ATTACKS

The resistance of an encrypted image to differential attacks can be gauged by its NPCR and UACI values. Differential attacks involve attempting to uncover the secret key used to encrypt a message or image by examining how the encryption impacts the original data. A high NPCR value indicates that many pixels in the encrypted image have been altered, making it more challenging for an attacker to apply differential analysis to determine the key. A high UACI value signifies that the encrypted image differs significantly from the original, also hindering an attacker's ability to use differential techniques to determine the key. As a result, image encryption algorithms with high NPCR and UACI values tend to be more secure against differential attacks. The mathematical definitions of UACI and NPCR can be found in equations 15 and 16 , respectively.

NPCR Analysis:

$$
\begin{equation*}
N P C R=\frac{\sum_{i, j} D(i, j)}{N \times M} \times 100 \% \tag{15}
\end{equation*}
$$

UACI Analysis:

$$
\begin{equation*}
U A C I=\frac{1}{N \times M} \times\left[\sum_{i, j} \frac{\left|C_{1}(i, j)-C_{2}(i, j)\right|}{255}\right] \times 100 \% \tag{16}
\end{equation*}
$$

Equation 16 presents the determination of the UACI by means of two encrypted images, $\mathrm{C} 1(\mathrm{i}, \mathrm{j})$ and $\mathrm{C} 2(\mathrm{i}, \mathrm{j})$, that have been derived from slightly altered original images. N and M stand for the width and height of the encrypted image, respectively, and $D(i, j)$ is the discrepancy function between the two encrypted images. The discrepancy is defined as:

$$
f(x)= \begin{cases}0, & \text { if } \mathrm{C}_{1}(\mathrm{i}, \mathrm{j})=\mathrm{C}_{2}(\mathrm{i}, \mathrm{j}) \\ 1, & \text { if } \mathrm{C}_{1}(\mathrm{i}, \mathrm{j}) \neq C_{2}(\mathrm{i}, \mathrm{j})\end{cases}
$$

Tables 7 and 8 present a comparative analysis of NPCR and UACI with the proposed method for the test image Lena.

TABLE 7. Comparative of NPCR and UACI.

| Dataset <br> Image | Loc. | NPCR |  | UACI |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Our <br> Proposed | AES | Our <br> Proposed | AES |
| Camera | Start | 99.54 | 99.60 | 30.55 | 33.52 |
|  | Mid | 99.56 | 99.59 | 37.39 | 33.51 |
|  | End | 99.53 | 99.60 | 34.29 | 33.57 |
|  | Lena | Mid | 99.63 | 99.62 | 33.39 |
|  | 99.64 | 99.65 | 31.92 | 33.39 |  |
|  | End | 99.59 | 99.59 | 33.93 | 33.50 |
| Baboon | Start | 99.73 | 99.60 | 30.39 | 33.47 |
|  | Mid | 99.89 | 99.60 | 28.90 | 33.48 |
|  | End | 99.90 | 99.61 | 31.29 | 33.55 |

TABLE 8. NPCR and UACI Comparison.

| Algorithms | NPCR | UACI |
| :---: | :---: | :---: |
| Our Proposed | 99.59 | 33.37 |
| $[25]$ | 99.61 | 33.41 |
| $[20]$ | 98.48 | 32.29 |
| $[21]$ | 99.45 | 24.88 |
| $[22]$ | 99.56 | 28.32 |
| $[23]$ | 99.61 | 33.43 |
| $[19]$ | 99.59 | 28.64 |
| $[26]$ | 99.59 | 33.49 |
| $[24]$ | 99.33 | 33.42 |



FIGURE 3. NL comparison of Gaussian \& GA based approach.

## 5) LINEAR APPROXIMATION PROBABILITY (LP)

It is determined by evaluating the function's truth table and calculating the probability that a linear function will accurately approximate the output of the function for a given set of inputs. Functions with low linear approximation probabilities are considered to be more resistant to linear attacks, as they are more difficult to approximate using linear functions. The maximum LP value of our $S$-box is 0.125 , which meets the LP criteria.

$$
\begin{equation*}
L P_{f}=\max _{\Gamma x, \Gamma y \neq 0}\left|\frac{\{x \in X \mid x \cdot \Gamma x=\mathrm{S}(\mathrm{x}) \cdot \Gamma y\}}{2^{n}}-\frac{1}{2}\right| \tag{17}
\end{equation*}
$$

$\Gamma \mathrm{x}, \Gamma \mathrm{y}$ are masks used for the input and output. The set of all possible inputs is represented by X and $2^{\wedge} \mathrm{n}$ is the quantity of elements that are in that set.

## 6) DIFFERENTIAL APPROXIMATION PROBABILITY(DP)

The differential uniformity of S-box is a key factor in its effectiveness for use in cryptography. To measure this property, we can use differential approximation probability (DP). This metric assesses the extent to which any change in the input of the substitution box, whether in terms of the sequence or the value, results in a corresponding change in the output. To ensure a high degree of differential uniformity, it is desirable for the input differential, represented by $\Delta x i$, to be uniquely mapped to an output differential, represented by $\Delta y i$. This ensures that the substitution box provides a uniform mapping probability for each input value, which is important for maintaining the security and confidentiality of data. DP is represented as [17] and [18]. Table 9 illustrates the DP result of proposed s-box.

$$
D P(\Delta x \rightarrow \Delta y)=\left[\frac{\#\{x \in X \mid(\mathrm{S}(\mathrm{x}) \oplus S(x \oplus \Delta x)=\Delta y)\}}{2^{n}}\right]
$$

```
Algorithm 1 ReverseSbox (S-Box)
in: 2D array of integers, sbox [16], [16];
out: 2D array of integers, ReverseSbox [16], [16];
1: ReverseSbox \(\rightarrow|16||16|\)
2: for row \(\rightarrow 0 \ldots\) (16) do
3: \(\quad\) for \(\mathrm{col} \rightarrow 0 \ldots\) (16) do
4: rowIS \(\rightarrow\) sbox row,col div 16
5: \(\quad\) collS \(\rightarrow\) sbox row,col \(\bmod 16\)
6: \(\quad\) value \(\rightarrow\) row \(* 16+\) col
7: \(\quad\) ReverseSbox rowIS,colIS \(\rightarrow\) value
8: end for
9: end for
10: return ReverseSbox
```


## 7) HISTOGRAM ANALYSIS

Histogram analysis is a technique that can be used to assess the robustness of cipher against cryptanalysis. This method involves examining the distribution of pixels in a plain image after it has been encrypted, and it provides insight into the frequency of different pixel values in the encrypted image. An effective encryption technique should be able to transform the image into an encrypted version that has randomly distributed pixels and sequences, which helps to protect the confidentiality of the data being secured. Proposed approach clearly generates a two-dimensional histogram that is evenly distributed for the encrypted image.

This uniformity among the random pixels demonstrates the effectiveness of the encryption and its resistance to various statistical attacks. As a result, histogram test is ineffective at providing any information about the encrypted image. Test image is depicted in Figure 4 a and its histogram is presented in Figure 4c. Similarly encrypted image is depicted in

TABLE 9. Differential approximation probability.

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 00000 | . 02343 | . 03906 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 |
| . 03125 | . 02343 | . 03125 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 |
| . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 | . 02343 | . 03125 |
| . 02343 | . 03125 | . 03125 | . 02343 | . 02343 | . 03906 | . 02343 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 | . 02343 |
| . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 |
| . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 03906 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 03125 | . 03125 | . 02343 | . 03125 | . 03125 |
| . 03125 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 |
| . 03125 | . 03125 | . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 03906 | . 03125 | . 03125 |
| . 03125 | . 02343 | . 03906 | . 03906 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 02343 |
| . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 03906 | . 02343 |
| . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03906 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 |
| . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 03125 | . 03125 |
| . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 01562 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 |
| . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 03906 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 03906 | . 02343 | . 03125 | . 02343 | . 02343 |
| . 03125 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 03906 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 03125 | . 02343 |
| $\xrightarrow{.02343}$ | . 02343 | . 03125 | . 02343 | . 03125 | . 02343 | . 02343 | . 03125 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 02343 | . 03906 | . 02343 |



FIGURE 4. Figure 4a shows the plain image of Lena and its histogram in Figure 4c, while Figure 4b depicts the encrypted image and its histogram is in Figure 4d.

Figure $4 b$ and its histogram is presented in Figure 4d. It can be observed that the encrypted Lena image bears no resemblance to the original image, indicating the effectiveness of our S-box. Additionally, the histogram of the encrypted image in Figure $4 d$ exhibits a uniform distribution.

To further assess the performance of our proposed method, we tested it on a gray image with 125 gray values, as shown in Figure 5a. Figure 5c shows the corresponding histogram. Figure 5 b displays gray image(encrypted) produced by proposed S-box. As shown in results, the pixels of the encrypted image appear to be randomly distributed. Furthermore, the histogram of gray encrypted image is uniform.


FIGURE 5. Figure 5 a shows a one gray scale image and its histogram in Figure 5c, while Figure 5b depicts the encrypted image and its histogram is in Figure 2d.

## V. CONCLUSION

In literature, extensively S-box construction methods are based on chaotic maps but chaos-based approaches have certain attractive properties for this purpose, they also have some inherent weaknesses, including finite precision effect, dynamical degradation of chaotic systems, non-uniform distribution, discontinuity in chaotic sequences. These weaknesses can limit the effectiveness of chaotic map-based substitution boxes. In this paper, we propose an innovative approach for constructing dynamic S-boxes using three Gaussian distribution-based random number generation techniques: the Box-Muller transform, the polarization decision
method, and the central limit theorem. By utilizing the Gaussian distribution-based method, our proposed approach overcomes the deficiencies of current chaos-based S-box techniques. However, one of the main drawbacks of using Gaussian distribution-based pseudo-random sequences is the low nonlinearity of the resulting S-boxes. To address this limitation, we introduce the use of genetic algorithms (GAs) to optimize the nonlinearity of Gaussian distribution-based S-boxes. Our proposed method demonstrated a high degree of nonlinearity, reaching a peak value of 112 , similar to that achieved by the ASE algorithm.
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