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ABSTRACT SK-QuAD is the first manually annotated dataset of questions and answers in Slovak. It consists
of more than 91k factual questions and answers from various fields. Each question has an answer marked
in the corresponding paragraph. It also contains negative examples in the form of ‘‘unanswered questions’’
and ‘‘plausible answers’’. The dataset is published free of charge for scientific use. We aim to contribute to
the creation of Slovak or multilingual systems for generating an answer to a question in a natural language.
The paper provides an overview of the existing datasets for question answering. It describes the annotation
process and statistically analyzes the created content. The dataset expands the possibilities of training and
evaluation of multilingual language models. Experiments show that the dataset achieves state-of-the-art
results for Slovak and improves question answering for other languages in zero-shot learning. We compare
the effect of machine-translated data with manually annotated. Additional data improve the modeling for
low-resourced languages.

INDEX TERMS Crosslingual dataset, monolingual dataset, multilingual dataset, machine translation, neural
language model, question answering, Slovak language.

I. INTRODUCTION
The performance of question answering (QA) systems
depends on the amount of available annotated language
resources and the quality of statistical models. Common rea-
sons for the lack of language resources are funding and weak
research and development infrastructure. If we want to create
a new dataset for any language, we must consider whether it
is more beneficial to focus on manual annotation or perform
machine translation of an existing resource into the target
language. Manual annotation is complicated, expensive, and
takes a long time. In contrast, machine translation is fast and
inexpensive, but its disadvantage is lower accuracy. Even if
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the conditions and finances for creating a new dataset are
available, it is necessary to consider overcoming lengthy
organizational difficulties, given the required quality.

The infrastructure for the QA systems works fine
in English. There exist multiple language resources and
fine-tuned language models. The situation is significantly
different for other languages, especially for low-resource
languages. That is why we decided to create a new resource
– the Slovak question answering dataset. Within this task,
we focused on the creation of both types of datasets, a man-
ually annotated, as well as a machine-translated dataset. The
new datasets can significantly improve the performance of
existing systems for machine reading comprehension (MRC)
in Slovak, also multilingual QA systems, and will expand the
range of available benchmark corpora for evaluating language
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models. We also tried to get as close as possible to the
Stanford Question Answering Dataset, version 2.0 (SQuAD
v2.0) [1]. The dataset will be publicly available at.1

The article is organized as follows. In Section II, we focus
on the problem of question answering in general and
briefly summarize the existing monolingual and multilingual
resources. Also, we take a closer look at existing Slovak
language resources. In Section III, we describe in detail the
procedure for creating a manually annotated QA dataset for
the Slovak language. Furthermore, Section IV contains a
detailed analysis of this dataset. In Section V, we introduce
the second created QA dataset based on machine translation
of the original English SQuAD v2.0 into the Slovak language.
Next, we trained different QA models and compared them in
two experiments. The experiments show the usefulness of the
dataset for monolingual andmultilingual question answering.
Finally, Section VII summarizes the contribution of our work
and concludes the paper with future directions.

II. STATE OF THE ART
Machine understanding is the ability to formulate meaningful
answers to questions in natural language using unstructured
text. The formal definition of QA according to [2]:

Typical machine reading comprehension tasks
could be formulated as a supervised learning prob-
lem. Given a collection of textual training examples
(pi, qi, ai)ni = 1, where p is a passage of text, and q
is a question about the text p. The goal of a typical
MRC task is to learn a predictor f that takes a
passage of text p and a corresponding question q
as inputs and gives the answer a as output, which
could be formulated as the following formula:

a = f (p, q). (1)

The answer is defined as filling in the missing word
(clause), choosing one of several options, beginning and end-
ing in the text as a probability distribution between the words
of the paragraph, or as a continuous sequence of words [3].
Albilali et al. [4] divide machine understanding tasks
accordingly.

Generating an answer to a question is one of the tasks for
verifying the performance of neural language models. With
the advent of pre-trained language models, there is a need for
their accurate evaluation. Although there are already several
pre-trained neural language models with support for Slovak,
a dataset for their verification has not yet been created, which
would be compatible with the standard sets SQuAD [1] and
GLUE [5]. For example, Brown et al. [6] tested the GPT3
model on multiple tasks, including QA. The neural language
model shows good performance even in few-shot tasks, where
not enough data is available.

Chen et al. [2] divide the QA system into two parts: the
information retrieval module and the machine understanding
module. The retrieval module retrieves the set of passages

1https://huggingface.co/datasets/TUKE-DeutscheTelekom/skquad

TABLE 1. Content of the English SQuAD datasets [1].

relevant to the question. The understanding module searches
for the answer in the found passage. We focus on searching
a span with the answer and ignore the paragraph retrieval
process, although this is also a research topic [7].

A. ENGLISH QUESTION ANSWERING DATASETS
A majority of question answering and machine reading com-
prehension research focuses on the English language, which
offers a wide selection of benchmark datasets. Since the
literature on question answering is broad and extensive,
we selected several interesting review and research articles
that deal with this topic in more detail [3], [8], [9], [10], [11],
[12], [13], [14], [15], [16], [17].

B. THE STANFORD QUESTION ANSWERING DATASET
The most used dataset for validating neural language models
is the Stanford Question Answering Dataset (SQuAD).

In SQuAD v1.1 [18], the authors created a basic dataset
focused on natural language understanding that contains
more than 100k hand-annotated questions and answers in
the context. The question refers to a specific paragraph.
The answer is the area highlighted in the paragraph. Later,
the authors extended the dataset with ‘‘unanswerable’’ ques-
tions [1]. The SQuAD v2.0 contains additional 50k negative
examples of questions and answers to help distinguish the
relevant paragraphs. One negative example consists of an
‘‘unanswerable’’ question, in words resembling an answer-
able question, but modified so that the correct answer does
not exist or is not found in the current paragraph. Each
‘‘unanswerable’’ question is also annotated with a ‘‘plausi-
ble’’ answer.

Annotated questions and answers serve as training exam-
ples to automatically mark the answer, even to an unknown
question. Unanswerable questions serve as negative examples
for training the distinction between relevant and irrelevant
paragraphs.

The statistics on the number of articles, questions, and
unanswerable questions for both English SQuAD datasets are
summarized in Table 1.

C. NON-ENGLISH QUESTION ANSWERING DATASETS
The options for answering questions in non-English lan-
guages are limited. Such datasets usually include only one
other language, very rarely a low-resource language.

There are several attempts to clone the original English
SQuAD for other languages. Such datasets can be divided
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into two groups: created automatically usingmachine transla-
tion, or manually annotated based mostly on crowdsourcing.

Automatically translated datasets are easy to create but
have the disadvantage of inaccuracy caused bymachine trans-
lation. The second disadvantage is that they bring new infor-
mation because they were created by translating the original
articles. Manually created datasets do not have these short-
comings. However, human annotation is significantly more
expensive and time-consuming. Therefore, such datasets are
significantly smaller and only very rarely contain unanswer-
able questions.

Chandra et al. [19] provide a comprehensive survey on
the recent progress of non-English MRC and open-domain
QA datasets. The authors reviewed QA datasets in 14 main
languages other than English, as well as several multilingual
and cross-lingual QA datasets.

A study by Rogers et al. [20] is the largest survey of
current monolingual and multilingual QA/RC resources for
languages other than English. This survey focuses exclusively
on the typology of existing resources. It brings a systematic
review of existing resources with respect to a set of criteria:
questions versus statements or extractive, multiple choice,
categorical, and freeform answers. The authors consider the
conversational features of current resources, their domain
coverage, and the available language.

The short overview of SQuAD-likemonolingual, machine-
translated, and multilingual QA datasets for different lan-
guages other than English can also be found in the paper [12].

1) MACHINE-TRANSLATED SQuAD DATASETS
We summarized a total of 17 machine-translated datasets in
14 different languages (see Table 2).
Machine translation was performed mainly using the

Google Translate API. In rare cases, another tool was used,
such as DeepL [21], the TAR method [22], or LINDAT
Translator [23]. Therefore, each paragraph is automatically
translated with all relevant questions and marked answers.

Machine-translated datasets approach the original SQuAD
v2.0 set in scope. In some cases, only a certain part of the
SQuAD v1.1 dataset is translated, or v2.0. However, there is
often a problem with the translation itself and the alignment
of questions and answers after translation at the word level.

Some of the questions are literally translated, some of
the translations may be rephrased, and some translations
of the questions may result in multiple translation variants,
as summarized in [24]. However, a small part of the questions
has to be discarded, usually, because some words cannot be
translated correctly or it is not clear from the answer which
question it belongs to.

To verify whether the translation between the languages
has been done correctly, it is approached either by manual
control or by automatic reverse translation into English, and
a subsequent comparison of the original with this reverse
translation. This also gives us feedback on how well a tool
was used to translate between languages. Such a reverse

translation was used, for example, for the automatic creation
of a machine-translated corpus SQuAD-uk for the Ukrainian
language [25], or SQuAD-pl for the Polish language [26].
In both cases, there was no additional manual review of the
translated questions and answers.

A problemwith alignment occurs when the beginnings and
ends of the answers to the relevant questions are not correctly
marked in a paragraph or if the links between words in the
adjacent context are broken due to translation. Therefore, it is
necessary to look for the correctly translated answer in the
context of the paragraph. This is usually done by:

• using a special tag inserted during translation (breaks the
context);

• using an approximate search for a specially translated
answer (requires word vectors and may not be exact);

• alignment of the original and translated contexts.

2) MONOLINGUAL QUESTION ANSWERING DATASETS
By July 2022, we have identified a total of 28 human-
annotated datasets in 20 different non-English languages (see
Table 3). The size of manually annotated datasets ranges from
units of thousands to tens of thousands of triplets (paragraph-
question-answer). The range closest to the English SQuAD
is only three datasets, namely the FQuAD [35], [36],
KorQuAD [37], [38] and partly also SberQuAD [39].

The dataset creation methodology was in all cases very
similar to the original English SQuAD. The data source
is mostly Wikipedia for the respective language. The para-
graphs range from 300 to 500 characters. 3 to 5 questions
are manually created for the relevant section. Questions are
additionally validated and edited either manually or with
the help of various NLP tools, where grammatical errors or
correct inflection are checked. Questions that are too general
or vague, or that require further justification, are usually
discarded. The emphasis is also placed on the length of the
marked answer in terms of words. Answers that are too
short or too long are discarded. In some cases, the source of
data is exam questions and the student’s answers assigned to
them, official documents containing FAQs, various quizzes,
etc. The QA datasets for Bulgarian [40], Portuguese [41],
Turkish [42], or Kenyan Swahili [43] were created this way.

The manual creation of the questions and marking of
the answers to the relevant paragraphs was usually done by
crowd-sourcing by trained workers. To create answers to
the questions, custom annotation tools were used, such as
AddQA [44], PIAFanno [45], SAJAD [46], or already exist-
ing web crowd-sourcing platforms such as Amazon Mechan-
ical Turk [27], Toloka AI [39], or Prolific [47].

The need to create new large-scale datasets for other
low-resource languages is still relevant. However, the prob-
lem is that the only universal data source is currently
Wikipedia, which is too general and fact-oriented and may
not sufficiently cover certain domains in which QA systems
are presently being created, e.g. from the field of medicine.
Factual questions also do not give annotators enough room to
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TABLE 2. Overview of machine-translated SQuAD datasets.

create more complex questions. Some answers to questions
lack further justification or clarification of the answer. There
may be different opinions on some questions that current
fact-oriented datasets do not include. Also, most datasets
lack Why? questions. Very few QA datasets are oriented
toward solving numerical examples or mathematical prob-
lems. These are the challenges scientists face currently when
designing and creating new MRC and QA datasets.

3) CROSSLINGUAL AND MULTILINGUAL QUESTION
ANSWERING DATASETS
From the above overview, it is clear that for some languages
there are not enough resources for the preparation of a natural
understanding system. Loginova et al. [61] discuss the current
state of the art and the remaining challenges in multilingual
QA.

In general, there exist three main approaches to solving
multilingual question answering and transferring knowledge
from English to other languages:

• zero-shot/few-shot;
• translate-train;
• translate-test.

Zero-shot and few-shot approaches use multilingual lan-
guagemodels trained on a corpus of data available in different
languages. In the few-shot approach, the multilingual model
is subsequently fine-tuned for the task in the target language.
In addition, the validation data are from the target language.

On the contrary, the translate-train and translate-test
approaches use machine translation. Machine translation can
be used at several points in the machine learning chain. But
machine translation creates additional inaccuracy and bias.
In the case of the translate-train approach, the training set
is translated from English to the target language, and then
language models are created for the target languages. Test
examples are from the target language. The translate-test
approach involves the translation of test examples (questions

and answers) from the source language into English, and the
evaluation takes place with the English model.

Several multilingual datasets have been published in the
last five years. Table 4 compares the most significant pub-
licly available multilingual question answering datasets. The
table highlights the number of languages and total examples
provided for each dataset.

D. SLOVAK LANGUAGE RESOURCES
The Slovak language belongs to the group of west Slavic
languages and uses Latin script. Language is characterized by
a free-word order in a sentence, a large number of morpholog-
ical forms, and grammar with a number of exceptions. Words
are formed by attaching a prefix or suffix depending on their
grammatical or meaning function. The number of speakers
(including the diaspora) is less than 10 million.

Slovak has a lack of language resources, but the situa-
tion has improved in recent years. Among basic language
sources, WordNet [69], Slovak Dependency Treebank [70],
(dependency corpus with marked morphological markers and
lemmas) and the Aranea Web Corpus [71], are available.
Commonly available multilingual language models, such as
multilingual BERT [72], also include support for Slovak.
Colleagues from Gerulata and the KInIT institute have cre-
ated a monolingual SlovakBERT model [73], which achieves
state-of-the-art results for the Slovak language in both part-
of-speech tagging and text categorization tasks. However,
Slovak is still one of the languages where few language
resources are available.

The existing Slovak language corpora do not yet contain
any resources for the creation of QA systems. The only
precursor comes from our previous research. We created
the Slovak Categorized News Corpus (SCNC) dataset [74]
to evaluate the results of the information retrieval. The
SCNC dataset contained a set of natural language ques-
tions and corresponding newspaper articles that contained the
answer.
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TABLE 3. Overview of crowdsourced monolingual QA datasets.

TABLE 4. Overview of crosslingual and multilingual QA datasets.

III. ANNOTATION OF THE DATASET
The goal when designing the dataset was to get to the SQuAD
2.0 data set as closely as possible. Constrained resources
did not allow us to reach the size of the original database.
The second limitation was the scope of the Slovak section of
Wikipedia. The English SQuAD contains questions from the
top 500 Wikipedia articles. This approach could not be used
for the Slovak because the longest articles do not have enough
paragraphs. We had to annotate more articles. Therefore,
the SK-QuAD thematically covers almost the entire Slovak
Wikipedia.

We used the Prodigy annotation tool [75] to annotate the
questions and answers. One annotation task corresponds to

oneweb application deployment and different configurations.
We used PostgreSQL to store the results. An additional Flask
application helped us to track the progress of the annotations.
The proposed crowdsourcing system is depicted in Figure 1.
We divided the prepared text from Wikipedia into several

tasks for annotators:

1) annotation of questions and answers;
2) questions and answers validation;
3) annotation of unanswerable questions.

More than 150 volunteers and 9 part-timers annotated the
questions and answers. After that, five paid workers checked
and corrected them. Some validated items were converted
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FIGURE 1. Components of the proposed crowdsourcing system.

FIGURE 2. Flow of the annotations.

into unanswerable questions and plausible answers by two
workers. The flow of the annotation is shown in Figure 2.

A. PREPARATION OF THE TEXT
The input was a compressed dump of the Slovak Wikipedia.
The text preprocessing consisted of the following steps:

1) Parsing the dump. We parsed the Wikipedia dump and
identified individual articles. For each article, we iden-
tified its title and text.

2) Parsing articles. We have removed the tags so that the
resulting text is as clean as possible. We prepared the
sections in a form suitable for annotation. We divided
each article into paragraphs.We have attached informa-
tion about the title of the article and its serial number
to each paragraph.

3) Removal of inappropriate articles. We removed articles
with the results of sports events, e.g. World Cups, and
articles that do not contain usable text for annotation.
Moreover, we removed the following paragraphs from
the articles:

• shorter than 500 characters;
• containing mathematics;
• containing bullet points;
• badly parsed.

4) Division of the dataset into annotation batches. During
the preparation, we divided the dataset into 100 parts.
Each n− th part contains every hundredth article with a
shift of n. Each section selected in this way covers the
entire Wikipedia evenly. We annotated the selections

TABLE 5. Statistics on Slovak Wikipedia.

FIGURE 3. Annotation of questions and answers using the Prodigy tool.

gradually. Therefore, the SK-QuAD dataset themati-
cally covers almost the entire Slovak Wikipedia.

5) Transformation of the batch into a form suitable for
annotation. The paragraph was converted into Prodigy
format and passed into the question-and-answer anno-
tation.

Table 5 summarizes statistics about the extracted text, suit-
able for annotation.

B. ANNOTATION OF ANSWERABLE QUESTIONS AND
ANSWERS
In the first step, annotators annotated questions and answers
in Wikipedia paragraphs longer than 500 characters. The
annotator first read the paragraph, wrote the question in
the text box, and marked the answer. The same item was
shown five times, so the annotator had the opportunity to
write a maximum of five questions and answers for each
paragraph. The question had to be about the fact that is
present in the context. The question had to be short and
unambiguous.

The question had to be grammatically correct. This require-
ment could cause some questions and answers to sound
unnatural because the annotators had to respect the morpho-
logical form in the context and adapt the question accord-
ingly. This problem does not occur in English, because it
has fewer morphological forms, and therefore it is easier to
write a grammatically correct question for the highlighted
words.

We instructed the annotators to ignore paragraphs that
contained too few facts or were poorly formatted. The answer
had to exist in the text. The Prodigy interface displays the title
of the article and a link to Wikipedia for each paragraph to
increase the motivation of the annotators because they could
learn something new.
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TABLE 6. Correction statistics on SK-QUAD.

C. QUESTIONS AND ANSWERS VALIDATION
After marking the questions and answers to the paragraphs,
we automatically validated the highlighted questions and
answers.We eliminated any unit where the question or answer
was too short or duplicated for that paragraph. In the text,
we have marked the words that contain misspellings.We used
the Hunspell library with a Slovak dictionary [76].

We put the auto-validated questions and answers into
the Prodigy web interface for manual review. Annotators
corrected typos, shortened excessively long questions and
answers, and edited the questions in the grammatically cor-
rect form. If a subject or object wasmissing from the question,
the annotators had to fill it in.

The total number of annotated questions and answers was
82,356 items, but 4,548 were discarded because it was impos-
sible to correct them during validation. The remaining 77,808
questions and answers undergo corrections. Table 6 shows
the number of input items and the number of corrected items
processed by the annotators. The corrected items are calcu-
lated as the Levenshtein distance between the original and
corrected versions. However, it was not possible to correct
the letters in the answers because the answer is a span in the
existing text.

D. ANNOTATION OF UNANSWERABLE QUESTIONS
In the third step, we annotated unanswerable questions. This
step results in a question and answer that look correct but
are not. The correct answer to the question should not be in
the paragraph. These questions serve as negative examples.
Thanks to them, the neural network can distinguish the rele-
vance of the proposed span from the answer.

Unanswerable questions were created by annotating the
validated answerable questions from the previous step. Anno-
tator was shown a question with the answer highlighted
in the paragraph. He modified the correct question into an
unanswerable one and had to highlight a plausible answer to
the unanswerable question. More details about unanswerable
questions and plausible answers are explained in the original
SQuAD v2.0 paper [1]. It should be noted that unanswerable
questions did not undergo further validation because they
were validated in the previous step.

IV. ANALYSIS OF ANNOTATIONS
The manual annotations were exported into the SQuAD
v2.0 format. We have ensured that there is exactly one answer

TABLE 7. Statistics on the SK-QuAD dataset.

TABLE 8. Interrogative pronoun word forms, including inflections and
prepositions.

to the questions in the training set. However, this may not be
true for the test set.

The size of the SK-QuADdataset is summarized in Table 7.
The table shows that the Slovak dataset has a slightly lower
number of questions and covers a much larger number of
articles when compared to the original English SQuAD v2.0.

A. PRONOUN FORM ANALYSIS
In the first step, we investigated the most commonly used
interrogative pronouns. This analysis should reveal a bias in
the morphological forms of the questions.

The interrogative pronoun indicates what will be the object
of the question. In Slovak, the interrogative pronoun usually
comes first. Therefore, we have found a list of the most
frequent words in the first place of the sentence. The inter-
rogative pronoun is often bound to a preposition. The list
of the most common prepositions was used to identify the
preposition bound to the interrogative pronoun. Our algo-
rithm also joined multiple inflections of the same pronoun.
The identified pronouns were grouped to match their English
translation.

Table 8 can be compared with the other SQuAD clones.

B. ANALYSIS OF ANSWER TYPES
Next, we tried to approximate Table 2 from the paper [18].
According to the parts of speech and named entities, we clas-
sified the question into one of 9 categories:

• AP: adjective phrase;
• NP: noun phrase;
• VP: verb phrase;
• PER: person;
• LOC: location;
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TABLE 9. Analysis of answer types.

FIGURE 4. Coverage by questions for each Wikipedia category in
logarithmic scale.

• ORG: other entity;
• NUM: general quantity;
• DATE: date or time;
• UNK: unrecognized type.

We use a similar algorithm. We separated the numerical
(NUM and DATE) and non-numerical answers first. Then,
our proposed Slovak spaCy model identified part-of-speech
tags and named entities for non-numerical answers. The fre-
quency of parts of speech determined the type of clause (AP –
an adjective phrase, NP – noun phrase, VP – verb phrase). If a
named entity was present in a noun phrase, it was redefined
as PER – person, LOC – location, or ORG – other entity. The
rest of the answers were marked UNK. Table 9 summarizes
the resulting frequencies of the answer types.

C. TOPIC ANALYSIS
The original English SQuAD dataset annotated around
500 longest articles and covered only a restricted set of topics.
We analyze the topics in our database and compare them
with the original. The article category is a useful feature
because it describes the topic and is available for each article.
We obtained the categories for each article in SK-QuAD and
SQuAD v2.0 from the Wikipedia API. We calculated co-
occurrences of a category of the context and question. One
question contributed one point to each category in its context.

The plot in Figure 4 shows the resulting score for each
category on a logarithmic scale. The Slovak database con-
tains 14,063 categories, and the English database contains
only 741 categories. The plot confirms that our database is
thematically broader.

V. SLOVAK TRANSLATION OF THE SQuAD v2.0
We supplemented the human-annotated part with a machine
translation of the SQuAD v2.0 dataset. We used the freely
available and fast Marian neural MT framework [77] with the
Helsinki NLP Opus English-Slovak model [78]. The authors
declare that the BLEU score of this model is 36.8.

For machine translation, we used the following procedure:

1) conversion of SQuAD from JSON to paragraph form
– the questions and answers have been turned into
separate paragraphs;

2) machine translation of paragraphs – for each paragraph,
question, and answer, we obtained its translation into
Slovak;

3) finding the translated answer in the translated para-
graph;

4) validation of the resulting questions and answers – we
eliminated answers not present in the paragraph.

Searching for the answer in the translated paragraph can be
complicated because the Slovak language is inflectional and
has a free-word order. The answer in the context will probably
use different word forms than the translated answer. Thus,
an approximate search is needed to identify the most seman-
tically similar part in the context. Therefore, we chose the
search using word vectors. We tried these steps in sequence:

1) exact search for the original answer;
2) exact search for the translated answer;
3) approximate search for the translated answer.

We searched in context using a floatingwindowof the same
size as the translated answer. We calculated the mean word
vector A for a floating window and the mean word vector
for the translated answer B. Next, we calculated the cosine
similarity between the vectors A and B and searched for the
window with the maximal similarity to the translated answer.
We ignore parts with a similarity lower than a threshold to
limit spurious results.

We used the spaCy library [79] to facilitate approximate
text searches. We created our word vector model using Fast-
Text [80] with Floret vectors [81]. For modeling, a web
corpus from our previous research [82], [83] was used. Our
Slovak spaCy model is freely available at [84].

A visual inspection of the translated dataset revealed that
sometimes not all words were found or the answer does not fit
the question grammatically. This type of error results from the
differences between the Slovak and English languages. More
research is required to identify and eliminate grammatically
incorrect answers.

On the other hand, in the vast majority of cases, the result
was understandable and grammatically correct. The approx-
imate search fails infrequently. The machine-translated part
(SQuAD-sk) is of similar size to the original.

This translation procedure applies to similar languages
with a trained word vector and a machine translation model.
It is independent of the machine translation method – any
other translation model can be used.
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VI. EXPERIMENTS
We conducted two experiments. They could help us to eval-
uate the usefulness of the dataset for monolingual and multi-
lingual question answering.

A. MONOLINGUAL QUESTION ANSWERING EXPERIMENT
The first experiment shows that the model, fine-tuned on the
new dataset, achieves a new state-of-the-art for Slovak. The
previous methods to train an QA system before our corpus,
such as zero-shot classification, translate-train, or translate-
test, did not use any annotated data.

We train neural models for QA with multiple sets in the
Slovak language. We use the following pre-trained language
models with Slovak support:

• monolingual SlovakBERT, base type, 110 million
parameters – same as RoBERTa-base;

• multilingual BERT, base type, 110 million parameters.
We fine-tuned both models on the SQuAD v2.0 dataset, the

Slovak crowdsourced SK-QuAD dataset, the Slovak trans-
lated SQuAD v2.0 dataset (SQuAD-sk), and on the combined
dataset, which also contains both manually annotated and
machine-translated data together. The purpose of the com-
bined dataset is to verify the impact of additional data on the
accuracy. The sizes of the data sets are summarized in Table 7.

During training, we used the Hugging Face Trans-
formers toolkit with the following hyper-parameters:

learning_rate = 3e-5, epochs = 3,
max_seq_length = 512, stride = 128,
null_score_diff_threshold = 0.5.
We used exact match (EM) and F1 score to evaluate the

BERT models. EM measures the percentage of predictions
that match any reference answers at the token level. The F1
score is the harmonic mean of precision and recall. Precision
measures the ratio of correct tokens in the prediction. Recall
rates the ratio of the correct tokens in the prediction to the cor-
rect response. If a question has multiple reference answers,
the highest F1 score is taken. The average F1 of all predictions
is the final F1 of the system.

For verification, we trained the English QAmBERTmodel
on the original SQuAD v2.0 with the same hyperparameters.
We achieved EM=74.67 and F1=78.11.

Table 10 summarizes the results of the experiment.
We found that, as expected, the manually annotated dataset
has the most significant benefit. The accuracy of the Slovak
model is comparable to the English one. The performance
of the monolingual model is consistently better than the per-
formance of the multilingual model. The machine-translated
dataset is not significantly better than zero-shot training on
the English training data. However, the performance of the
Slovak QA system was quite acceptable, even without man-
ually annotated data.

Different morphological features of the Slovak and English
languages cause the lower EM of the system trained on
machine-translated SQuAD-sk. It is possible that the gram-
matical form of the question does not fit the answer because
the script translates it together with the context. Automatic

TABLE 10. Results of monolingual question answering.

elimination of these questions or manual correction could
bring improvement.

B. MULTILINGUAL QUESTION ANSWERING EXPERIMENT
In the second experiment, we want to show that the language
data that we created improve multilingual QA. We use a
zero-shot approach that does not require machine translation.
We assume that if we use a multilingual model and train it for
the QA task, the system will be able to work with a language
that is not included in the QA training set to some extent.
This feature was confirmed in the previous experiment and in
previous research [85].

The multilingual language model is trained on data from
Wikipedia. Individual languages are represented in the multi-
lingual BERT (mBERT) training set according to the number
of articles on Wikipedia.

For comparison, the number of articles in individual lan-
guage mutations is as follows: Slovak (SK) – 241,870;
English (EN) – 6,096,182; Russian (RU) – 1,633,311; Korean
(KO) – 603,748; and Total 59,330,413. The English language
is best represented in the language model. We assume that
there will be better results for the English language, too.

As a verification task, we selected XQuAD [63], the man-
ual translation of SQuAD v1.1 into 11 other languages.
We use KorQuAD [38], SberQuAD [39], and SK-QuAD as a
training set. We did not include the English SQuAD, because
the test set is its translation and the results would not be
relevant. We also used a large concatenated set with data from
all three of these sets. That way we will know what effect a
large amount of data has on accuracy.

We used the Hugging Face Transformers library and the
same mBERT base model as in the previous experiment. The
evaluation method was SQuAD v1.0, F1 and EM metrics.

As we can see in Table 11, the average accuracy of F1 is,
as expected, the best for the largest ‘‘joined’’ training set.
It shows that the new training data improve the accuracy of
the zero-shot approach to multilingual QA. The concatenated
training set achieves the best results for all languages, except
for Spanish and Romanian, where the Russian training set is
the best. This means that the new Slovak language resource
improves the accuracy of multilingual QA in a zero-shot way.

For separate models, the Russian training set achieves the
best results. It is consistent with the fact that the Russian
part of the mBERT model training set is larger than the
Korean and Slovak parts. The topic of language bias in mul-
tilingual models is addressed by [86]. The paper evaluates
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TABLE 11. Results of multilingual question answering.

the representation quality of mBERT on 99 languages for
named entity recognition and 54 for part-of-speech tagging
and dependency parsing. They conclude that while mBERT
covers 104 languages, the 30% languages with the least pre-
training resources perform worse than using no pre-trained
language model at all. The Slovak language is not one of
them.

VII. CONCLUSION
SK-QuAD is the first QA dataset for the Slovak language.
The manual annotations do not have distortion caused by
machine translation. The dataset is thematically diverse; it
does not overlap with the original SQuAD, but it brings new
knowledge. Each question and the answer were checked by
at least two annotators. This dataset will mainly contribute
to the creation of new systems for generating an answer to
a question in natural language. It enables both training and
verification of such a system. The dataset is published free of
charge for scientific use.

A new language resource sets the stage for research in nat-
ural language processing. This data set will enable a mutual
comparison of current and future Slovak and multilingual
neuron language models. In addition to the Slovak language,
this new dataset is beneficial for natural language processing
in general. The fact that the dataset covers other parts of
Wikipedia brings new possibilities for exploring multilin-
gualism and crosslinguality.
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