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ABSTRACT The ORB (Oriented fast and rotated brief, ORB) algorithm is limited by its inability to extract
feature points or extract only a small number of feature points when a fixed threshold is used in complex
lighting conditions. To address this issue, this paper proposes a method that combines image enhancement
with truncated adaptive threshold to improve theORB feature extraction algorithm. Firstly, the original image
is converted to grayscale. Secondly, the image is enhanced by applying Gaussian filtering for noise reduction,
truncated adaptive gamma brightness adjustment, and unsharp masking operation. Then, the enhanced image
is segmented into subregions of a specified size, and an improved truncated OTUS method is employed to
calculate the adaptive threshold for each subregion. Finally, ORB feature points are extracted by utilizing the
adaptive threshold. Experimental results show that the improved ORB algorithm can significantly increase
the number of feature points in complex lighting conditions, with good accuracy, real-time performance, and
robustness.

INDEX TERMS Feature extraction, ORB, image enhancement, adaptive threshold, OTUS.

I. INTRODUCTION
ORB (Oriented fast and rotated brief, ORB) is an efficient and
pixel-based feature detection algorithm which has extensive
applications in diverse fields, including target recognition
[1], [2], simultaneous localization and mapping [3], [4], [5],
and remote sensing images [6].

As shown in Table 1, there have been many excellent
feature extraction algorithms in history. The algorithm of
ORB is established upon the the algorithm of FAST (Features
from accelerated segment test, FAST), which determines the
orientation of feature points by the grayscale centroid method
and determines the feature descriptor by BRIEF (Binary
robust independent elementary features, BRIEF). In contrast
to existing feature extraction algorithms, ORB algorithm
gives the many advantages: Firstly, ORB algorithm has only
one parameter (threshold), which makes it relatively easy
to adjust. Secondly, ORB algorithm has a fast processing
speed, making it suitable for real-time processing of large
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TABLE 1. Development of feature extraction algorithms.

amounts of data. In addition, the accuracy and stability of
ORB algorithm have been verified in experiments, and it
can effectively detect key points. Overall, ORB algorithm is
an efficient, accurate, stable, robust, and widely adaptable
feature extraction method suitable for various computer
vision tasks.
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However, the ORB feature extraction algorithm has signif-
icant limitations in the presence of lighting variations, as it
uses a fixed threshold to detect whether a pixel is a key point.
This means that in situations with significant lighting varia-
tions, pixel values in different regions may exceed the thresh-
old, leading to incorrect detection of key points. Moreover,
lighting variations can increase noise and interference signals
in the image, further degrading the algorithm’s performance.
Therefore, addressing the problem of lighting variations is
one of the key challenges in improving the performance of
the ORB feature extraction algorithm.

In recent years, scholars have mainly made two improve-
ments to address the illumination variation problem in
the ORB algorithm: the first is to improve the calcula-
tion method of adaptive thresholds [17], [18], [19], and
the second is to expand the application scope of adaptive
thresholds [20], [21].

To address the problem of the unsuitability of the threshold
in the ORB algorithm for different image scenes, scholars
have proposed adaptive threshold calculation methods based
on local pixel distribution, such as methods based on adaptive
truncation threshold [22], adaptive median [23] and adaptive
statistics [24]. In addition, artificial learning-based methods,
such as SVM (Support vector machine, SVM) [25], CNN
(Convolutional neural networks, CNN) [26], have also been
proposed to predict adaptive thresholds, thereby improving
the robustness and adaptability of the ORB algorithm to
complex lighting conditions.

However, thesemethods still have some limitations in prac-
tical applications. For example, the calculation of adaptive
threshold in the use of the local pixel distribution is prone to
interference from noise and outliers, which may lead to false
positives or false negatives. Also, the learning-based adaptive
threshold methods need a large amount of training data and
calculating resources, and have high requirements for data
distribution and features, which is not practical in real-world
usage.

The present study presents an novel feature extraction
algorithm of ORB based on enhanced image and truncated
adaptive threshold. Firstly, a Gaussian filter is applied for
noise reduction, and then the image is preprocessed using
truncated adaptive gamma brightness adjustment and unsharp
masking methods to promote the initial image with good
quality. Next, the image will be segmented into multiple
fixed-sized sub-regions, and the corresponding thresholds are
obtained using an improved truncated adaptive OTUSmethod
in each sub-region. Finally, the improved ORB algorithmwill
be applied to extract feature points. This algorithm effectively
solves the problem of being unable to extract feature points
in environments with excessive or insufficient lighting, or a
lower number of extracted feature points, while ensuring real-
time performance and robustness.

This paper has the following contributions:
1) An improved ORB feature extraction algorithm is pro-

posed, which combines image enhancement and truncated
adaptive threshold methods to efficiently resolve the problem

of insufficient feature points that are extracted using the ORB
algorithm under the influence of factors such as lighting
changes, noise, and outliers.

2) A method established on the improved truncated adap-
tive OTUS method is presented to calculate the thresh-
old, which segments the image into multiple sub-regions
for processing and can better adapt to various scenarios,
thereby enhancing the robustness and adaptability of the ORB
algorithm.

3) Experiments are made on multiple datasets to demon-
strate the effectiveness and practicality of the presented algo-
rithm in various scenarios, indicating promising application
prospects.

The writing structure of the paper is given as follows:
Section II reviews related works. Section III provides the
methodology of the improved ORB algorithm. Experimental
discussion and analysis are given in Section IV. Section V
concludes the whole work.

II. RELATED WORK
The algorithm of ORB consists of the FAST feature detec-
tion and the binary descriptor. Compared with other feature
extraction algorithms, it not only has higher accuracy, but also
has a very fast processing speed, making it a practical and
cost-effective algorithm.

A. FAST FEATURE POINTS DETECTION
The FAST algorithm depicted in Figure 1 initially selects a
central point within an image, and subsequently identifies
a continuous set of pixels within a fixed window area sur-
rounding the selected center point. The grayscale difference
between the central point and the continuous set of pixels is
then calculated. If the grayscale difference of any pixel in the
set exceeds a threshold that is pre-defined, then the central
point is identified as a feature point.

FIGURE 1. The whole algorithm structure of FAST feature extraction.

The specific steps of the original algorithm of FAST feature
extraction are given as follows:

Step 1: Choose a pixel in the image as the center point
fmid, and record its grayscale value Imid.
Step 2: Search for a region in the image by selecting N

pixels within a neighborhood of radius R around the center
point fmid. Typically, R is set to 3 and N is set to 16.

Step 3: Set a threshold T , usually at 10% of fmid.
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Step 4: If K continuous pixels (empirical data shows that
K = 9 usually gives the best results) among the N pixels
have the same brightness value (either brighter or darker), the
point is considered a corner point. Otherwise, move the center
point and repeat steps 1-4 until all image pixels have been
processed. The mathematical model for determining whether
a pixel is brighter or darker is as follows:

S =

{
0, Ik > Imid − T
1, Ik ≤ Imid + T

(1)

where Ik represents the selected pixel’s grayscale value, Imid
is the the center pixel’s grayscale value, T denotes the thresh-
old, and S is a binary variable indicating the brightness of the
pixel, with 0 representing brighter and 1 representing darker.

To improve efficiency, one can first check whether the
pixels at positions 1, 5, 9, and 13 satisfy equation (1), and if
so, further check whether these pixels satisfy the continuity
condition. If not, these pixels can be skipped directly.

B. BRIEF DESCRIPTION ALGORITHM
The BRIEF algorithm is used to calculate feature descriptors
by comparing the grayscale values of pixel points. It generates
a fixed-length binary string to describe the local features of
the feature point.

In a neighborhood region with a range of S · S (S = 9), the
BRIEF algorithm is able to select K pairs of pixel locations
(As usual, K = 256) by utilizing Gaussian random sampling.
For each pair, the algorithm makes comparisons with the
grayscale values of the two pixels and generates a binary code
based on the comparison result:

τ (p; a, b) =

{
1, p(b) > p(a)
0, other cases

(2)

where a and b represent a pair of feature points, and their pixel
gray values are defined as p(a) and p(b), respectively. Each
dimension of the eigenvector is represented by τ . A binary
feature vector that is K -dimensional is established by com-
paring pairs of points from K pairs.

The K -dimensional binary coded bit string that is used
for selecting random point pairs is accomplished using the
following method:

fk (p) =

∑
1≤i≤k

2i−1τ (p; ai, bi) (3)

where fk (p) represents a feature vector with 256 dimensions.

C. ROTATION AND SCALE INVARIANCE
The ORB algorithm gives scale invariance by establishing
an image pyramid [27]. To obtain rotation invariance, ORB
utilizes the grayscale centroid algorithm to assign the FAST
feature point with a direction [28], ensuring their rotational
invariance. The detailed steps are given below:

1) The feature point is defined as follows:

mpq =

∑
x,y∈B

xpyqI (x, y) (4)

where mpq of image is given for p, q ∈ {0, 1}. pq represents
the coefficient, x and y denote the coordinates of the image
pixel points, and I (x, y) denotes the pixel point (x, y)’s gray
value.

2) The image centroid can be calculated using the follow-
ing formula:

C =

(
m10

m00
,
m01

m00

)
(5)

where m00 and m01 represent the 0-th image, while m01 and
m10 represent the 1-st image.
3) We can calculate the direction vector by connecting the

centroid of images, which defines the direction belonging to
the feature point as follows:

θ = arctan
m01

m10
(6)

III. PROPOSED METHOD
A. IMAGE ENHANCEMENT
In complex lighting environments, the gray value belonging
to a certain pixel in an image may be affected by external
environmental information, leading to abrupt changes. These
abrupt points have a negative impact on feature extraction.
Therefore, the purpose of improving image quality is to elim-
inate these abrupt points and provide a good initial value for
feature extraction. To obtain high-quality images, this paper
proposes an image enhancement algorithm. The algorithm
uses a Gaussian filter to preprocess the image to remove
the influence of Gaussian noise. Then, a refined truncated
adaptive gamma algorithm is proposed to further improve
the visibility of the image. Finally, the image is improved by
unsharp masking to achieve further improvement of image
quality. Overall, the presented image enhancement algorithm
is given in Figure 2.

The detailed steps of image enhancement processing are
given below:

Step 1: Convert a digital image of sizeM · N to grayscale,
with each pixel corresponding to a grayscale value Ii(x, y).
Here, M and N are positive integers and i ranges from 1
to M · N .

Step 2: Calculate the deviation of the pixel grayscale values
in the image:

λ =

√√√√√ 1
N ·M

N∑
y=1

M∑
x=1

(
Ii(x, y) − I (x, y)

)2
(7)

where I (x, y) represents the mean of the pixel grayscale val-
ues in the image.

Step 3: Judge the size of the standard deviation λ of the
pixel grayscale values in the image. If it is greater than 0.25,
the image quality is considered poor and proceeds to step 4;
if it is less than 0.25, the image quality is considered good
and proceeds to step 5.
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FIGURE 2. Structure of the proposed image enhancement method.

FIGURE 3. Filter schematic diagram.

Step 4: Judge the size of the mean pixel grayscale I (x, y)
value in the image. If it is less than 128, the image is consid-
ered dark, and if it is greater than 128, the image is considered
bright, then set Ii(x, y) = 255− Ii(x, y). Then perform Gaus-
sian filtering to remove noise and adaptive gamma adjustment
to adjust brightness.

Step 5: Perform unsharp masking on the image.

1) GAUSSIAN FILTERING
In order to eliminate Gaussian noise in the images, this paper
adopts the Gaussian filtering algorithm, which convolves the
image with a Gaussian kernel to achieve filtering operation.
The shape of the kernel conforms to the form of the Gaussian
distribution function. For each pixel in the image, the original
grayscale value can be replaced by calculating the weighted
average grayscale value of the surrounding neighborhood
pixels, thereby suppressing noise. The principle structure of
the Gaussian filtering algorithm is given in Figure 3.
The probability density function of the two-dimensional

Gaussian function, namely the Gaussian convolution

kernel, is:

h(x, y) =
1

2πσ 2 exp
(

−
x2 + y2

2σ 2

)
(8)

where σ represents the standard deviation of the normal
distribution. x and y represent the horizontal and vertical
coordinates of the pixel points with the top left corner of the
image as the origin.

The mathematical model of Gaussian filter is:

f (x, y) = h(m, n) ∗ I (x, y) (9)

where I (x, y) represents the original image’s gray value,
∗ represents the result of the convolution operation, and
h(m, n) denotes the Gaussian convolution kernel.

2) TRUNCATED ADAPTIVE GAMMA
BRIGHTNESS ADJUSTMENT
Inspired by reference [29], we improved the gamma correc-
tion algorithm to handle situations where the entire image is
too dark or too bright. Assuming the total number of pixels
in an image is:

n = N ·M (10)

whereN andM denote the width and length of the image, and
are both positive integers. The probability density function for
a grayscale level of i is provided by:

Pi = ni ∗
1
n

(11)

where ni represents the pixel number that has the grayscale
level i, and i can be selected as a natural number. The
weighted probability density function is given by:

Pwi = Pmax ·

(
Pi − Pmin

Pmax − Pmin

)α

(12)

where Pmax and Pmin represent the Pi value in maximum and
minimum level respectively, and α represents the smoothness
factor, which is usually set to 0.2. The weighted distribution
function of the image is given by:

Cwi =

i∑
h=0

Pwi∑k
i=0 Pwi

(13)

Then, the gamma parameter is designed as:

γi = 1 − Cwi (14)

To prevent insignificant brightness enhancement, a trun-
cated gamma parameter is designed as:

γ = max (τ, γi) (15)

According to experimental analysis, a typical value for τ

is 0.3. Substituting the truncated gamma parameter into the
gamma function yields the gamma-corrected pixel value:

I ′(x, y) = 255 ·

(
i

255

)′

(16)
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Finally, the mask for contrast enhancement can be
expressed as:

Tmask (x, y) = I ′(x, y) − f (x, y) (17)

3) UNSHARP MASKING
Unsharp masking is a method of image sharpening that
enhances the contours and details of an image by using a low-
pass filter to obtain a blurred image, creating a mask, and
combining it with the original image. Compared to directly
using sharpening convolution operators for image sharpen-
ing, the unsharp masking technique is more reliable and can
effectively reduce the influence of noise and artifacts, making
the image appear more natural and clear.

The unsharp mask can be obtained by subtracting the
image blurred with a Gaussian filter from the original image:

Gmask = I (x, y) − f (x, y) (18)

where I (x, y) represents the gray level of the original image
and f (x, y) represents the gray level of the image after Gaus-
sian filtering. Then the sharpened image can be expressed as:

Iunsharped(x, y) = I (x, y) + α · Gmask (x, y) (19)

where α is the degree of sharpening, and for the unsharp mask
technique, it is typically set to 1.

Finally, the image that has been enhanced can be repre-
sented by:

Ienhanced =


I (x, y) ∗ h(m, n) + α · Gmask (x, y)

+β · Tmask (x, y)
I (x, y) ∗ h(m, n) + α · Gmask (x, y)

(20)

where β represents mask level, and from experimental anal-
ysis, it is generally set to 0.3.

B. TRUNCATED ADAPTIVE THRESHOLD
Based on the previous analysis, it can be seen that the selec-
tion of the threshold is crucial for the ORB feature extraction
process. However, manually setting the threshold in complex
environments may result in degradation. Therefore, a more
adaptive threshold calculation method is needed. To address
this issue, this paper proposes an enhanced adaptive threshold
calculation method based on the OTUS algorithm to improve
the accuracy and stability of ORB feature extraction. Specif-
ically, the working flow of this algorithm are as follows:

When dividing a digital image of sizeM ·N intom ·m sub-
regions, it is generally assumed that m = 5. Within each sub-
region, assuming there are a total of K grayscale levels with
integer values ranging from 0 to 255, the probability density
function of a grayscale level i is given by:

Pi =
ni
n

(21)

where ni denotes the number of pixels corresponding to the
grayscale level i, with a value range of 0 to K . n represents
the total number of pixels in a sub-region. It should be noted

that the above formula assumes that the grayscale level dis-
tribution of the pixels within each sub-region is the same,
that is, the probability density function of each sub-region
is identical. If a separate grayscale level analysis is required
for each sub-region, the probability density function must be
calculated separately for each sub-region.

For two types of pixel elements, C0 and C1 the probability
of occurrence for each class is:

w0 = P (C0)

=

t∑
i=0

Pi (22)

w1 = P (C1)

=

K−1∑
i=t+1

Pi

= 1 − P (C0) (23)

The corresponding mean grayscale value is:

u0 =

t∑
i=0

i · P (i | C0)

=

∑t
i=0 i · Pi∑t
i=0 Pi

(24)

u1 =

K−1∑
i=t+1

i · P (i | C1)

=

∑K−1
i=t+1 i · Pi∑K−1
i=t+1 Pi

=

∑K−1
i=t+1 i · Pi
P (C1)

(25)

The mean grayscale value from 0 to t is:

u =

t∑
i=0

i · Pi (26)

From the equation:

w0 · u0 + w1 · u1 = u (27)

w0 + w1 = 1 (28)

The inter-class variance can be obtained as:

σ 2
1 = w0 · (u1 − u)2 + w0 · (u0 − u)2 (29)

The global variance is:

σ 2
2 =

K−1∑
i=0

(i− u)2 · Pi (30)

The normalized separability measure is defined as:

η =
σ 2
1

σ 2
2

(31)
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As analyzed, it can be transformed into a least squares
problem:

max f (t) = σ 2
1

=

(∑t
i=0 Pi ·

∑K−1
i=0 i · Pi −

∑t
i=0 i · Pi

)2
∑t

i=0 Pi ·
(
1 −

∑t
i=0 Pi

) . (32)

By solving the least squares problem, the optimal clas-
sification threshold t for each sub-region can be obtained.
Therefore, the optimal threshold is:

C = a · |Imid − t| (33)

where the fixed parameter a is usually set to 0.3 according to
experimental results. Imid denotes the center pixel value of a
sub-region, and t denotes the optimal classification threshold.

To avoid extracting too many low-quality feature points
due to excessively small adaptive thresholds, this algorithm
adopts a strategy of adaptive truncation threshold:

C ′
= max (C,Cmin) (34)

where the fixed parameter Cmin is usually set to 7 according
to experimental results.

IV. DISCUSSION AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
This experiment used a laptop computer running Ubuntu
20.08 operating system, with an Intel (R) Core (TM)
i7-7700HQ processor with a frequency of 2.60GHZ and 8GB
of RAM.

The original image is from the MH_01_easy open source
dataset in Euroc, which is a classic set of robot vision datasets
composed of image sequences captured during robot move-
ment. Since the images in this dataset contain significant
changes in brightness, it is particularly suitable for verifying
the correctness and robustness of our algorithm.

B. PERFORMANCE COMPARISON
Aftermultiple experiments, the original algorithm used in this
study adopts a fixed threshold of 20 for feature point extrac-
tion, as it can extract more and more accurate feature points.
The improved algorithm uses a parameter selection scheme
with a sharpening degree of 1 and a mask degree of 0.3.

To make sure of the universality of the experimental
results, a randomly selected image from the dataset was used
for the experiment. The results show that the promoted ORB
algorithm has a significant improvement in the number of
feature points extracted compared to the original algorithm.

As shown in Figure 4, the original ORB algorithm extracts
fewer feature points (marked by blue circles) in areas with
poor lighting, and some important feature points are not
even detected (marked by red boxes). The improved ORB
algorithm, which combines image enhancement and trun-
cated adaptive threshold, can extract more accurate feature
points in the same region. Moreover, according to Table 2,

FIGURE 4. Illustration of feature point extraction comparison among
different methods in frame 585.

TABLE 2. Comparison of feature point extraction performance between
original ORB algorithm and improved ORB algorithm in the 585th frame.

the improved ORB algorithm extracts far more feature points
than the original algorithm, with an increase in extraction
time of only about 55ms.

Based on the above analysis, the improved ORB algo-
rithm shows a significant increase in the number of extracted
feature points compared to the original algorithm in the
frame 585. However, the increase in feature points alone
does not necessarily indicate improved matching robustness
under complex lighting conditions. Therefore, a set of images
with different contrast levels (lower image quality) were used
to compare the feature point matching performance of the
original and improved algorithms. Figure 5 shows the feature
matching results using the original and improved algorithms
in the frame 585. According to Table 3, the experiment
demonstrated that the improved ORB algorithm extracted
significantly more feature points with a higher rate of correct
matches. However, since no filtering of false matches was
performed, there were also more false matches before and
after the improvement.

To further evaluate the adaptability of the improved ORB
algorithm to complex lighting changes, tests were conducted
on images with gradually changing brightness, including
brightness changes ranging from±60% of the original image.
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FIGURE 5. Comparison of matching result between original ORB
algorithm and improved ORB algorithm in the 585th frame.

FIGURE 6. Comparison of feature extraction performance among
different methods under varying lighting conditions in the 585th frame.

Performance comparison was made with the original algo-
rithm, as shown in Figure 6. The results showed that the
improved ORB algorithm outperformed the original one,

TABLE 3. Comparison of feature point matching accuracy between
original ORB algorithm and improved ORB algorithm in the 585th frame.

especially under extreme brightness changes, with a signif-
icant increase in the number of extracted feature points.

As shown in Figure 6a, the improved ORB algorithm
extracts feature points more steadily and smoothly as the
brightness changes. The greater the magnitude of brightness
change, the more obvious the improvement in the number of
feature points extracted. As shown in Figure 6b, the average
feature extraction time of the improved ORB algorithm is
only about 50ms higher than that of the original algorithm.
As shown in Figure 6c, the accuracy of feature matching
increases as the image becomes darker or brighter by the
improved ORB algorithm. Therefore, although the improved
algorithm increases some running time, it ensures the real-
time performance of the system within an acceptable range,
and improves its accuracy.

From the analysis of Figure 7, it can be seen that compared
to the original algorithm, the proposed improvedORB feature
extraction algorithm in this paper has increased the number
and matching accuracy of feature points extracted in almost
each frame, especially in environments with excessively dark
or bright lighting conditions, where the effect is particularly
significant.

In order to further demonstrate the superiority of the pro-
posed improved ORB algorithm, performance comparisons
were made with several state-of-the-art feature extraction
algorithms in the same environment, namely SIFT, SURF,
and BRISK, as shown in Table 4. The comparison results
show that the ORB algorithm runs significantly faster than
other feature extraction algorithms, and the improved algo-
rithm has the highest number and precision of extracted
features.

Based on the results of the experiments, it can be con-
cluded that the proposed improved ORB feature extraction
algorithm in this paper has a great improvement in the num-
ber and accuracy of extracted features in complex lighting
environments and can satisfy the real-time requirements of
the system.

C. FUTURE WORK
Due to the lack of outlier rejection in the experiment, there
were many incorrect feature correspondences before and
after the improvement. Additionally, no uniformization was
applied, leading to clustering of some feature points. In future
research, we will focus on improving the ORB feature

VOLUME 11, 2023 32079



Y. Dai, J. Wu: Improved ORB Feature Extraction Algorithm

TABLE 4. Comparison of more feature extraction performance from different methods in MH_01_easy data set.

FIGURE 7. Comparison of feature extraction performance from the
improve before and after methods in MH_01_easy data set.

extraction algorithm by performing outlier rejection and uni-
formization processing. We will also apply the improved
algorithm to ORB-SLAM to improve localization accuracy.

V. CONCLUSION
In this paper, the proposed improved ORB feature extraction
algorithm is given to achieve reliable feature point extraction
in complex lighting environments for real-time systems. The
algorithm first uses Gaussian filtering for denoising, trun-
cation adaptive gamma brightness adjustment, and unsharp
masking to enhance the image, and proposes a method for
obtaining the truncation adaptive threshold based on the
OTUS algorithm. Compared with the original ORB feature
extraction algorithm, this algorithm has stronger robustness,
accuracy, and real-time performance, and can capture cor-
responding feature points under adverse lighting conditions.
Experimental results show that the presented algorithm is able
to increase the number of feature point extractions in complex
lighting environments while maintaining a relatively stable
extraction speed, and has a wide application in the future.
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