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ABSTRACT Ensuring the security and privacy of computation and data management in the cloud and edge is
an ever-important requirement. There are several working solutions today for trusted computing with general
purpose processors, for instance, Intel SGX and ARMTrustZone. However, with the widespread commercial
adoption of specialized hardware accelerators in the cloud and at the edge, most importantly FPGAs, two
questions emerge: 1) How secure are they against threats? and 2) How could FPGAs be utilized for more
efficient trusted computing? In this survey, we investigate these two questions precisely. Even though there
have been numerous surveys in the past on the security of FPGAs, we believe it is timely to study the space of
related work again, given the large number of data-centric applications aimed at targeting trusted execution
environments that have recently appeared. Therefore, in addition to presenting an overview of state of the art,
we also highlight some opportunities for FPGAs in the context of providing efficient trusted computation.

INDEX TERMS Cloud computing, security, FPGA, trusted computing.

I. INTRODUCTION
Emerging Big Data systems and analytics require significant
computational resources, and general-purpose processors are
reaching their limits. As a result, there is an increasing push
for adopting hardware acceleration both in cloud environ-
ments and at the edge. At the same time, cloud computing
introduces many security concerns to which FPGAs and other
accelerators are also not immune. Trust in cloud comput-
ing is a fundamental concept that drives the relationship
between a cloud provider and a user, and even though offer-
ing trusted execution using general-purpose hardware today
would inevitably introduce performance bottlenecks [1], it is
also an opportunity. Cloud providers that offer various trusted
computing solutions can establish a stronger position and
achieve a better reputation in the eyes of cloud users [2],
[3], [4]. This survey focuses on FPGAs that implement a
trusted execution environment in the cloud and at the edge [5],
[6], [7], potentially in a way that introduces no performance
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degradation and trades off energy (chip area) for increased
trust/security.

Today, FPGAs are becoming commonplace in the cloud,
e.g., Amazon EC2 and Huawei FACS provide Xilinx’s Virtex
UltraScale+ FPGAs, whereas Microsoft Azure uses Intel’s
Arria-10 GX [8] among other devices. Their quick adop-
tion is thanks to their unique advantages compared to tradi-
tional CPU-based or GPU-based cloud computation. How-
ever, at the same time, FPGAs also bring unique challenges
in terms of security. Whereas on general-purpose processors
programs run on top of an Operating System/Hypervisor,
in FPGAs there is no such a substrate that could be used to
protect against common attacks. On the other hand, it is true
that some operating system (OS) features could be mapped
to FPGAs [9]. For the moment, it is relevant to understand
the types of attacks on FPGAs that run in various places
of the cloud or edge architecture. Therefore, the first part
of this survey focuses on attacks on FPGAs in general, and
highlights mitigations. The second part of this survey focuses
on that we expect that even if these mitigations will be part
of an FPGA-OS or Shell, it is helpful for FPGA application
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designers to be aware of the threats and costs of protecting
against them.

The use of FPGAs for secure computing can be grouped
into two categories: 1) using them as accelerators for
cryptographic functions (e.g., AES encryption [10], signa-
ture validation [11], implementing homomorphic encryption
schemes [12]), and 2) using them to implement both a trusted
execution environment (TEE) and the application-specific
logic to execute inside said environment [13], [14]. Naturally,
to implement a TEE, the FPGA will have to provide features
such as encryption and decryption, but the mechanisms to
implement these functions most efficiently are outside the
scope of this survey. Therefore, for details on the first cate-
gory, we defer the reader to previous surveys in this space [6],
[7]. In this paper, we focus on the second category.

To summarize, the aim of this work is, on the one hand,
to provide a better understanding of the most relevant security
weaknesses and their mitigations concerning the location of
the FPGA. And, on the other hand, to discuss the state-of-
the-art in providing trusted execution with FPGAs and the
opportunities novel TEE-enabled applications bring to the
use of FPGA accelerators for computing. There have been
several earlier surveys on the relationship between FPGAs
and security [15], and what we provide with this short, timely
survey is the additional exploration of the emerging applica-
tions of the last five years in the cloud and the edge. Of course,
to understand the challenges at hand, we provide an overview
of some of the topics already addressed in previous surveys.

The rest of the manuscript is structured as follows. A brief
background is provided in Section II. Section III summarises
the principal security concerns FPGAs face, organized based
on their physical location in the computing architecture.
Section IV provides an overview of emerging solutions that
implement trusted computing environments using FPGA.
In SectionV, we discuss several datamanagement and analyt-
ics applications designedwith TEEs inmind and highlight the
opportunities for using FPGAs to make them more efficient.
Finally, in Section VI we provide a discussion and closing
thoughts.

II. BACKGROUND
This section presents a brief history of FPGAs (Section II-A)
and their use in cloud computing (Section II-B). Then,
Section II-C gives a summary of earlier surveys covering
the intersection of FPGAs and (cloud) security. Finally,
Section II-D covers the basics of providing trusted execu-
tion environments and some commonly used CPU-based
solutions.

A. FIELD PROGRAMMABLE GATE ARRAYS (FPGAS)
FPGA is a programmable semiconductor device with many
logic gates, input/output blocks, and programmable routing
that connects these logic gates, lookup tables (LUTs), and
block-on-chip memory (BRAM). The connection between
these blocks is called configurable logic blocks (CLB),
or floating-point digital signal processing (DSP) [16].

Therefore, it can be programmed to process different data
types according to its configuration. As a result, any logical,
combinational, and/or sequential function with a fixed num-
ber of inputs and outputs can be implemented using a hard-
ware description language, such as Verilog or VHDL [17],
[18]. Consequently, FPGAs avoid the long latency process
by repeating fetch and decode operations for every sin-
gle instruction, which can usually hold no more than two
operands [19]. For this reason, their performance speed is
high with low power consumption than traditional CPUs.
Nowadays, FPGAs are considered a powerful device to
deploy different applications using a hardware architecture
described as intellectual property (IP), which means pro-
cessing, memory, control, and communication that can con-
nect multiple IPs to increase scalability. Due to FPGA’
functionalities, mainly in processing large workloads effi-
ciently, they are found in applications in the following
areas: 5G open Radio Access Network (RAN) [20], proto-
type design [21], machine learning [22], deep learning [23],
reinforcement learning [24], real-time face recognition [16],
unmanned aerial vehicle control [25], multi-signal pro-
cessing [26] and related to this review, trusted execution
environments [27].

B. SHORT HISTORY OF FPGAS IN CLOUD COMPUTING
The commercial use of FPGA in cloud applications attracted
attention in 2013 when Xilinx offered its CPU+FPGA
platform for embedded devices (Zynq SoC) [28]. Later,
in 2014 FPGAs were incorporated in a cloud node developed
by Microsoft in a project called Catapult [29]. At the end
of 2016, Amazon offered the first option to use FPGAs in
the cloud. The Amazon AWS F1 had up to eight FPGAs
connected to the CPU through PCIe [30]. In 2017, IBM
announced cloudFPGAs [31], and Microsoft presented an
FPGA-accelerated computing project namedBrainwave [32].
In 2019, Xilinx introduced its new device class, Adap-
tive Compute Acceleration Platform (ACAP), and the first
device of this class was named Versal. Versal chips inte-
grate high-performance ARM cores with an improved FPGA
fabric and newly introduced vector processors for big data
and artificial intelligence applications [33]. Finally, in recent
years cloud-based FPGA services have given rise to start-ups,
e.g., Accelize [34]. Their business model involves designing
custom accelerators for customers and supporting third-party
developers that offer their accelerators to the clients of
Accelize [35]. It is clear that with more and more FPGAs
becoming available in the cloud and facing the users directly,
ensuring both the security of the device itself and the secu-
rity/trustworthiness of the applications running on it becomes
of paramount importance. This is the reason we believe that
it is time to carry out a survey of the state of the art.

C. FPGAS IN CLOUD COMPUTING AND SECURITY
There are several earlier studies on the state-of-the-art of
cloud acceleration, trusted computing, and the security of
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FPGAs [2], [3], [4], [36], [37], [38]. We direct the reader
to the following surveys on the use of FPGAs for the effi-
cient deployment of hardware accelerators in data centers
and clouds: Kachris and Soudris [39], Mohammedali and
Agyeman [40], and Rym et al. [18]. In addition, with the
increasing interest in FPGA-accelerated applications in the
cloud, some earlier surveys focused on the virtualization of
FPGAs and presented different approaches to overcoming
the challenges of multi-tenant accelerators [41], [42]. Addi-
tionally, surveys are explicitly related to the security con-
cerns of using FPGAs in the cloud, focusing, for instance,
on authentication and information security questions con-
cerning the different types of attacks that can occur in cloud
computing [6], [36], [43]. Furthermore, in recent years cloud
infrastructure and operational challenges related to finding
the right abstraction for FPGAs have led to security and trust
problems and, consequently, works such as [15], [44] make
vulnerability and scalability comparisons concerning trusted
platform module (TPM) and Trusted Cryptography Module
(TCM). Finally, TEE to protect cloud/edge on Internet of
Things (IoT) applications can be found in [45].

D. TRUSTED COMPUTING OVERVIEW
Trusted computing is a special technology that allows for the
secure execution of user workloads even in untrusted cloud
environments. In short, it permits to verify if the behavior
of the computer is the expected one. Furthermore, trusted
computing implements standardized security policies and
strategies by using specific technologies and architectures.
In this context, Trusted Platform Module (TPM) is an inter-
national standard for a secure crypto processor implemented
in hardware [44]. Therefore, a TPM is a reporting agent
(witness) that provides a root of trust on which an inquisitor
relies for the validation of the current state of a system [46].
The root of trust has the following parts: 1) Root of Trust for
Measurement (RTM), 2) Root of Trust for Storage (RTS), and
3) Root of Trust for Reporting (RTR).

The RTM is an independent computing platform with a
minimum set of instructions, which are considered to be
trusted for measuring the integrity matrix of a system [47].
Commonly, the RTM will be part of the BIOS (Basic Input
Output System). The RTS and RTR are based on an inde-
pendent, self-sufficient, and reliable computing device with
pre-defined instructions for the authentication and attestation
functionality [48].

The term trusted computing became popular when
Microsoft presented a white paper about a foundation of trust
in the internet of things (IoT). Then, Jaeger [49] showed
the relevance of implementing security tools to share soft-
ware. Afterward, Windows, Sybari, Giant, and others worked
intensively to present the security strategy and road map,
announcing new trusted firmware, such as Client Protection
and Antigen. As a result, Client Protection and Antigen
became Trusted Platform Module [50].

As earlier works have shown [51], FPGAs can be used to
implement all six elements required for a TPM [43]. These are
as follows: Securely report boot environment, secure storage
of data, Secure identification of the user and the system,
support for standard security system, support for multiple
users, and inexpensive production. In addition, TPM can be
implemented within cloud computing for reliable boot and
data encryption. For instance, Amazon has implemented the
NITRO chip that is a TPM on cloud server motherboards,
assisting in securing these servers. However, the security
is limited to the host and not to the user VMs and their
applications. Nevertheless, there are ways to virtualize the
TPMs through the hypervisor and allow the VMs access to
their features [52].

More general in its use than a TPM, a Trusted Execution
Environment (TEE) is an environment with high levels of
trust for executing arbitrary software. This environment pro-
tects the applications running within from the (potentially
malicious) rest of the device [44]. As we discuss later, TEE
can be provided directly by FPGAs [14] or FPGAs can benefit
from the presence of a CPU-based TEE in a heterogeneous
SoC [53].

An example of the latter is the ARM Trustzone technology.
It adds a hardware security center inside the ARM processor
core and separates the addresses into two ‘‘worlds’’, one
secure and one non-secure. The secure world protects code
and data, while the non-secure world runs the OS and any
other untrusted software. ARM Trust zone is designed to pro-
vide hardware isolation for trusted software execution [54],
and on heterogeneous devices, their functionality could be
extended with specialized hardware, that is, FPGAs.

Perhaps the most widely used method of providing TEEs
is through the Intel Software Guard Extensions (SGX). This
relatively new extension of Intel architecture supports a new
set of instructions and a new memory access mechanism,
to save code in a container called ‘‘enclave’’ and exclude
unprivileged software from the trusted computing base [44],
[53]. However, as later explained, SGX incurs significant
overheads when trusted domain code accesses I/O or other
untrusted resources [1]. Furthermore, SGX is vulnerable to
various memory-based side-channel attacks [53].

AMD processors offer AMDMemory Encryption Technol-
ogy. This addition to AMD processors allows for transparent
encryption and system memory protection. AMD memory
encryption focuses on cloud infrastructure to avoid attacks
on system software and protect against physical tampering
with servers. Memory Encryption Technology introduces an
AES 128 encryption engine inside the processor to encrypt
and decrypt the data when the data leaves or enters the
device [55]. Based on this technology, AMD provides two
primary security features: secure memory encryption (SME)
and secure encrypted virtualization (SEV) [56].

III. PRINCIPAL SECURITY CONCERNS OF FPGAS
With the use of FPGAs as both data processing accelera-
tors and components in trusted computing systems becoming
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increasingly common, it is crucial to have a holistic overview
of the main security concerns these devices face in various
deployment options [57], [58]. In this survey, we adopt a
global approach that maps out the principal security vulner-
abilities and points to works that propose solutions for each
one specifically. In addition, we differentiate the following
deployment models for FPGAs: 1) Close to the local server
(‘‘local’’), 2) Edge and fog computing (‘‘edge’’), 3) Cloud
computing (‘‘cloud and datacenters’’), and 4) FPGA as a
hardware of a service (‘‘virtualization’’). Table 1 provides
a big picture of the main security concerns of the FPGA,
and their possible solutions as provided by reviewed works.
The rest of this section explores in more detail the rows and
columns of this table.

A. GENERAL ATTACKS IN FPGAS
FPGAs are configured with bitstreams that entirely deter-
mine the functionality of the device [70]. This is, of course,
an advantage for users looking to create custom compute
architectures, but it also introduces a security risk. FPGAs
have a bitstream vulnerability during the loading process,
where amalicious third party couldmodify the contents, com-
promising the security of the application running on them.
Several solutions have been proposed to protect bitstreams
through encryption [7]. The bitstream is decrypted every
time the FPGA programming is updated, using a protected
decryption key [71]. Unfortunately, bitstream formats are
now kept confidential by the vendors, which makes bitstream
reversing a laborious, challenging task though not impossi-
ble [37]. Even though there are practical solutions for loading
encrypted bitstreams on all major vendors, overall, this limits
the ability of the open-source research community to explore
additional protections.

Specific bitstream-related attacks include:
• Cloning: Cloning is considered the most common secu-
rity vulnerability of FPGAs [36]. The FPGA configura-
tion bitstream is obtained by hidden listening devices or
from the volatile SRAM and then used to configure the
FPGA chip [14].

• Hardware Trojan: The increase in demand for semi-
conductors shortens the time to detect faults that could
generate security problems since outsourcing the devel-
opment of integrated circuits is done to companies that
are not verified trustworthy. Hence, logical or electrical
attacks can be devised to create conflicts that cause
the FPGA to malfunction [72]. Chakraborty et al. [73],
demonstrated that a hardware Trojan can be directly
inserted by modifying the FPGA configuration bit-
stream. A hardware trojan works by violating the origi-
nally designated functionalities of a circuit.

• JTAG Intercept: JTAG scan chains are effective for
debugging but problematic for security, because they
provide access to data and functions throughout the
FPGA. Activity on a test port, such as a scan chain, may
indicate an attack in progress. If a malicious user knows
JTAG does not have protection, it can take complete

low-level system control. They can even replace the
firmware with a rogue version [74].

• Intrinsic Security: Intrinsic security is the ability of a
system to protect itself and maintain data confidentiality
and integrity as data is sent from the FPGA (PI) out of
the device. In [75], it is mentioned that this approach is
to ensure that security measures remain effective even in
an environment with increased data traffic and increased
resource demands. In addition, intrinsic security can
also be enhanced through the use of encryption and
authentication techniques. This is done to ensure that
only authorized parties can access the data and to mit-
igate the risks of interception and manipulation of data
during processing. Unfortunately, FPGA-based systems
are vulnerable to attack due to their highly configurable
and heterogeneous nature. What has been said above
makes these systems very attractive to attackers who,
with a malicious IP, can listen to the communication
channel and intercept the data [38].

Another general security concern of FPGAs is that of side
channel attacks. One relevant side channel is power. Such
attacks are carried out via electric analyses that collect a series
of energy traces. The attacker often uses an oscilloscope
connected to the power supply of the FPGA. Then, he records
data and can use statistical tools to discover information
about the application running inside the FPGA [38]. For
instance, there are voltage drops when performing crypto-
graphic calculations, and thus analyzing the power traces
collected with an oscilloscope may successfully retrieve the
secret key [38], [69]. In SoC devices that different users could
share, an FPGA-based power monitor could also be used for
the same purpose and, with sufficient time and power resolu-
tions, can be used to carry out traditional power side-channel
attacks to learn secrets of other parts of the FPGA [62].

Finally, an additional threat in FPGAs exposed to untrusted
parties is the readback or interference with the logic running
on the device. Traditionally, IP theft has been a concern,
although FPGA vendors provide new tools to avoid these
security concerns, such as:

• Logic locking: A locked circuit contains additional
inputs, called key inputs, which are controlled by
tamper-proof memory on the chip. This locking mech-
anism commonly uses logic gates such as XOR /
XNOR [76].

• Layout camouflaging: Specialized camouflaged cells
are employed within the FPGA that are intended to
be indistinguishable in various functions. This can be
achieved using dummy contacts or intentional voltage
variations [77].

• Split manufacturing: Many companies outsource the
manufacture of integrated circuits with untrusted parties.
Split manufacturing allows the designs to be protected
by dividing the circuit into one part, where the transistors
are located, and the routing cables in another. Thus,
hiding the final manufacture of the hardware [77].
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TABLE 1. Trusted computing security concerns overview and principal security criteria through representative papers reviewed. Primary Focus: ⋆,
Secondary focus: ■.

B. THREATS ON THE EDGE
Edge computing is helpful as a way of pre-processing data
from sensors/IoT devices before being sent to the cloud. Such
an approach is needed because IoT microcontrollers have
limited computation resources; therefore, whether the IoT
node sends all raw data to the cloud for processing, signif-
icant communications bottlenecks will emerge [78]. Instead,
by relying on edge computation, the data movement amount
can be reduced [79]. In addition, in the context of trusted
computation, this also allows for opportunities of applying
privacy-preserving computation locally before data is sent to
a potentially untrusted cloud provider [80].

Different hardware vulnerabilities are being explored and
reported in the context of FPGAs in Edge computing.
Moreover, the trustworthiness of hardware devices is draw-
ing significant attention due to issues like trojan insertion,
IP cloning, and hardware counterfeits, among others, which
aremore effective at causing damagewith the help ofmachine
learning (ML) techniques [7], [72].

On-chip key storage and generation have been used to
authenticate different hardware devices [72]. However, the
authentication and identification of FPGAs are challenging
due to the lack of nonvolatile memory. To mitigate this lim-
itation, physically unclonable functions (PUFs) were pro-
posed as techniques to generate and store digital keys on
FPGA [81]. For a PUF structure, ML techniques can learn
its complex input-output mapping from a small number of
challenge and response pairs (CRPs) to accurately predict the
unknown responses. Nevertheless, the computing complexity
of ML algorithms (i.e., support vector machine and logistic
regression) increases exponentially with the scale of PUF,
and the number of nonlinear logical elements in a PUF [82].
Hybrid attacks use the auxiliary information from the side
channel to assist the ML algorithm in modelling the PUF.
For example, a hybrid attack combining differential power
analysis and logistic regression is proposed in [83].

IP hacking, in particular, is quite multifaceted. An attacker
has different avenues to mount such an attack, ranging from
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an untrustworthy foundry, or an untrusted test facility, tomali-
cious end users. To exploit the IP of the chip, an adversary at
the test facility may misuse the test patterns to compromise
its security. When employing machine learning techniques,
the attack becomes more effective [84]. Finally, there is
Semi-Supervised Learning (SSL), which is a powerful deriva-
tive for humans to discover hidden knowledge since untrusted
unlabeled data leads to many unknown security risks. FPGAs
on edge face these new concerns by identifying backdoor
threats [85].

C. THREATS IN THE CLOUD AND DATACENTER
In a cloud context, the most concerning issues are authen-
tication, access control, data privacy and security and trust
management [86]. Since clouds require efficient and high-
performance processing, it is a challenge that the solutions
to many of these security concerns can result in performance
overhead [38], [87].

For FPGAs deployed in a cloud setting, the following
threats are most relevant:

• Data confidentiality: The Cloud Service Provider (CSP)
are trusted, and their vendors have a complete moni-
toring mechanism to prevent the stealing of sensitive
information via illegal access to large amounts of pri-
vate data [8]. However, attackers can execute malicious
software to obtain administrative privileges by users
and provide them with sensitive information uncon-
sciously [68].

• Black box attacks: A frequent attack on FPGA systems
is when an attacker tests all possible input combinations
until they gain access to their internal infrastructure and
change admin or user credentials. This proceduremay be
done when the attacker has previous information about
the user/admin credentials [13], [88].

• Reprogrammed decryption key: With a protected bit-
stream file, the decryption key for processing the data
remains secure, as it will only be exposed within the
FPGA. In contrast, cloud vendors offer multi-tenancy
to possible untrusted users applications, and they can
find a decryption key to access sensitive information
remotely [88].

• Read-back attacks: For debugging, FPGAs often have
a read-back feature to allow values to be read from the
FPGA through a specialized interface. This function-
ality should not exist or be physically disabled once
the chip has passed production tests. However, third-
party sellers may forget to turn off this functionality.
An example of this security concern is when the JTAG
connector is intercepted to get access to the IO ports of
the FPGA [88].

To achieve security goals in cloud computing, FPGA can
be part of the cloud service provider. By taking advantage of
the unique security features of FPGAs, one can enable such
a computing scenario that when privacy-sensitive data is pro-
cessed on the cloud side using FPGAs (‘‘virtualization’’), the

user’s data is not disclosed to the service provider who hosts
the FPGA cloud [7]. Principal security criteria for FPGAs
implementation in the cloud are as follows:

• Persistent storage of keys: For the bitstream protec-
tion, [8] proposes a hard-wired logic in FPGAs for the
key exchange and authentication using the Public Key
Infrastructure (PKI). It implements a fully enclaved pro-
cessing of application kernels inside the FPGA fabric for
data confidentiality, taking and emitting only encrypted
data.

• Fully homomorphic encryption: For simple cloud ser-
vices such as data storage, the user can keep control of
outsourced data by encrypting the data before uploading
it to the cloud. In order to fully leverage the compu-
tation, storage, and communication capacities of the
public cloud for more complex tasks, the user usually
needs to put full trust in the cloud service providers,
as general encryption will make the computation impos-
sible. Fully homomorphic encryption (FHE) supports
operations on cypher-texts. A user only needs to send
encrypted data to the cloud for computation without the
data ever being decrypted for processing. The drawback
of FHE based solution is that the existing FHE schemes
are very inefficient, and it is not practical to use them for
meaningful computation tasks such as a signal or data
analysis [7], [12]

Traditional FPGA applications are only accessible to a
dedicated user. Although modern commercial FPGAs can
support multiple applications through partial reconfiguration,
existing FPGA architectures and design flows are not yet
optimized for sharing hardware resources among multiple
users and applications. Therefore, themulti-tenant computing
goal of FPGA virtualization leads to security issues, mainly
side-channels attacks [41], [42]. Hence, isolation techniques
allow the FPGA virtualization tenant in the system to have
shared access to multiple hardware resources, but only their
resources at a specific time, and they cannot manipulate infor-
mation from other tenants. Thus, virtualizing FPGA requires
isolation, such as: functional isolation, performance isolation,
and fault isolation [89].

IV. PROVIDING TRUSTED EXECUTION ENVIRONMENT
WITH FPGAS
There is novel related work on building trusted execution
solutions using FPGAs in the cloud, providing similar guar-
antees to Intel SGX. In this section, we focus on five represen-
tative examples, each focusing on different sets of goals that
can be achieved with TEEs. While this list of related work
is in no way exhaustive, we consider them a representative
sample of the directions actively explored today.

A recent work by Zeitouni et al. [13] presents a partial
solution to secure the intellectual property (IP) that the user
is uploading to the FPGA. The problem lies in the fact that
Cloud Services Provider (CSP) needs access to the config-
uration data representing the circuit of the user to run virus
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scanner tools. Consequently, the client is forced to reveal the
IP of the hardware circuit to the CSP, which may violate the
IP protection policy of the companies. The use of encrypted
bitstreams does not comply with the requirement of the CSP
to check the incoming configurations before they are loaded
into the FPGA. Therefore, Zeitouni et al. [13] propose the
TruFPGA scheme, which uses a Trusted Execution Environ-
ment (TEE) to virus safety check on client bitstreams. The
TEE resides either on the client-side or CSP. As a result, CSP
has no access to the decrypted bitstream and prevents rogue
FPGA configurations.

Similar to the previous work, Zhao et al. [14]
explore the weakness of TEEs against direct physical
attacks.Reference [14] addresses these concerns with the
Shielded Enclaves for Cloud FPGAs (ShEF) framework.
ShEF consists of two main components. First, the ShEF boot
process centers around a software security kernel that extends
the FPGA’s hardware root-of-trust. The AES device key is
the true root-of-trust, protected by existing mission-critical
security mechanisms in current FPGAs. The private device
key provides the asymmetric cryptography needed for attes-
tation. The ShEF boot process is directly integrated into the
secure boot mechanism provided by FPGA vendors. Second,
the ShEF Shield is responsible for communicating with host
software and protecting any sensitive data the accelerator uses
through a highly customizable and extensible set of soft-
logic engines. Users can customize a rich set of parame-
ters, such as encryption logic parallelism, optimizations for
memory access patterns, cryptographic primitives, authen-
tication block size, and key size over individual memory
regions. Therefore, ShEF shield provides customization as
a key feature, enabling users to adapt security mechanisms
to match their accelerator’s unique bandwidth requirements,
memory access characteristics, and threat model at minimum
performance and area cost. As a result, ShEF protects any
sensitive data of users and is used by the accelerator through
a highly customizable and extensible set of soft-logic engines.

Whereas the previous two works focused on a single cloud
tenant accessing a dedicated FPGA, there is also work on
understanding how mutually distrusting tenants could be
allowed to share FPGA resources securely. A recent paper by
Hategekimana et al. [90] defines an optimal multi-tenancy of
FPGAs in a Cloud environment without performance degra-
dation. However, the FPGA devices have no architectural
support to allow isolating mutually distrusted accelerators
sharing the same FPGA. Therefore, use insights from domain
separation and isolation of guest virtual machines (VMs)
execution in MAC-based hypervisors to design and imple-
ment a transparent security framework for controlled sharing
of hardware modules in CPU+FPGA heterogeneous cloud
nodes. The proposed framework goal is to guarantee that in
FPGA cloud services, hardware modules execute and reside
in the same security context as the ‘‘caller’’ guest VM by
propagating to the ‘‘caller’’ modules. Guest VM privilege
boundaries are defined at the software level. In the same
research line, Mandebi et al. [91] propose an approach for

FIGURE 1. Novel database solutions that incorporate TEEs, do so by
prioritizing one of two approaches: either aiming to minimize the size of
the trusted code base (TCB) to make verification easier or by aiming to
run the entire application inside the enclave to protect against a wider
range of attacks and tampering.

FPGA virtualization in cloud infrastructure that addresses
resource pooling and elasticity to allow logically isolated
workloads to share a single FPGA. It starts by dividing
FPGAs into disjoint regions. The regions are then interfaced
to a network-on-chip (NoC) interconnect that extends a task
hardware domain.

Finally, Oh et al. [27], emerging work designs a TEE spe-
cialized multi-tenancy mechanism called MeetGo. It enables
robust remote computation against insider threats with perfor-
mance requirements, allowing logically isolated workloads to
share a single device. MeetGo initializes by dividing FPGAs
into disjoint regions. The regions are then interfaced to a
network-on-chip (NoC) interconnect. MeetGo uses CPU-
FPGA hybrid architecture to devise a remote attestation
mechanism that can verify the integrity of the applications
through hardware logic. Then, MeetGo implements an isola-
tion mechanism to block unauthorized access to the applica-
tions from the malicious CPU. Lastly, MeetGo has developed
a secure communication mechanism to allow secure sensitive
data transmissions between the installed applications and
remote users.

V. EMERGING DATA MANAGEMENT AND PROCESSING
APPLICATIONS ON TEES
Recent years have seen a rapid increase in the number of
database and data analytics applications that propose using
TEEs to provide trusted and private data management and
analysis [66], [67], [92], [93], [94], [95], [96]. On the one
hand, this trend is driven by the increasing privacy reg-
ulations, such as the General Data Protection Regulation
(GDPR) in the EU and California Customer Privacy Act
(CCPA) in California. On the other hand, there exist the
general availability of TEEs in the cloud, with Intel SGX
being a prominent example. In the following, we provide a
high level overview of the two general directions adopted by
related work in implementing databases on trusted hardware
and explain how these open up opportunities for FPGAs in
the future. The aforementioned is shown in Fig. 1.
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A. APPROACH: MINIMIZE THE TRUSTED COMPUTING
BASE
Several proposed systems move their core query processing
operations into a TEE and leave the rest of the database
(e.g., storagemanager, logging, etc.) to run on untrusted hard-
ware [92], [97]. This approach reduces the trusted computing
base but requires fine grained interaction among the TEE,
the high level database (DB) application, and the operat-
ing system. In this model, the data that is being processed
is encrypted and appears as a BLOB to the database. The
metadata and schema information, however, is typically not
encrypted. Secured data can only be decrypted inside the TEE
when performing queries. One of the main non-performance-
related challenges is the secure management of user encryp-
tion keys within the TEE belonging to the database [97].
In terms of performance, there is a strong incentive to encrypt
only the most sensitive parts of the data and process the
rest in ‘‘plaintext’’, in order to avoid significant performance
degradation introduced by the decryption inside the TEEs.

In terms of the type of TEE used, some proposals rely
on custom FPGA-based solutions [97], while others on
Intel SGX or even Operating System-based software solu-
tions [92]. Overall, however, there is an opportunity for pro-
viding TEEs with specialized instructions, e.g., for decryp-
tion followed by string manipulation or arithmetic followed
by encryption, to improve processing performance. There is a
rich related work on FPGA-based SQL acceleration [98] and
many of these ideas translate well to the TEE space.

B. APPROACH: FIT ENTIRE APPLICATIONS IN TEE
Many proposals aim to fit entire database applications within
the confines of TEEs. Some of these focus on query pro-
cessing [66], [94], [96], while others look at the question of
trustworthy (distributed) storage [53], [67], [99]. Deploying
these applications in their entirety inside TEEs has the ben-
efit of not only ensuring trustful query execution but also
reducing the attack surface for side-channels. For instance,
by using oblivious RAM techniques [93]. Such solutions,
however, face significant performance penalties due to, on the
one hand, the frequent crossing between I/O and memory in
the untrusted domain and the trusted execution environment
and, on the other hand, the overhead of providing oblivious
RAM behavior.

While there are emerging works that aim to reduce the
overhead of dealing with I/O from TEEs [1], it is still an
open question how to most efficiently create TEE-based
applications that communicate over the network and use large
amounts of data. As a related work demonstrates, [1], part
of the problem lies in the Operating System and various
software-layer crossings, and part of it lies in the hard-
ware design underlying the TEE. These challenges could be
addressed with FPGAs. It is possible to increase the trust
across the computer architecture, including network inter-
face cards (some of which already contain FPGAs [100])
and flash storage, such as Samsung SmartSSDs [101]. This

would allow for staying within the ‘‘trusted domain’’ for
most operations, simplifying the role of the Operating Sys-
tem or Hypervisor. Bailleu et al. [102] present a TEE sys-
tem called Avocado, which has the following properties:
(1) introduce a secure in-memory distributed storage system
that provides strong security, (2) fault-tolerance, (3) con-
sistency (linearizability), and (4) performance for untrusted
cloud environments. These Avocado properties are primarily
designed for securing limited physical memory (enclave)
within a single-node system. Reference [102] does not aim
at protecting against side-channel attacks and access or net-
work pattern attacks. However, its principal contribution is
related to avoiding the prominent I/O mechanism employed
by TEE frameworks. It is based on asynchronous system
calls, which exhibit significant overheads that the system
calls present a bottleneck and might sacrifice performance.
To overcome this limitation, Avocado opted for a new net-
work stack based on eRPC, a state-of-the-art general-purpose
and asynchronous remote procedure call (RPC) library for
high-speed networking for lossy Ethernet or lossless fabrics.
eRPC uses a polling-based network I/O along with userspace
drivers, eliminating interrupts and system call overheads from
the datapath.

To conclude, FPGAs could be useful for implementing fur-
ther protections such as oblivious RAM, especially given the
emergence of memory devices with built-in computational
elements (as summarized [103]).

VI. DISCUSSION AND CLOSING THOUGHTS
The importance of securing FPGAs against malicious actors
needs little additional motivation. The vast body of related
work in our community shows the importance of the problem
and provides many possible solutions to security threats. The
move to the cloud, however, and the use of FPGAs not only
as more flexible ASICs but as an extension of the software,
requires us to adopt amore holistic view of FPGA security has
to be provided ranging from the low-level hardware details
to the application behaviour designed by users. The lack
of clear connection between low-level and high-level crite-
ria for implementing trusted computation has already been
identified in works such as [13], [35]. This gives us a new
security point of view on cloud computing and the next steps
we should follow: evaluate security proposals with complex
applications and data management to determine which part
of the cloud can be implemented correctly and securely with
FPGAs.

In terms of the usability of security-related tools and results
by non-experts, having reviewed a large number of related
works, we found that when it comes to trusted computation
solutions using FPGAs, they are very distant in their experi-
mental designs. On the one hand, some works focus on secu-
rity recommendations for hardware attacks and, through this,
affect the operation of an FPGA logic but typically do not put
this in the perspective of ‘‘real world’’ applications. On the
other hand, significant future work remains concerning inte-
gration with higher-level software. Clouds are controlled by
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software frameworks, e.g., for virtualization, and ensuring
that these frameworks can manage the FPGA-based security
features is of paramount importance.

We believe there is an unique opportunity for FPGAs
in the intersection of specialization and trusted comput-
ing. They have already demonstrated their usefulness to
offload compute-intensive operations from various applica-
tion domains, and also provide trust in an untrusted environ-
ment. They open up novel possibilities. As we discussed in
this survey, the database community has a significant push to
integrate cloud TEEs in databases and data analytics. Since
all these solutions suffer from varying levels of performance
degradation due to the use of the TEE, by using FPGAs,
we could offer trusted computation without slowing down
the applications on top. Finally, deep learning technology
may challenge traditional trusted computing, where FPGAs
are also involved on the application side. As future work,
we consider exploring AI-based security technologies and
how they match with the FPGA architecture [104].
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