
Received 22 February 2023, accepted 12 March 2023, date of publication 22 March 2023, date of current version 29 March 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3260652

Community Detection Algorithms in Healthcare
Applications: A Systematic Review
MEHRDAD ROSTAMI 1, MOURAD OUSSALAH 1,2, (Senior Member, IEEE),
KAMAL BERAHMAND 3, AND VAHID FARRAHI 1,2
1Center for Machine Vision and Signal Analysis (CMVS), Faculty of Information Technology and Electrical Engineering, University of Oulu, 90570 Oulu, Finland
2Research Unit of Health Sciences and Technology, Faculty of Medicine, University of Oulu, 90570 Oulu, Finland
3School of Computer Sciences, Science and Engineering Faculty, Queensland University of Technology (QUT), Brisbane, QLD 4000, Australia

Corresponding author: Mehrdad Rostami (Mehrdad.Rostami@oulu.fi)

This work was supported in part by the Academy of Finland Profi5 DigiHealth-Project, a Strategic Profiling Program at the University of
Oulu under Project 326291; and in part by the Ministry of Education and Culture under Grant OKM/20/626/2022 and Grant
OKM/76/626/2022.

ABSTRACT Over the past few years, the number and volume of data sources in healthcare databases
has grown exponentially. Analyzing these voluminous medical data is both opportunity and challenge for
knowledge discovery in health informatics. In the last decade, social network analysis techniques and
community detection algorithms are being used more and more in scientific fields, including healthcare
and medicine. While community detection algorithms have been widely used for social network analysis,
a comprehensive review of its applications for healthcare in a way to benefit both health practitioners and
the health informatics community is still overwhelmingly missing. This paper contributes to fill in this
gap and provide a comprehensive and up-to-date literature research. Especially, categorizations of existing
community detection algorithms are presented and discussed. Moreover, most applications of social network
analysis and community detection algorithms in healthcare are reviewed and categorized. Finally, publicly
available healthcare datasets, key challenges, and knowledge gaps in the field are studied and reviewed.

INDEX TERMS Social network analysis, community detection, graph theory, healthcare application,
medical data analysis.

I. INTRODUCTION
A. SOCIAL NETWORKS AND HEALTHCARE
The amount and number of accumulated data in healthcare
databases have increased substantially in the last decade [1],
[2]. This is mainly due to the increased digitalization trend
and the growing enforcement policies for maintaining patient
data either in dynamic databases or offline repositories for
a limited time period. Typically, large-scale healthcare data
arise from at least four primary sources: Electronic Health
Record [3], Medical Imaging Data [4], Unstructured Clinical
Notes [5], and Genetic Data [6]. Intuitively, analyzing such
a huge amount of data would generate new opportunities
for knowledge discovery enables us to gain new insights,
and generate new hypotheses that can eventually lead to
improvement in health services. The use of e-Health has also
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been promoted by World Health Organization (WHO) as an
efficient way to achieve the 3rd United Nation Sustainable
Development Goal of Good Health and Well-being [7].

Electronic Health Records, Patient Health Records, and
Mobile Health are all subdomains of e-Health. The goal
of e-Health is to provide affordable, secure, and efficient
health services through digital and smart technologies. The
use of e-Health ultimately benefits both individuals and
organizations. For example, e-Health data analysis facil-
itates the delivery of health care services in developing
countries [8], [9].

Although the massive amount of healthcare data provides
valuable opportunities to improve patient health experience,
it also prompts various sources of uncertainties (e.g., missing
data, spelling errors, inefficient updates, anomalous patterns),
which may lead to abusive activities and access restriction
[17], [18], [19], [20]. The discrepancy and variety of the
sources of data used in healthcare create additional challenges
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associated with formatting and protection issues. This calls
for innovative handling of healthcare data in a way to ease
knowledge discovery and overcome such inherent challenges.

Grounded in theoretical physics and complex system
theories [10], where the interaction between subsystems, net-
work topology, and behavior of individual units are empha-
sized, social network analysis (SNA) emerged as a promis-
ing methodological framework that enables understanding
the nature of relationship between these units within a sys-
tem and how these relationships influence the system as a
whole [11]. This offers a mean for mapping and exposing
the hidden channels of communication and information flow
among various units, exhibiting collaboration opportunities,
and any potential gaps of this interaction [12]. In this context,
individual units can refer to actors, organizations, group of
individuals or events, depending on the context of study.
This empowered SNA to emerge in several fields related to
healthcare and health sciences such as neuroscience [13],
epidemiology [14], social-support [15], cancerology [16],
pharmacovigilance [17], rehabilitation [18], among others.

The link between healthcare and SNA can be viewed
from different standpoints [19]. First, according to WHO,
healthcare manifests through interactions between various
organizations, actors, and service providers whose primarily
intention is to promote, restore, or maintain health [20]. This
fully accommodates the structure and purpose of SNA sys-
tems. Second, SNA theories were historically born under the
umbrella of health domain when Moreno [21] attempted to
understand why an epidemic in a school has spread so quickly
among pupils in 1934 in New York. Third, a multiplicity of
third-party providers in healthcare systems, including public
and private sectors, has led to the emergence of informational
and technological innovations that benefit health services and
citizens [22]. Therefore, SNA-based methods are becoming
increasingly popular. For instance, SNA has been extensively
used to comprehend the dynamics of the spread of infectious
diseases [23]. An illustrative example is contact tracing apps
that have been recently employed to model the dynamics of
COVID-19 outbreak [24]. In [25], SNA was used to explore
the health professional relationships in a way to identify
potential gaps in these relationships, which would trigger
appropriate action by health authorities. In [26], the authors
investigated the application of SNA in obesity, hypothesizing
that individuals with similar body weight tend to form a
community. In [27], the authors used SNA to gain insights
for detecting drug adverse reaction by mapping large patient
communities. Social support is another domain where SNA
has reportedly achieved exemplary success in uncovering the
relationship among various care providers [28]. The preced-
ing testifies to the recognition of both the research and health
communities on the merits of SNA technology to tackle
the increasing challenges associated with massive healthcare
datasets.

Indeed, social network analysis exhibits a distinguished set
of methodological frameworks that enable mapping, evaluat-
ing, and analyzing social relationships between individuals,

organizations, or any real entities, exploiting the power of
network and graph theory. In this respect, the social structures
are defined in terms of nodes, corresponding to individual
actors, organizations, or entities, and the edges (or ties or
links) representing the relationships or interaction among
those nodes [29], [30]. Nodes can also be used to represent
events or actions, depending on the focus of the studies.
In the health sector, the structure of social networks (e.g.,
size, information diffusion, member relationships) has been
hypothesized to model a member’s health behaviors and ori-
entations by influencing access to skills, opportunities, and
limitations.

B. SNA AND COMMUNITY DETECTION
One of the most attractive techniques in SNA used for explo-
ration and mining relevant insights from the raw data is
Community Detection [31]. In network science, a community
is a group of nodes having a stronger interaction compared to
other nodes [32]. Community detection is an important SNA
method developed for detecting a subset (or subgraph) of
nodes that are similar to each other with respect to some sim-
ilarity criteria [33], [34]. Community detection has emerged
as a vital graph mining approach that has been applied to
many real-world health applications. Some examples of these
applications are mining complex molecular structures as in
protein-to-protein interaction networks, mapping the inter-
connections among patients with respect to a predefined treat-
ment in order to assess the impact of interventions, exploring
the interaction between healthcare actors in a way to assess
a set of predefined communication effectiveness, and iden-
tifying a cohesive and collaborative network of healthcare
professionals to enhance the quality of service delivery [26].

Intuitively, targeting community may be more interesting
than individuals, becausemany health interventions are rather
targeting groups instead of individuals. Implicitly linked to
SNA is the construction of the network itself. Although this
is often viewed as part of SNA framework, it bears impor-
tant ramifications in terms of the expected results that can
be generated. In general, social network graph construction
encompasses the specificity of research questions addressed
in the underlined study. In this context, we distinguish meth-
ods that use automatic information retrieval techniques to
extract useful data according to some predefined criteria or
protocol, e.g., querying electronic health records for a given
set of queries, scrapping data from web resources, or through
performing some field observation or questionnaire and/or
interview with stakeholders in relation to a question of inter-
est. Although there are already a few interesting review
papers associated with the application of SNA in health
systems (i.e., [35] and [36]), the constant evolution of the
technology, availability of new large-scale medical datasets,
and sparsity of social network research call for new reviews
in a way to benefit both health practitioners and researchers.
This paper seeks to provide a comprehensive overview of
community detection methods and their categorization in
healthcare applications, highlighting their merits, pitfalls, and
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FIGURE 1. ‘‘All published papers’’ as well as ‘‘review papers’’ in Web of
Science since 2012 with keywords ‘‘Social Network’’ and ‘‘Healthcare.’’

future directions as well as surveying existing related health-
care datasets to highlight both theoretical and technological
developments.

The application of SNA and community detection in
healthcare are gaining increased interest year by year as
illustrated in FIGURE1,which highlights the trend of all pub-
lished papers as well as review papers in the topics of ‘‘Social
Network’’ and ‘‘Healthcare’’ since 2012.1 This analysis
shows that more than 60% of all papers were published dur-
ing the period 2018-2022. Given the evolving of healthcare
technologies, researchers have increasingly applied advanced
SNA, for example, community detection and graph clustering
approaches, to deal with complex healthcare problems.

C. OBJECTIVES AND RESEARCH QUESTIONS
The overall objective of this review is to investigate the
scope and nature of the applications of community detec-
tion methods in the healthcare field, highlighting the key-
methodological frameworks, state-of-the-art achievements,
multi-disciplinary aspects, gaps and complementary aspects.

More specifically, this review addresses three research
questions:

• RQ1: What are the main methodological frame-
works underpinning the development of community
detection-based approaches in the healthcare domain?

• RQ2:Howmultidisciplinary aspect impacted the devel-
opment of community detection methods in healthcare
domain?

• RQ3: What are the challenges and knowledge gaps in
this domain?

D. COMPARISON WITH PREVIOUSLY REVIEW STUDIES
Despite its importance, as far as our research is concerned,
there is no comprehensive research on the applications of
community detection in healthcare. The surveyed existing

1https://github.com/Meh1988/SystematicReview-

FIGURE 2. Search methodology for the paper selection.

review papers have focused on a specific thematic area and
no systematic review has been conducted yet.

In Table 1, existing review papers is listed, and compared
with our study. To the best of our knowledge, our study is
the first to categorize the applications of SNA in healthcare,
and discusses their advantages and challenges, and identifies
existing datasets in the field.

E. REVIEW PROTOCOL
We followed the Systematic Literature Reviews protocol pre-
sented by Kitchenham and Charters [37]. This protocol is
divided into three phases: plan phase, conduct phase, and
report phase. In FIGURE 2, these phases and the steps
involved in all phases are shown.

In the planning phase, research questions, related key-
words, and publication databases were chosen. The main
goal of this systematic literature review is to feature the
works that have been performed in the healthcare application
domain using SNA techniques. After defining the research
questions, the search protocol was determined, including
which databases to select, and what search strings to employ.
We restricted our search to studies published in the years
2010-2021. The following scientific databaseswere explored:

• ACM Portal
• Springer
• IEEE Xplore
• Science Direct
• PubMed

These databases were used as the main scientific databases
due to their comprehensiveness in ‘‘Community Detection’’.
Alternative searches used for Community Detection were
‘‘graph clustering’’, ‘‘social network analysis’’, ‘‘graph the-
ory’’, ‘‘community structure’’, ‘‘clustering’’ and ‘‘modular-
ity’’. Additional keywords were used to limit the search
to healthcare-related areas only, including ‘‘healthcare’’,
‘‘health’’, ‘‘cure’’, ‘‘medicine’’, or ‘‘treatment’’. In the initial
query 234, 315, 237, 315 and 137 papers (in total 1238) were
identified from ACM Portal, Springer, IEEE Xplore, Science
Direct and PubMed scientific databases respectively.

Each of these papers was screened separately two of the
authors, based on the abstract and the title content. If the
abstract or the title involved SNA in healthcare application,
then it was marked for further investigation, otherwise, the
article was discarded. Then, the papers that either focused
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TABLE 1. Comparison of our article with the previous review or survey articles.

on community detection in the non-healthcare application
domain or used non-social network analysis-based technique
in healthcare application field were also excluded. In other
words, only relevant works that used only community detec-
tion in healthcare applications were included. This led to a
total of 45 papers.

This paper is organized as follows. In Section II, pre-
viously community detection methods are briefly reviewed
and categorized. In Section III, previous applications of
community detection in healthcare domain are reviewed
and categorized. Section IV reviews previous commu-
nity detection-based algorithms employed in healthcare

applications. In Section V, publicly available social network
healthcare datasets are reviewed. Section VI discusses the
open issues and challenges. Section VII presents the con-
clusion and finally, in Section VIII, future opportunities and
works are pointed out.

II. COMMUNITY DETECTION ALGORITHMS
In recent years, researchers from different disciplines were
attracted to the SNA field. Complex networks have become
an effective way to represent the relationships between
objects in many real-life systems. Typically, a network is
modeled as a graph, where nodes represent objects, and edges
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represent the relationships between these objects [44], [45],
[46]. The community structure of a social network, which
corresponds to some division of this network into groups of
nodes that share dense interconnections and sparse intercon-
nections, is a fundamental feature of social networks that has
been intensively studied in recent years. In many real-world
complex systems, such as sociology, biology, and transporta-
tion community structures can be defined as groups of nodes
that are densely connected with each other according to some
similarity metric.

Community detection has emerged as a primary method
for understanding how network structure affects behavioral
patterns in many systems [47], [48]. In this respect, commu-
nities are recognized as an effective way of identifying the
underlying structures inferred from network topology and any
additional information about the content of these nodes. This
includes, for instance, finding potential friends from social
media graph, identifying products that can be recommended
to users from some user-product purchase network, and iden-
tifying social opinions from user-discussion network [49],
[50]. The detection of a community group in the graph cap-
tures the tendency of nodes to create the groups, accord-
ing to the employed similarity metric. Another terminology
used for community detection is cluster. Although, clusters
and communities are used interchangeably in graph theory
literature, clustering sometimes stand for a single modality
approach of community detection [51], [52]. The ability to
detect communities of a given network contributes to the
understanding of the inherent properties and structure of this
network. Additionally, it provides an overview of communi-
cation among nodes of the same community as well as an
analysis of the utility of these nodes [53], [54]. Typically,
a community is defined as a collection of nodes that have
a high degree of connection among themselves, but a low
degree of connection with nodes outside the community set.
Community detection presents a challenging field of study
because there is no clear-cut model that describes the precise
characteristics of a ‘‘community’’. Especially, community
detection involves the use of some optimization strategy for
transforming a large-scale complex network into a set of
disjoint and compact subgroups, without prior knowledge
about the number of subgroups and their sizes.

Several algorithms for community detection have been
developed, combining techniques and tools from different
disciplines such as biology [55], physics [56], statistics [57],
social sciences [58], [59], [60], cognitive sciences [61], math-
ematics [62], economics [63], and computer sciences [64].
It is commonly acknowledged that there is no unique commu-
nity detection algorithm that can universally accommodate
all kinds of social networks with high accuracy because of
the discrepancy in network types and purposes. For exam-
ple, in one type of network, algorithmic biases can increase
the efficiency, while in another type, they may decrease the
efficiency [65], [66], [67], [68]. A distinguished class of
traditional community detection methods only considers the

structure of the network (i.e., relationships between nodes)
and ignores node attributes, if any. For instance, in the
case, where nodes represent patients, the latter can include
attributes like age, gender, education, which leads to what is
referred as a node-attributed social network [69]. In general,
a complex network is subdivided into two dimensions where
the first one corresponds to the network structure and the
second one corresponds to the node attributes [70], [71].
Therefore, accounting for both network structure and node
attributes, when available, is necessarily to yield a global and
useful community [72]. In FIGURE 3, a categorization of
previous community detection algorithms is shown and in the
remainder of this section, these methods are reviewed.

A. NON-ATTRIBUTED COMMUNITY DETECTION
METHODS
[73] In non-attributed community detection, only the linkage
network structures are considered, while the node attributes
are fully ignored [73]. We distinguish traditional graph-based
methods and dimensional reduction-based methods for struc-
tural community detection. Dimensional reduction-based
techniques are motivated by the need of a preprocessing stage
that involves dimension reduction to ease the complexity of
the data, prior to any clustering-like method to discover vari-
ous communities. This technology is already available in the
form of spectral clustering, non-negativematrix factorization,
and more recently, deep clustering approaches.

1) TRADITIONAL METHODS
A conventional approach to community detection uses a
graph structure to implement clustering algorithms that
enable community categorization. Traditional community
detection algorithms are typically classified into five cate-
gories: Hierarchical clustering [74], Modularity [75], Ran-
dom Walk [76], Label Propagation [77], and Density-
based [78]. These traditional community detection methods
have the advantage of fast and easy implementation. Typical
disadvantages of these methods include dependence on the
initial solutions and non-scalability for large social networks.

a: HIERARCHICAL CLUSTERING
Hierarchical clustering is one of the most prominent and
oldest approaches for finding communities in complex net-
work analysis. The definition of a similarity measure is
the starting point for any hierarchical clustering algorithm.
Hierarchical clustering algorithms can be divided into two
groups: agglomerative methods and divisive methods for
community detection. Divisive algorithms use a top-down
approach for finding clusters, in which a cluster is iteratively
split into clusters based on edges connecting nodes with low
similarity. Examples of divisive clustering methods include
Girvan-Newman (GN) [79], edge clustering coefficient [80],
and Information centrality [81]. Each of these algorithms
uses a different approach for detecting suitable edges for
the splitting tasks. Agglomerative algorithms are bottom-up
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FIGURE 3. Categorization of methods for community detection.

methods, in which clusters are iteratively merged if their
similarity is sufficiently high. Agglomerative algorithm uses
node similarity while devise algorithm uses edge similarity.

b: MODULARITY
Modularity based approaches attempt to detect communities
using some modularity measure. For a well-separated com-
munity, these strategies assume a high modularity value. The
Sterling number of the second kind Sn(k) gives the number
of ways to partition n nodes into k non-empty groups, and
hence the number of distinct community divisions is the Bell

number. As a result, modularity optimization is shown
to be NP-complete. The purpose of all modularity-based
approaches is to find a network division that maximizes
the modularity value. The proposed modularity maximiza-
tion strategies can be divided into two categories: greedy-
based [82] and heuristic methods [83].

c: RANDOM WALK
In random walk methods, each node starts with a walker.
After that, each walker will choose a neighbor of the node
they are currently standing on at random to localize. Random
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walk is based on the premise that walks tend to become stuck
in dense parts of a network connecting communities [76].
Many community discovery approaches based on random
walks have been proposed recently. In this area, popular
methods include Markov Clustering algorithm (MCL) [84],
Walktrap [76], and Infomap [85].

d: LABEL PROPAGATION
Raghavan et al. [77] proposed the label propagation algorithm
(LPA) as a popular and rapid method for community discov-
ery. A unique label is assigned to each node in the network
at the start. In the next stage, each node updates its label
with the label that is most frequently used by its neighbors.
When several neighboring labels are equally weighted, the
algorithm chooses a label at random from the more frequent
labels. The procedure of label propagation is repeated until
all nodes with the same label are grouped into a single com-
munity. The key advantages of LPA are its near-linear time
complexity, ability to use local knowledge, independence
from free parameters and objective function, and ease of
implementation [86]. Despite its advantages, this method has
some weaknesses, including instability, low quality, and the
formation of huge communities due to its random behavior
in initial node selection and node label update. Various mod-
ifications to LPA have been suggested in order to increase its
stability and robustness [87].

e: DENSITY-BASED
Density-based clustering for community detection has been
addressed in [78], [88], [89], and [90]. DENGRAPH is a
density-based method that has been used for community
detection in social networks [88]. It finds communities based
on the DBSCAN clustering algorithm by incorporating an
appropriate interaction-based distance function in the clus-
tering process. The distance function is defined in terms of
the interactions between the nodes of the network where
the closeness of nodes is assessed by the number of inter-
actions between them. Based on the incremental version of
the DBSCAN algorithm, DENGRAPH provides an adaptable
community. It calculates the aggregated number of interac-
tions between two users in a social network. Nevertheless,
this algorithm is one of the oldest density-based methods
that has many problems as well, such as difficulty to accom-
modate diverse datasets, low stability, and inability to often
detect evident and clear communities.

2) DIMENSIONAL REDUCTION
Clustering, as a process for discovering hidden groups in
data, is an essential approach in statistical data analysis with
applications ranging from community detection to image
segmentation and advanced signal processing. One important
notion to consider before getting into clustering is dimen-
sionality reduction, which is often viewed as part of data
preprocessing. This is especially important for large-scale
and high-dimensional data, such as big graphs or streams

issued from a large collection of medical sensors. Large
dimensionality often leads to high computational complexity,
which in turn causes longer training and inference times.
Furthermore, one may face a specific set of mathematical
challenges, referred to as the ‘‘curse of dimensionality’’ [91].
Finally, higher dimensionality can result in more complex
geometrical structures, potentially making the specification
of a good distance function difficult. The exploration of
structural features of high dimensional data represented by
the low dimensional manifold helps in achieving good den-
sity structures. In general, depending on which method is
used to reduce the dimension, the dimensional reduction
community approaches can be divided into three categories:
spectral clustering, which uses eigenvalue and eigenvector
to reduce dimensionality; nonnegative matrix factorization
method, which usesmatrix factorization to reduce dimension-
ality; and the deep clustering method, which uses the graph
embedding method to reduce dimensionality.

a: SPECTRAL CLUSTERING
Spectral Clustering (SC) is one of the most fundamental clus-
tering approaches in dimensional reduction, and it has proven
to be effective at grouping nodes by analyzing complex
data structural information. The spectral clustering technique
reduces the number of dimensions of the data matrix by using
its spectrum [92].

The aim behind SC is to reduce dimensionality by using
the eigenvalues of the data affinity matrix before performing
clustering in a lower dimension space. Specifically, spectral
clustering begins by constructing an affinitymatrix from data,
then derives the graph Laplacian matrix from the affinity
matrix. Next, it, computes the first k eigenvectors corre-
sponding to the k-largest eigenvalues of the graph Laplacian
matrix, and, finally, clusters the k dimensional row using
the k-means algorithm. The quality of the affinity graph has
a significant impact on the performance of spectral cluster-
ing. Different techniques have been proposed to improve the
spectral clustering algorithm, typically focusing on construct-
ing an accurate affinity matrix that can faithfully reflect the
similarity information between each pair of nodes. Popu-
lar SC algorithms include Mixed-Order Spectral Clustering
(MOSC) [93], Node2vec-SC [94], multi-similarity spectral
(MSSC) [95], and Tensor Spectral Clustering (TSC) [96].

b: NONNEGATIVE MATRIX FACTORIZATION (NMF)
Nonnegative matrix factorization (NMF) is a classical low-
rank matrix factorization model. It is very useful for analyz-
ing matrices with all non-negative elements [97]. Mathemat-
ically, given a non-negative matrix X = [X1,X2, . . . ,XN ] ∈

Rm×n
+ composed of n by m-dimensional data vectors, and the

desired reduced dimension d (d ≪min (m, n)), NMF aims to
find two non-negative matrices W =

[
Wip

]m×d
∈ Rm×d

+ and
H =

[
Hjp

]n×d
∈ Rn×d+ , which can well approximate to the

original matrix X in the form of their product:

X ∼= WHT (1)
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where W and H are respectively called the basis matrix and
the coefficient matrix. In order to estimate the factorization
matrices, the following objective function is minimized:∥∥∥X −WHT

∥∥∥2
F

, s.tW ≥ 0,H ≥) (2)

Since the non-negativity constraints on both factor matrices
lead to part-based representation, which is consistent with the
concept of learning the parts to build the whole. NMF has
been widely used in various fields, particularly in commu-
nity detection [98]. For directed or undirected networks, the
conventional NMF model: X ∼= WHT can be directly used
to detect communities by replacing X with A. Each column
in the matrix W corresponds to a representation of the com-
munity. Each column of matrix H denotes the membership
between overall pairs of communities and nodes. Therefore,
it can assign a community label to a given node by finding
the index of the largest element in the coefficient matrix, and
the detection rule for NMF is denoted as:

community
(
vj

)
= argmax i = 1, 2, . . . ,Vj1 (3)

Popular NMF approaches for community detection include
NMTF (Non-negative Matrix Tri-Factorization) [99], SNMF
(Symmetric Non-negative Matrix Factorization) [100],
GRSNMF (Graph Regularized Non-negative Matrix Factor-
ization) [101], and PCSNMF (Pairwisely Constrained Sym-
metric Non-negative Matrix Factorization) [102]. Existing
NMF-based community discovery approaches are generally
effective, but they all have the same disadvantages [103].
To begin, they frequently construct the feature matrix X
by using the neighboring matrix A, which is insufficient
to capture the complex network global features. This in
turn degrades the overall performance of the community
detection. Second, they frequently use the Frobenius norm to
create the objective function. This is insufficiently resilient
because a few noises with large errors can easily dominate
the objection function due to the form of the squared errors.
Finally, their solutions to the NMF-based model for commu-
nity finding include the multiplication operations of multiple
n×nmatrices, yielding a quadratic time complexity ofO

(
n2

)
for each. Althoughwe can lower the time complexity by using
sparse matrix multiplication or other optimization tactics, the
computational cost is still high when dealing with large-scale
complex networks.

c: DEEP CLUSTERING
Deep clustering techniques try to combine data transfor-
mation and clustering into a single architecture that can
then be tuned simultaneously by minimizing a loss func-
tion [104]. The architectures utilized for the feature learn-
ing step are drawn from the field of deep learning. A deep
clustering method consists of two main parts, dimension
reduction and data clustering. Depending on which deep
learning method is used to reduce the dimensions, deep
clustering can be classified into four major groups [105]:
Auto encoder-based [106], [107], [108], [109], Generative

Adversarial Network-based [110], [111], [112], [113], Graph
Convolutional Network-based [114], [115], [116], [117], and
Graph Attention Network-based [118], [119].

B. ATTRIBUTED COMMUNITY DETECTION METHODS
Real-world graphs where nodes have multiple attributes
are becoming more popular. Social networks, for exam-
ple, feature both friendship relationships and user data such
as hobbies and demographic attributes. As another exam-
ple, the expression levels associated with each protein may
be included in a Protein-Protein Interaction (PPI) network,
in addition to the interaction links. A graph can be used to rep-
resent such information, with nodes representing items, edges
representing relationships between them, and feature vec-
tors linked with nodes representing properties. An attributed
graph is a term used to describe this type of graph data. Unlike
non-attributed community detection, attributed graph meth-
ods focus on both structural and attribute knowledge [120],
[121], [122]. For this purpose, attributed community detec-
tion methods combine information from both networks and
attributes and detect clusters of densely linked vertices that
show high similarities in their attributes [123], [124], [125].

1) TRADITIONAL APPROACHES
Let G = (V ,E,A) be an attribute network, defined over a set
of vertices V, edges E, and attributes A. Let K be the num-
ber of clusters, the attributed network community is consisted
of sets of vertices V1,V2, . . . ,VK where V =

⋃K
i=1 Vi and

Vi ∩ Vj = ∅ for any i ̸= j. As a result, nodes within clusters
are tightly connected in terms of structure, whereas nodes in
other (non-community) clusters are sparsely connected; and
nodes within the same cluster have limited diversity in their
attribute values, whereas nodes in separate clusters may have
diverse attribute values. These approaches integrate structural
information with attribute characteristics. Nevertheless, the
major problem of such solutions lies in their inefficiency to
tackle large amounts of data due to the time complexity of var-
ious search operations. Based on previous research, there are
four types of attributed community detection methods [128],
including (1) Edge weighting Methods, (2) Distance-based
Methods, (3) Node-augmented graph-based methods, and
(4) Model-based Methods.

a: EDGE WEIGHTING METHODS
The edge weightingmethod category of community detection
attempts to convert the original attributed network into a
weighted graph. The methods of this category construct a
weighted graph based on the attribute information of the
nodes in the network. Then, node attributes are eliminated
from the vertices by acquiring their information from the
edges of the network, which is done by assigning to each
attribute a similarity value between two nodes as the weight
of it. After the graph is reshaped as a weighted graph, dif-
ferent graph clustering algorithms can be used, considering
the weight of edges. Clusters of nodes with similar attribute
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values can be obtained if edges are maintained at high weight
values during clustering [126], [127]. FocusCO [128] is one
of the most important community detection methods in this
category. To use this method, a set of user-provided exem-
plars are employed to infer user preferences by analyzing
the attributes. Then, the communities and outliers are com-
bined based on this user preference in this new scenario. The
FocusCO method detects outliers, extracts the communities
of focus, and detects the final communities.

b: DISTANCE-BASED METHODS
In distance-based methods, the graph structure information is
stored as a distance measure between vertices, and then inte-
grated with the attribute similarity measure. This category of
community detection utilizes distance-based techniques and
measures such as the SI-Cluster [129], SA-Clustering [130],
and CODICIL [131]. Several similarity (distance) criteria
are developed for this aim, and the classic distance-based
clustering algorithms can be also employed.

c: NODE-AUGMENTED GRAPH-BASED METHODS
Through an augmented graph, this class of methods attempts
to merge topological structure with attribute information.
Additional vertices called attribute vertices and new edges
called attribute edges are added to the original graph topo-
logical structure. The attribute similarity is expressed in the
augmented graph as the vertex neighborhood: two vertices
sharing the same attribute value are connected by a shared
attribute vertex. Because each vertex vi has T attribute values,
the original graph will have |V |×T attribute edges. Two ver-
tices in the augmented graph are close if they are connected
through a large number of other original vertices, or if they
have a large number of shared attribute vertices as neighbors
or both. Following the creation of the augmented graph,
a distance measure that estimates pairwise vertex closeness
or a community discovery technique can be used to identify
the clusters [132].

d: MODEL-BASED METHODS
The model-based category utilizes a probabilistic model to
avoid the design of an unrealistic distance criterion. The
model-based attributed community detection methods often
advocate the inclusion of some probabilistic optimization
criteria in the mechanism of community generation process.
CESNA [133], Bayesian probabilistic model [134], and PCL-
DC [135] are among the most popular model-based methods
in this category.

2) DIMENSIONAL REDUCTION
In this approach, a graph with attributes that includes struc-
tural information utilizes a preprocessing step of dimensional
reduction on structural and attribute data. We distinguish
three main approaches for this purpose: spectral clustering,
non-negative matrix factorization and deep clustering.

a: SPECTRAL CLUSTERING
Spectral clustering creates an affinity matrix from original
data, then it derives the graph Laplacian matrix from the
affinity matrix and computes the first k eigenvectors corre-
sponding to the k largest eigenvalues of the graph Lapla-
cian matrix. This method finally clusters the k dimensional
row vectors of the matrix formed by the first k eigenvec-
tors of the Laplacian as columns using the k-means algo-
rithm [136]. The quality of the affinity graph has a signifi-
cant impact on the performance of spectral clustering. As a
result, creating an affinity matrix that accurately displays the
similarity information between each pair of nodes is cru-
cial. Spectral Clustering based on Node Convergence Degree
(SCNCD) [137], Attributed Spectral Clustering (ASC) [138],
Text-Associated DeepWalk-Spectral Clustering (TADW-SC)
[139], and covariate-assisted spectral clustering (CASC)
[140] are famous algorithms in this category.

b: NON-NEGATIVE MATRIX FACTORIZATION (NMF)
Clustering in attributed networks simultaneously considers
the connectivity and attributes of the vertices. Non-negative
Matrix Factorization (NMF) is acknowledged as a powerful
technique that can combine structure and information for
community detection in attributed networks. In these meth-
ods, the primary challenge was finding a way to effectively
fuse two types of information [98]. Suppose we have the
adjacency matrix A = [Aij]n×n ∈ Rn×n

+ and attribute matrix
Y = [Yij]m×n

∈ Rm×n
+ where n is the number of nodes and

m is the number of attributes. Then one common approach,
which was applied in Nonnegative Matrix Tri-Factorization
(NMTFR) [141], and Joint Weighted Nonnegative Matrix
Factorization (JWNMF) [142], with the same factor H =

[Hij]n×k ∈ Rn×k
+ , referred to as community indicator matrix

in the following optimization problem:

minL (W ,H) =

∥∥∥A− HHT
∥∥∥2
F

+ α

∥∥∥3Y −WHT
∥∥∥2
F

,

s.t. H ≥ 0, W ≥ 0 (4)

where 3 diagonal matrix is to assign a weight for each
attribute and W = [Wij]m×k

∈ Rm×k
+ is the community

attribute matrix and the contribution of attributes of nodes can
be determined through α.

Another approach used to benefit from the node attributes
in community detection consists of applying the chain factor-
ization model, as proposed in SCI [143], ASCD [144], using
the following objective function:

minL (W ,H) =

∥∥∥A− HHT
∥∥∥2
F

+ α

∥∥∥H − Y TW
∥∥∥2
F

,

s.t. H ≥ 0, W ≥ 0 (5)

c: DEEP CLUSTERING
Deep clustering has been trending in the attributed graph as a
popular approach in recent years. Deep clustering is divided
into two stages: dimensional reduction using a deep learn-
ing algorithm and data clustering in Euclidean space. Deep
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learning approaches make it easier to capture the structure
and content information in attributed graphs through feature
aggregation. This had a lot of success with attributed graph
clustering as well. It entails converting each node n of an
attributed graph into a latent space, low-dimensional feature
vector F (n) ∈ Rd , where d is the latent dimension. In this
approach, F (n) encodes both node properties and graph
structure information of node n in such a way that nodes in the
same cluster have similar feature vectors. This methodology,
like structural methods, is separated into four primary groups
based on the deep learning strategy chosen to minimize the
dimension: auto Encoder-based [145], [146], [147], [148],
Generative Adversarial Network-based [111], [149], [150],
Graph Convolutional Network-based [149], [151], [152],
[153], and Graph Attention Network-based [118], [154].

III. COMMUNITY DETECTION IN HEALTHCARE DOMAIN
Research in healthcare systems examines how people, insti-
tutions, and resources work together to meet the health needs
of target populations [155], [156], [157]. A graph of health
systems can reveal, for instance, the inherent complexity of
the overall healthcare system, shed light on the interdepen-
dence among its various parts, and identify the corresponding
challenges associated with these interconnections. On the
other hand, various systems have accumulated a vast amount
of medical data, namely big data, due to the extensive appli-
cation of technologies such as mobile Internet, cloud com-
puting, and the Internet of Things in the healthcare domain.
Medical care, medical emergency communication, and vari-
ous medical and healthcare research have extensively utilized
such big data to deliver insights or decision aid. Especially,
utilizing medical big data effectively is seen as a tool to
reduce medical costs, improve medical quality, and increase
patient prognosis, and, subsequently, will have a significant
effect on society, the economy, and public health. In order to
describe and evaluate such dynamic and open systems, new
and innovative methods are needed. As a result, researchers
in this field have extensively used artificial intelligence tools
to improve the quality of medical care.

Indeed, nowadays, with the boom in digitalization and
new regulation that enforces patient data preservation, the
healthcare system is rapidly being dominated by artificial
intelligence and machine learning [158], [159], [160]. This
transformed the manual health system into automatic sys-
tems, in which clinicians and health operators perform a
routine patient record search and update to manage various
patient and system resources in a way to ensure transparency
and efficiency. This provided a substantial boost to healthcare
services in terms of resource optimization, healthcare person-
alization, and enhanced diagnosis [44], [161].

Artificial intelligence, SNA and more recently community
detection, are key techniques that have demonstrated the abil-
ity to translate these medical big data into actionable knowl-
edge resources [50], [162], [163], [164]. Therefore, social
network analysis and community detection can contribute to

FIGURE 4. Applications of community detection in healthcare.

improved patient diagnosis [165]. Especially, a community
detection is a specific approach for mapping, measuring, and
analyzing social relationships between individuals, teams,
and organizations.

We can broadly categorizemost applications of community
detection in healthcare into Healthcare Event Monitoring
and Disease Diagnosis, Analyzing and Tracking Outbreaks,
Analyzing Healthcare Workers Network, Network Analysis
of Healthcare Services, Analyzing Marketing in Healthcare
Agencies, Characterizing Lifestyle, Behavioral Health and
Well-being, Drug Discovery and Fraud Detection. These
applications of SNA for healthcare are shown in Fig. 4. In the
remainder of this section, the previous applications of SNA
in these subfields are briefly detailed.

A. HEALTHCARE EVENT MONITORING AND DISEASE
DIAGNOSIS
In the modern era, more and more healthcare data are
being collected by computer systems and storage technolo-
gies [166]. Massive data growth in healthcare fields has
posed a major challenge to healthcare data analysis tech-
niques [167], [168], [169]. Medical doctors and specialists
cannot analyze such an overwhelming amount of medical
data in a short period of time to make medical diagnoses,
predictions, or treatment schedules. Therefore, it is important
to propose an intelligent algorithm that can handle large quan-
tities of medical data accurately. Due to this, artificial intel-
ligence and machine learning-based models have become
essential for the healthcare industry. Community detection
can be utilized in the medical diagnosis field by capitaliz-
ing on the interconnections among various diseases, and/or
diagnoses, and/or treatments. In [170], a multi-objective
gene selection model for microarray data classification is
developed. In this paper, using a graph representation and
employing node centrality and community detection, a set
of relevant and non-redundant genes is selected for the final
disease diagnosis phase. The experimental results on colon,
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leukemia, prostate tumor, and lung cancer datasets shows that
this model can improve the accuracy of disease diagnosis as
well as decrease its computational complexity. Ali et al. [171]
integrated advanced models, including community detection,
wireless sensor data analysis, ontologies, and deep learning,
to develop a novel health monitoring system for chronic
patients. In [172], the authors focused on high-risk patients
that obtain common care in an initial care outpatient practice
where they build a community-based lung cancer diagnosis
model. In [173], two community detection methods were uti-
lized to group a lymph node tissue section that had been diag-
nosed with metastatic infiltration. The results indicated that
this developed clustering technique can improve the accuracy
of cancer detection. Moreover, the authors of [174] devel-
oped a community detection-based feature selection method
in the gene selection problem. In their work, the features
of the dataset are represented as a graph model, and then,
grouped using community detection algorithms into sev-
eral communities. Next, features are selected using genetic
algorithm and considering the communities of each feature
whose outcomes are inputted to an ensemble-classifiers (i.e.,
KNN, SVM and AdaBoost) that enable disease prediction
evaluation. In e-healthcare systems, wireless body area net-
works (WBANs) are successfully used to monitor the con-
dition of remote patients through wearables or implantable
biomedical devices. A novel clustering and routing scheme
for multi-WBANs has been developed in [8] that clusters
similar sensors and aggregates data.

B. ANALYZING AND TRACKING OUTBREAKS
Epidemic or widespread infections, such as COVID-19,
Influenza, Swine flu, Ebola, and Cholera need systematic
surveillance of clinical syndromes that affect the public’s
health where early warning of a rising trend in disease preva-
lence can help to prepare patients and increase efforts to
distribute the appropriate vaccine or treatment. On the other
hand, the knowledge of a declining trend can be a metric
of success [175], [176]. Classical public health monitoring
relies on surveying and compiling primary data from health-
care providers and pharmacists. Online platforms, including
social media platforms such as Twitter and Facebook, have
created new opportunities for real-time monitoring of dis-
ease outbreaks, yielding new epidemiology research areas at
the intersection of computer science and public health for
infection outbreaks prediction [177]. Community detection
has been employed to help draw overall statistics regarding
pandemic spread, isolate people at risk, among others [178].
In [178], the authors developed a model for detecting targeted
immunization nodes using community detection. Three steps
are included in the developed method, including community
detection, narrowing of potential candidates, and a meta-
heuristic method for selecting immunization nodes. To detect
communities of related cases of an infectious disease, the
authors of [179] proposed a new model for integrating mul-
tiple data streams. They incorporated pre-existing disease

information into their model and explicitly accounted for
under-reporting.Moreover, the authors of [176] usedmachine
learning techniques and social network analysis to raise
awareness of COVID-19. In this study, node grouping and
community detection on social networks were performed
using some edge similarity, edge degree, and node clustering
measures techniques.

C. ANALYZING BIOLOGICAL NETWORKS
Due to the rapid development of the data storage technolo-
gies, large scale PPI data as well as unannotated protein
sequences are now available, which offers golden oppor-
tunities to apply various SNA techniques to mine protein
structures. Especially, in biological network representation,
vertices denote certain biological entities and edges indicate
the links between these biological entities, which can vary
according to the context of the study. In [180], a novel com-
munity detection method is developed for large-scale PPI
networks. As a result of the developed modularity measure
and functional cohesion, protein communities are identified
in this model. In [181] protein-protein interaction network
of non-alcoholic fatty liver disease is analyzed. Using exper-
imentally validated interactors as well as the interaction
network of human proteins associated with Non-Alcoholic
Fatty Liver Disease (NAFLD), the authors identified novel
associations between human proteins that may be implicated
in non-alcoholic fatty liver disease. In [182], a new method
analyzes the disease network using PCA algorithm based
on disease-gene network detecting algorithm, which is use-
ful for examining the relationships between nodes within a
single cluster. In [183], an automated method for finding
communities of interconnected proteins in protein interaction
networks and retrieving annotations associated with these
clusters is described. Based on Girvan and Newman’s Edge-
Betweenness community detection method, proteins’ inter-
action graphs were divided into subgraphs of interconnected
proteins. The finding demonstrates the ability of the method
for fast screening of small to medium size protein interaction
networks.

D. ANALYZING HEALTHCARE WORKERS NETWORK
Understanding how connections are organized in healthcare
worker networks can reveal useful insights to comprehend
how these networks affect healthcareworkers’ life, behaviors,
productivities, and communication failures [184]. A bet-
ter understanding of this issue would improve communica-
tion strategies for the diffusion of healthcare information.
A physician social network, for instance, is widely credited
with influencing physician preferences, attitudes, and beliefs
about the effectiveness of new technologies in the clinical set-
ting. In [185], a newmulti-scale community detection is intro-
duced to assess the characteristics of healthcare providers and
their impact on patient outcomes. This approach can be used
by health service researchers to assess provider collaboration
and its impact on patient outcomes. In [186], the effects of
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interruptions on different unique roles of work in an ICU are
investigated using a sociotechnical system. The study used
SNA such as node centrality and community detection to
identify systems-based interventions that can decrease unnec-
essary interruptions and avoid unintentional outcomes, which
would impose supplementary burdens on staff working in
the ICU. In [187], the authors developed a novel algorithm
to detect physicians’ real medical specialties by analyzing
their prescription history. Scientists could use this knowl-
edge to analyze physicians’ drug prescriptions more accu-
rately. In systems where patients have the freedom to choose
their physician, identifying informal networks of ambulatory
physicians is particularly challenging. Using routine data,
authors of [184] showed that SNA can identify informal
networks of ambulatory physicians.

E. NETWORK ANALYSIS OF HEALTHCARE SERVICES
Healthcare services can be represented as a graph model and
this model can be investigated using SNA. Understanding
the organization of this graph of healthcare services not only
help in analyzing existing healthcare services at wide but
also aid in evaluating and discovering unknown patterns that
harm the development of healthcare service. For instance,
in [188], different techniques and models for creating and
analyzing the network of healthcare services are reviewed.
To detect communities of services, a model based on PCA
algorithm and SNA is developed and then a graphical repre-
sentation for demonstrating and recognizing patterns of care
is proposed. In [189], essential details about the professional
advice networks in Ethiopia’s primary healthcare units are
examined and assessed using a set of SNA-based methodol-
ogy and qualitative interviews. De Brún and McAuliffe [190]
described used community structure-based techniques for
describing, diagnosing, and evaluating healthcare systems
and networks in a case study of senior managers in a newly
established hospital group. In [191], disease regional areas
are detected and monitored using a combination of machine
learning and Louvain community detection algorithm on drug
prescriptions. The first step in the process was to design
the network of prescriptions and then apply the Louvain
community detection algorithm for the community discovery
of 50000 Iranian prescriptions collected in 2014. Valida-
tion of the experiments is based on the modularity measure
and specialist opinions. Six communities are extracted using
Louvain community detection algorithm with adequate per-
formance. In [192], a novel community detection algorithm
is proposed for transforming heterogeneous knowledge into
operational information on Information Systems Medicaliza-
tion Program data and its results are compared with Agglom-
erative Hierarchical Classification and the diagnosis related
groups classification.

F. ANALYZING MARKETING IN HEALTHCARE AGENCIES
Marketing is one of the most vital skills for many healthcare
agencies to handle fierce competition in the field [193], [194].

Using online social networks, healthcare service providers,
recipients of healthcare services or potentially new customers
can interact with each other in a way to increase visibility,
boost collaboration, raise brand awareness and resolve any
concerns raised by the community [195]. The use of social
networks can therefore be beneficial for promoting a com-
pany’s profile, or to increase patients’ loyalty. In this respect,
community structure analysis can help healthcare agencies
to adopt a data-driven marketing strategy involving users’
behavioral analysis and accommodating community needs to
ultimately build a healthier world [196].

G. CHARACTERIZING LIFESTYLE, BEHAVIORAL HEALTH
AND WELL-BEING
The concept of well-being emerged as an important health
indicator whose evaluation goes beyond common economic
indicators as it affects the overall health, productivity, and
quality of life of the underlined country. Studies of life satis-
faction and well-being differ conceptually from flu or allergy
forecasts because they aim to provide insights into factors and
mechanisms contributing to happiness, rather than just deter-
mine regional variations in it. SNA can therefore be called
upon to understand the influence that various social networks
may have on health outcomes and behaviors. In [197], the
authors examined the language of well-being in order to esti-
mate the cognitive quality of life satisfaction where a billion
tweets were collected over a year’s time span across various
US cities. Then using a questionnaire inferred from semantic
textual analysis, linear regression is employed to predict the
concept of life satisfaction scores derived from such ques-
tionnaires. In [36], the current applications of community
structure analysis algorithms for implementing, disseminat-
ing, and sustaining health behavior interventions for adults
are reviewed. Zong et al. [198] developed a framework for
categorizing user-health levels that aggregates results derived
from a variety of medical social networks. In the first step,
they construct a multiple affinity graph to characterize a
user’s relationship with each attribute. Thereafter, the mas-
sive number of users are clustered into several medically
related social communities using community detection meth-
ods. By using these communities, the health status of each
user is distinguished by their classified health level based
on their companions. Finally, a multi-view medical attribute
learning framework is presented for combining the health
level of users from various attributes.

H. DRUG DISCOVERY
Introducing a new drug to the market is a long and costly
procedure for the pharmaceutical industry. Hence, a com-
prehensive analysis based on existing drugs can be used to
improve the positioning of drugs that have been identified
with new clinical indications, reduce development risks and
costs, and accelerate drug discovery to the market [199].
Community detection can reveal effective in analyzing the
relationships between exiting drugs and/or target indicators.
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For instance, Galan-Vasquez and Perez-Rueda [200] exam-
ined the relationships between drugs and their targets using
the DrugBank dataset and annotations from the United States
Food and Drug Administration. CDDI (Core Drug Discovery
for Indications) is currently a popular research topic in Tra-
ditional Chinese Medicine. Moreover, in [201] an improved
label propagation community detection is developed for ana-
lyzing a drug network to discover drug communities and core
drugs for treating different indications in Traditional Chinese
Medicine. In this method, communities are detected by adopt-
ing fixed label update order based on the ascending order of
node importance. The results on different dataset networks
indicate that the developed community detection method
acquires better performance and stability than previous meth-
ods. Moreover, this method can find efficient core drugs in
drug networks. Using modularization to shape metabolic net-
works is oneway to understand how communities in networks
influence network stability and evolution. In this respect,
authors in [202] used different kinds of thermophiles and
mesophiles as the study subjects and built their metabolic
graph utilizing the Pajek algorithm. Then, the ‘‘component’’
description and community detection method were employed
to detect the clusters in the metabolic graph.

I. FRAUD DETECTION
Datamining and social network analysis play an essential role
in early fraud detection and surveillance of fraud. The rela-
tionship between physicians and patients forms sophisticated
communities, which can potentially lead to fraud detection
as well. Scientists typically study clusters of physicians and
patients to identify suspicious communities. In [203], differ-
ent types of communications are investigated and examined,
where communications that appear suspicious andmay reveal
healthcare fraud are highlighted. The study proposed two
methods to find these small and exclusive groups. The authors
proposed high scalability methods that can be applied to large
medical data. These developed methods were evaluated with
different synthesized data. The finding of this study showed
that these algorithms are very effective and can measure
the community structures of 50,000 providers in about a
minute.

In Table 2, a summary of previously mentioned community
detection-based studies employed in healthcare applications,
a subfield of their application, utilized techniques, purpose,
advantages, and disadvantages, are outlined.

IV. DEVELOPED COMMUNITY DETECTION ALGORITHMS
IN HEALTHCARE APPLICATIONS
Community detection plays an important role in many
healthcare applications, including metabolic network anal-
ysis, protein-protein interactions, food web construction,
food-drug interaction network analysis, gene regulation, and
pollination. In this section, previous community detection
algorithms in healthcare applications are reviewed and their
strengths and weaknesses are discussed.

A. LOUVAIN ALGORITHM
Louvain community detection is an algorithm for detecting
communities in social networks using optimization of a mod-
ularity measure. Louvain is an unsupervised algorithm, and
it does not require the input of the number of communities
nor their sizes before the clustering process. This algorithm is
simple, powerful, and easy-to-implement to identify network
communities. The Louvain algorithm can be employed to
detect communities in very large networkswith low execution
times. It consists of two simple steps: the first step assigns
each node to a community that maximizes network modu-
larity Q; the second step calculates the gain from moving a
node i to a community C as follows:

1Q =

∑
C +kCi
2m −

(∑
Ĉ +ki
2m

)2
−

[∑
C

2m −

(∑
Ĉ

2m

)
−

(
ki
2m

)]
(6)

where
∑

C indicates the sum of the weights of the edges
inside community C ,

∑
Ĉ is the sum of the weights of

the edges incident to nodes in community C , ki is the sum
of the weights of the edges incident to node i, kCi is the
sum of the weights of the edges from i to nodes in C ,
m denotes the sum of the weights of all the edges in the
network.

As a second step, a new network composed of nodes
that represent previously discovered communities is simply
created. Iterations are carried out until the modularity of the
network has been significantly improved. Several network
analysis software packages, such as NetworkX, [204] and
Gephi [205] implemented the Louvain community detection
algorithm.

The computational complexity of the Louvain algorithm
is O(n log n), where n is the number of nodes in the social
network. This algorithm can therefore be utilized to identify
communities in very large networks within relatively short
computing times. Due to its simplicity and high performance,
the Louvain community detection algorithm has been exten-
sively used for social network analysis in healthcare appli-
cations [174], [187], [191]. Despite its good performance,
this method also has drawbacks. Traag et al. [206] showed
that the Louvain community detection method has a signif-
icant problem, for both modularity and the Constant Potts
Model. As a result of the resolution limit, modularity may
cause smaller communities to be clustered into larger ones.
In other words, modularity may mask smaller communities
and can produce communities with significant substructures.
In addition to the well-known issue of the resolution limit of
modularity, this method may produce arbitrarily inadequate
connected communities. In some cases, communities may
even be disconnected [206].

B. TRADITIONAL CLUSTERING ALGORITHMS
In traditional algorithms, the problem of community detec-
tion is represented as a graph, and then using a clustering
algorithm the community of the network will be detected.
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TABLE 2. Outlining the reviewed community detection-based method in healthcare applications.
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TABLE 2. (Continued.) Outlining the reviewed community detection-based method in healthcare applications.

Community detection algorithms based on traditional
methods are typically classified into four categories: Parti-
tional clustering [207], Hierarchical clustering [74], Spectral
clustering [75], and Graph partitioning [208]. These tradi-
tional community detection methods have the advantage of
being fast and easy to implement. The disadvantages of these
methods include dependence on initial solutions and non-
scalability for large social networks. Additionally, in many
traditional community detection algorithms, it is needed to
provide the number of communities in advance.

Traditional hierarchical clustering (e.g., k-means and fuzzy
c-means) has been widely used in healthcare applications
because of its simplicity and acceptable efficiency [173],
[209], [210].

C. LABEL PROPAGATION ALGORITHM (LPA)
In Label Propagation-based and dynamical algorithm-based
community detection methods, nodes with the same label
tend to generate a group or a community [77], [211]. LPA
is semi-supervised machine learning algorithm where each
node carries a label of the community it belongs to, and
then it uses existing node-label allocation to assign labels to
unlabeled nodes using network structure until convergence
occurs. LPA [77] is one of the most important agent-based
community detection methods. LPA is a simple, efficient,
and easy-to-implement method for detecting communities
in large social networks. Their scheme utilizes only the
graph structure as a guideline rather than a predetermined
evaluation criterion and it needs neither prior community
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knowledge nor optimization. Due to its low time (linear
order) and spatial complexity (using local information), this
community detection method is very popular. On the other
hand, because of its random behavior, LPA can be unsta-
ble and produce less accurate community detection. Due to
their simplicity and low computational complexity, LPA has
been widely used for social network analysis in healthcare
applications [201].

D. GIRVAN-NEWMAN ALGORITHM
In Modularity-based algorithms, optimizing techniques for
analyzing network structure often use modularity func-
tion to detect communities. This modularity can be mea-
sured by the strength of its division into communities
or clusters. The nodes in high modularity networks are
densely connected within their respective community but
sparsely connected between communities. It has been demon-
strated that modularity suffers a resolution limit, so it is
unable to distinguish small communities. Popular commu-
nity detection algorithms based on optimization of such
a modularity measure are Extremal optimization [212],
[213], Spectral optimization [50], [163], Greedy optimization
[82], [214], and Heuristics and Metaheuristics algorithms
[215], [216], [217], [218].

Girvan–Newman algorithm, introduced by Girvan and
Newman [79], is one of the greedy optimization-based algo-
rithms used for the detection of communities. This com-
munity detection method detects and eliminates modules’
connections and then measures the importance of edges using
the edge betweenness criterion. Girvan-Newman algorithm
includes four phases:

1. Compute betweenness values of all edges
2. Eliminate edge with the largest betweenness.
3. Recompute the betweenness of the other edges.
4. Iterate phases of 2) and 3)

Repeated calculations of the four previous steps are then used
to construct a hierarchical clustering tree.

Girvan–Newman algorithm is more efficient as com-
pared to traditional community detection methods. The time
complexity of the calculation of modularity function in
Girvan–Newman algorithm is O(mn), where n is the number
of nodes in the network and m the number of edges, respec-
tively. Despite being understandable and simple, Girvan-
Newman algorithm has its own challenges. With a social
network containing many nodes and edges, this method is
not very efficient. In large and complex networks, com-
munities are hard to detect. Previous studies have used
Girvan–Newman algorithm for social network analysis in
healthcare applications due to its simplicity and acceptable
performance [183], [202].

E. PCA-BASED ALGORITHM
The PCA-based community detectionmodel utilizes the Prin-
cipal Component Analysis (PCA) to select the best number
of eigenvectors and then the Laplacian matrix to map the

nodes in a low-dimensional space [219], [220]. In [219],
a novel PCA-based community detection algorithm is devel-
oped to identify the overlapping communities. In this method,
first, the PCA technique is utilized for the extraction of the
key features of network structure, and then the membership
index is employed for node classification. This algorithm
can detect communities accurately and obtain approximate
measure. In some of the healthcare applications, a PCA-based
community detection algorithm is employed for the analysis
of disease-gene networks [182].

F. GRAPH COLORING ALGORITHM
The graph coloring algorithm is one of the most interesting
graph-theoretic algorithms that can be used in many different
domains [221], [222]. B-coloring is the procedure of assign-
ing colors to nodes in each graph so that no two adjacent
nodes have the same color, and each color class has at least
one dominating node that is adjacent (dissimilar) to all the
other color classes.

Graph coloring techniques are already widely used to iden-
tify communities in social networks [223], [224]. Assume that
G = (V ,E) is a graph without loops that has a node set V
and an edge set E . B-coloring for G is the coloring of nodes
in such a way that:

Each pair of adjacent nodes (x, y) ∈ G has different colors
(proper coloring), and each color class has at least one node
that has neighbors in all other color classes. These nodes are
known as dominating nodes. A color that has a dominant node
is called a dominant color.

ϕ(G) is the largest number k in a graph G which has a
b-coloring with k colors. A b-coloring is a maximum coloring
of the vertices of graph G, as opposed to a minimal coloring.
Therefore, ϕ(G) is the degree over all the nodes of a graph G,
and the degree of a node is the number of its neighbors. It has
been shown that:

x(G) ≤ ϕ(G) ≤ 1(G) + 1 (7)

where chromatic number x(G) denotes to the minimum num-
ber of colors utilized to have a proper coloring of G. In some
healthcare applications [192], a graph b-coloring is utilized
for community detection. This algorithm provides a real rep-
resentation of clusters based on a dominant object which is
employed to evaluate cluster quality.

In Table 3, the strengths and weaknesses and com-
putational complexity of previously implemented commu-
nity detection algorithms in healthcare applications are
discussed.

V. PUBLICLY AVAILABLE SOCIAL NETWORK
HEALTHCARE DATASET
To evaluate and visualize the performance of most social
network analysis techniques, the datasets are crucial. In this
section, some of the publicly available social network health-
care datasets are described and the characteristics of these
datasets are summarized in Table 4.
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TABLE 3. Summary of implemented community detection algorithms in healthcare applications.

TABLE 4. Summary of publicly available social network healthcare dataset.

A. DATASUS/CNES
DATASUS/CNES [225] is a Brazilian public health dataset
that includes the historical records of Brazilian healthcare
professionals, available with a delay of up to 45 days, per
month of competence. The city of Bauru has 628 health-

care units, containing seven public hospitals and three
specialized hospitals. The samples of this dataset include
all the physicians that work in these public healthcare units
and have employment contracts with other public and pri-
vate healthcare units. As a result, the graph representation

VOLUME 11, 2023 30263



M. Rostami et al.: Community Detection Algorithms in Healthcare Applications: A Systematic Review

of the physicians with employment contracts resulted in
these public and private healthcare units in the city of Bauru
and other regions. Based on the DATASUS/CNES infor-
mation, a database named DDB (Detailed Data Bank) was
created, which contained the following information: health-
care units, physician’s code identification, Brazilian classi-
fication of occupation (BCO), public and private spheres
identification, workload, type of employment contract
within the healthcare unit, and physician’s occupation and
location.

B. DRUG REVIEWS
Drug Reviews [226] dataset prepares patient reviews on par-
ticular drugs along with associated characteristics. In this
dataset, the 10-star rating represents the overall satisfac-
tion of the patient. Data was collected by crawling online
pharmaceutical review sites. The intention was to study
(1) Sentiment analysis of drug experience over a vari-
ety of aspects (i.e., sentiments learned on peculiar aspects
such as efficacy and side effects), (2) Model transfer-
ability across domains, and (3) The ability to transfer
models between different data resources. This dataset for
drug side effect prediction was acquired from the UCI
repository.

C. HEALTHCARE ORGANIZATION SERVICES (HCOS)
Medical-prescriptions dataset and the Healthcare Organiza-
tion Services (HCOS) [227] is a public physician-affiliation
dataset in healthcare applications that can be used to
generate a social network of physicians prescribing pain
medications. The prescription dataset contained billions of
physicians in the United States prescribing certain pain med-
ications between the years 1996 and 2017. The physician has
an affiliation to a plurality of hospitals, and each hospital
has an affiliation with an integrated delivery network (IDN).
An IDN is an official system of providers and hospitals that
offers both healthcare services and a health insurance plan to
patients.

D. NATIONAL NEIGHBORHOOD DATASET
National Neighborhood Dataset [228] is happiness, diet, and
physical activity dataset in healthcare applications. Between
February 2015 and March 2016, a random 1% sample of
publicly available tweets with latitude and longitude coor-
dinates is continuously collected using Twitter’s streaming
application programming interface (API). The authors of this
study constructed neighborhood indicators at both census
tract and zip code levels in order to address the potential
data needs of neighborhood researchers. These researchers
tend to use and be interested in data at the census tract level
differently than at the zip code level.

E. PMSI
French national hospital promoted a database called PMSI
(Programme deMédicalisation des Systèmes d’Information).

It contains information related to all patients hospitalized
for metastatic melanoma. PMSI is a publicly available
social network healthcare dataset that contains records of all
hospitalizations, including detailed medico-administrative
information in France in acute care (medicine, surgery,
or obstetrics), rehabilitation centers providing short-term
care, and home care, including public and private units.
Approximately 26.5 million acute care hospital stays were
documented in the PMSI database in 2013. An anonymous
patient identifier can be used to follow a patient across mul-
tiple hospitalizations. The diagnostic codes of the 10th Revi-
sion of the International Classification of Diseases (ICD-10)
were used to identify the reasons for hospitalization for
each diagnosis related groups. Researchers can access this
database free of charge on request, upon contacting the rel-
evant agency and additional considerations [229].

F. MIMIC-III
The Medical Information Mart for Intensive Care (MIMIC)
is a publicly available large-scale dataset that includes infor-
mation related to patients admitted to intensive care units
and contains data such as vital signs, medications, observa-
tions and notes, diagnostic codes, etc. The data in each case
contain signals and periodic measurements acquired from a
bedside monitor as well as clinical data acquired from the
patient’s health record. For example MIMIC-III [230] data
was collected between 2001 and 2012 at Beth Deaconess
Medical Center in Boston, Massachusetts. The MIMIC-III
includes more data regarding patients who are seriously ill
or injured than, for instance, data from routine checkups for
those admitted to ICU.

VI. OPEN ISSUES AND CHALLENGES
Community detection is still an active research field with
numerous open issues. In this section, some open issues and
challenges in community detection in healthcare applications
are discussed. These challenges, their fields, the health disci-
plines involved, and potential approaches to overcome them
are summarized in Table 5.

A. COMMUNITY DETECTION IN MULTILAYER BIOLOGICAL
NETWORKS
The structure of various biological systems has been modeled
using networks. By manipulating signals, biological network
research aims to steer biological system structures toward
desired states. The linear control of single-layer networks
has advanced significantly over the past few decades, but
many complex biological systems exhibit highly complicated
nonlinear processes and a complex multilayer network struc-
ture. Genetic, biochemical, and environmental factors can
be linked to human diseases through a multilayer network.
In recent years, the healthcare and biological applications
of modeling based on multilayer networks have received
more attention than before. These networks have been studied
because different layers can demonstrate users’ communica-
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TABLE 5. Summary of community detection challenges in healthcare applications.

tions from different point of views. However, their analysis
raised a new challenge concerning the application of different
layers to detect different communities. Community detection
in multilayer networks is especially important in representing
healthcare networks where each node has multiple tasks and
relationships. Complex network systems prepare powerful
tools and techniques to study biological fields from inter-
actions between genes and proteins, to the investigation of
disease and organ functions, and even brain activity research
areas. Studying community detection in multilayer networks
has more issues to target. Especially, one of the main issues
in multilayer networks concerns how to merge the differ-
ent layers, which model node-node communications from
different perspectives. Furthermore, there are no standards
for multi-layer networks that can be used for evaluation.
To overcome this challenge, the problem of community detec-
tion in a multilayer network can effectively be addressed by
multi-objective and many-objective optimization models. For
this purpose, multi/many-objective mathematical functions
can be developed which consider the different aspects of a
community structure, simultaneously.

B. NUMBER OF COMMUNITIES
In many of the previous community detection algorithms, the
number of communities should be determined as an input
parameter, reducing the efficiency of community detection
as an intelligent mechanism to analyze the network structure.

In practice, there are two techniques to estimate the optimal
number of communities. The first technique uses modular-
ity maximization, which itself can also be employed for
community detection. The second one uses a statistical
inference-based approach. Due to the difficulty of estimating
the optimal number of communities in healthcare applica-
tions, future research needs to pay more attention to this
challenge.

C. DEEP LEARNING-BASED METHODS
The emergence of large social networks is observed in the
last recent years. Deep learning is a vital technique to han-
dle these large social networks and the extraction of useful
knowledge from them. However, because of high computa-
tional complexity and storage requirements, the complexity
of deep learning-based approaches is increased considerably.
Deep learning models require high-performance computing
machines to be developed at large social networks. However,
designing precise and efficient deep learning-based commu-
nity detection models, especially when dealing with large
social network, is always a continuous study effort to pursue.
Metaheuristic methods have shown their potential to increase
deep learning performance in terms of efficiency (i.e., compu-
tational complexity) and effectiveness (i.e., accuracy). More-
over, parallel computing is used to improve the efficiency of
deep learning approaches trained on the large social network
by splitting a task into subtasks and performing them simulta-
neously. Deep learning approaches are more efficient through
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parallel computing by using computers with graphical pro-
cessing units (GPUs). Furthermore, metaheuristic methods
have shown their potentials in improving deep learning mod-
els in terms of solution quality and computational cost.

D. ETHICAL ISSUES OF SNA USAGE IN HEALTHCARE
Today, SNA research in healthcare applications faces
unprecedented ethical challenges due to a combination of
technological development (big data) and increasing atten-
tion towards institutionalizing ethic governance. Ethics is
the study of right and wrong, as well as moral duty and
obligation. Public health ethics focuses on the moral aspects
of public health interventions for disease prevention, life
extension, or psychological and physical well-being. Medical
ethics, on the other hand, focuses on the relationship between
doctors and patients. Health professionals and patients alike
face the challenge of how ethical principles may be applied to
SNA and community detection algorithms in healthcare stud-
ies. Low relationship obstacles in social networks, limited
privacy, and security challenges lead to issues from an ethical
aspect. Therefore, for ethical reasons, the boundaries of the
investigation should be redetermined and only cooperation
among those stakeholders who consented to collaborate in the
research should finally be investigated.

VII. CONCLUSION
In the past few years, routine data sources in healthcare
databases have become increasingly fast. Health informat-
ics generates huge amounts of data, and analyzing these
voluminous data creates new opportunities for knowledge
discovery. In various scientific fields including healthcare,
there has been an increase in the use of SNA. Social networks
can be utilized in healthcare applications because they offer
huge data volumes and continuous monitoring, which enable
rapid response time. Community detection is an essential
SNA technique widely used in the healthcare applications.
The community detection approach seeks to identify clus-
ters of nodes that are similar according to some similar-
ity criteria. From a general perspective, existing algorithms
for community detection can be divided into two groups of
non-attributed and attributed networks, which include tradi-
tional models and dimensionality reduction algorithms. Here,
a categorization of different community detection algorithms
is presented, while the recent and state-of-the-art methods
are reviewed and compared. We categorized most applica-
tions of community detection in healthcare into nine groups
as: Healthcare Event Monitoring and Disease Diagnosis,
Analyzing and Tracking Outbreaks, Analyzing Healthcare
Workers Network, Network Analysis of Healthcare Services,
AnalyzingMarketing in Healthcare Agencies, Characterizing
Lifestyle, Behavioral Health and Well-being, Drug Discov-
ery, and Fraud Detection. We also discussed four important
open issues and challenges related to community detec-
tion in healthcare applications, such as Community Detec-
tion in Multilayer Networks, the Number of Communities,
Deep Learning-based Methods, and Ethical Issues related to

SNA usage in healthcare. Our study also explores potential
approaches to overcome such challenges.

VIII. FUTURE WORKS
Social network analysis plays a major role in crisis man-
agement, since it can potentially identify areas in danger,
investigate the outbreak events, generate summarized reports,
and anticipate future requirements, contributing greatly to
situational awareness and disaster response. When the crisis
is an outbreak of infection or a virus pandemic, SNA can
be employed to anticipate the outbreak, monitor the spread
of the disease, and check the state of the infection. Due to
the extensive application of community detection methods
for precise analyzing of online social network, there is a
prospect that researchers can use community detection meth-
ods to identify high-risk infectious disease communities and
monitor infection spread. For example, high-level knowledge
can be found with online SNA using community detection
methods. Moreover, using SNA and community detection,
various interactions and health issues that are observed in
society/localities can be modeled accordingly to better com-
prehend the spread of diseases and effects of policy.

While novel andmore especially deep learning-based com-
munity detection algorithms can be used to easily identify
communities in healthcare applications, there is still one
significant barrier to the use of these techniques in the
healthcare sectors. This relates to the explainability problem,
which occurs when healthcare authorities are reluctant to
trust results that are hardly transparent or explainable. The
lack of explainability and transparency is a major limitation
of community detection and SNA techniques for health-
care applications. There are many healthcare applications
that require understanding how a community detection algo-
rithm made its analysis to build trust among stakeholders
(e.g., physicians, specialists, patients, researchers, and the
general public). In short, eXplainable Artificial Intelligence
(XAI) can provide a human-understandable explanation of
its behavior. Despite limited success, a variety of techniques
have been proposed adding transparency to artificial intelli-
gence in a way that earns clinician trust and yields positive
clinical outcomes. The incorporation of interpretable features
in a post-hoc explanation is an open area for research for
improving community detection methods in future works.
The goal is to create a set of easily understandable features
for end-users and healthcare stakeholders.
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