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ABSTRACT Text preprocessing is a common task in machine learning applications that involves hand-
labeling sets. Although automatic and semi-automatic annotation of text data is a growing field, researchers
need to develop models that use resources as efficiently as possible for a learning task. The goal of this
work was to learn faster with fewer resources. In this paper, the combination of active and transfer learning
was examined with the purpose of developing an effective text categorization method. These two forms of
learning have proven their efficiency and capacity to train correct models with substantially less training
data. We considered three types of criteria for selecting training points: random selection, uncertainty
sampling criterion and active transfer selection. Experimental evaluation was performed on five data sets
from different domains. The findings of the experiments suggest that by combining active and transfer
learning, the algorithm performs better with fewer labels than random selection of training points.

INDEX TERMS Active learning, active transfer learning, text classification, transfer learning.

I. INTRODUCTION
Today, Machine learning techniques are used to solve
problems inmany domains. Some learning techniques require
a large amount of data to provide a satisfactory result, such
as deep learning. Even though the research area of automatic
labelling is growing, there are many areas where manual
labelling is essential. In many fields and applications, it is
difficult to use unsupervised learning, and data labelling is
still considered a difficult, expensive, and time-consuming
task [4], [14], [24].

The goal of this study is to make the use of our resources
in text categorization as efficient as possible. Automatic and
semi-automatic annotation services facilitate the annotation
process for text classification tasks [6], [7], [13], [17], but
a real-data set improves the training process. Furthermore,
a consistent set of annotated data is required to develop
an annotation service. In numerous real-world applications,
active learning (AL) and transfer learning (TL) have proved
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their ability to build accurate models with a greatly reduced
amount of training data [8], [19], [28], [32], [33].

In this study, a combination of AL and TL was investigated
for effective learning under data sparsity conditions for text
classification tasks. Five data sets from different domains
were selected for experimental evaluation. A criterion for AL
using data from different learning contexts was investigated,
similar to how TL approaches work. The experimental
protocol shows that the experiments were divided into three
steps to demonstrate the ability of the proposed criteria. In the
first step, we selected the learning algorithm that performs
best for each data set. In the second step, we demonstrate the
ability of the uncertainty sampling criterion compared to the
random selection of training points, and then we demonstrate
the efficiency of the proposed active transfer criteria.

The AL strategy that is proposed is similar to the one
introduced in our preliminary work, which was presented in
the European Symposium on Artificial Neural Networks in
2018 [20]. In our preliminary work [20], we examine the
combination of AL and TL for image classification tasks.
This work also focuses onmaking the best use of the available
resources, but in this case, the text data sets were used for
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the experiments. In the extended version of paper, we added
experiments which demonstrate the benefits of the proposed
method. The added contributions of the work described here
compared to our preliminary work presented in [20] are:

• Examination of the combination of AL and TL for
the text classification task. We demonstrate that the
proposed criteria work without depending on the type
of classification task.

• Experimental evaluation on multiple data sets. We
extended the experimental evaluation by using data sets
from different fields.

• Investigate several evaluation metrics to choose the
classification algorithm. If in our preliminary paper,
we only compared models using accuracy metrics,
in this paper, we compared each algorithm using
different types of performance measures: accuracy,
precision, recall and F1 score.

• Demonstrate the performance of ATL criteria using
another metric. To demonstrate the effectiveness of the
proposed criteria, we examine the comparison of the
precision metrics obtained with the random selection
and with the two strategies for the active selection
of training points: the uncertainty sampling criterion
and the AT criterion. The performance of the proposed
criteria is also proven in this case.

• Selecting the worst model for experiments. To demon-
strate the performance of the AT criterion, we trained
the data with the algorithm that gave the lowest
performance.

• Comparison of the proposed strategies using deep
learning algorithms. Even though deep learning algo-
rithms need more data and the presented experiments
used datasets with a small number of records, the
performance of the ATL criterion is proven.

In the experimental evaluation, we studied the proposed
active transfer (AT) criterion for five data sets from different
domains. The performance of the five data sets is different,
but the results show that uncertainty sampling selection
performs better than random sampling. Moreover, when
comparing the uncertainty sample selection with the AT
criterion, the experiments show that the proposed method
performs better than the uncertainty selection of training
points for all data sets used in the experimental evaluation.
Based on our experiments, we can state that the AT criterion
performs better in different scenarios that we tested.

Methods for AL can be roughly divided into two
categories: those with and without an explicitly defined
objective function. The methods that were used in this paper,
uncertainty sampling criterion and AT criterion are included
in the last category.

The paper is organized as follows. This section fin-
ishes with related works. Section II, details the proposed
approaches for efficiently training correct models with a
greatly reduced amount of training data. Furthermore, the
data sets are presented and the protocol used for experiments
was described step by step. In Section III, we present the

experimental evaluation performed on the five data sets.
In Section IV, we conclude and present directions for future
research.

A. RELATED WORK
Some recent studies have examined the use of AL and
TL in various learning tasks [10], [15], [27], [28], [29],
[30]. The authors of [10] developed a deep learning-based
method that targets low-resource environments for entity
resolution through a novel combination of TL and AL. Its
architecture allows the learning of a model to be transferred
from a resource-intensive environment to a resource-poor
one, and AL was used to select some informative examples
to fine-tune the transferred model. In [15], the authors
proposed a combination of active transfer learning and
Natural Language Processing to improve liver volumetry
using surrogate metrics with Deep Learning.

The authors of [27] also addressed the problem of learning
with limited labeled data. They used a deep convolutional
neural network to prove the performance of the active transfer
learning for the image recognition tasks. The authors of [5]
considered that the construction of an efficient deep neural
network is largely needed on a large number of labeled
samples that are available. This is the reason why they
proposed a unified deep network, combined with active
transfer learning, which can be trained using only minimally
labeled training data for hyperspectral image classification.
In [11] the authors have proposed a method based on active
transfer learning and data augmentation for compensation
of weak predictive power of neural networks on an unseen
domain.

In [28], the authors proposed a combination of TL and
AL to create a learning system to detect atrial fibrillation.
Their goal is the same as ours: To reduce data and cost and to
develop a more cost-effective solution to their task.

The authors of [31] present a method that uses active
learning to minimize the need to annotate the majority of
examples in the data set. Their goal is to develop CAD
systems by simplifying the tedious task of labeling images
while maintaining similar performance to state-of-the-art
methods. In [18], the authors combine transfer learning,
active learning, and pseudo-labeling to develop pseudo-
active transfer learning. Their method translates the complex
description of intrusion alarms for analysts with confidence.

In [2], it is proposed as an alternative to the conventional
criterion in AL that actively selects questions by using
available preference data from other users in a preference
learning scenario. The authors of [20] explore the combi-
nation of AL and TL for efficient learning in data scarcity
for image classification. Experimental results suggest that by
combining AL and TL on a target domain, they can learn
faster with fewer labels thanwith random selection. Similarly,
the goal of this work is to use the available resources as
efficiently as possible, but in this case, text data sets were used
for the experiments. In [20], we applied the same criteria for
image classification.

28752 VOLUME 11, 2023



D. Onita: Active Learning Based on Transfer Learning Techniques for Text Classification

II. MATERIALS AND METHODS
The following methods are already explained in our prelimi-
nary paper [20].

A. ACTIVE TRANSFER LEARNING
Active Learning [26] refers to a group of approaches that may
be used when labeling points is difficult, time-consuming,
and costly. The theory underlying AL is that by selecting
training sites optimally rather than randomly, improved
performance can be achieved.

There is a trend to improve the performance of ALmethods
by combining them with heuristics designed either for the
context in which they are applied or by the models they use,
such as using unlabeled data, exploiting clusters in the data,
diversifying the set of hypotheses, or adapting the AL to other
learning techniques such as Gaussian processes.

1) UNCERTAINTY SAMPLING CRITERION
The uncertainty sampling criteria [26] is an AL approach
in which an active learner labels the example for which the
model’s predictions are the most uncertain. The prediction’s
uncertainty can be assessed, for example, using Shannon’s
entropy

Uncertainty(x) = −

∑
y

p(y|x) log p(y|x). (1)

where x is the point to be labeled and y denotes a possible
label for x. This technique simplifies to querying points with
prediction probability close to 0.5 for a binary classifier.
Intuitively, this technique seeks to discover the decision
boundary as quickly as feasible, as suggested by the regions
where the model is most unclear.

2) ACTIVE TRANSFER CRITERION
Transfer learning [22] is a technique for transferring
knowledge from one activity to another. It is influenced
by psychological research on learning transfer, notably the
dependence of human learning on past experience. Because
the psychological theory of transfer of learning assumes task
similarity, TL algorithms are utilized when training data for
the target task is comparable but not identical to that of the
source task. TL could be performed in the context of learning
algorithms by transferring learned features and parameters
from one algorithm to another.

We propose here an AL criteria we term AT, which is
specially designed to use the AL and TL parameters. The
fundamental idea behind the AT criteria is to employ learning
with many data sets to determine knowledge obtained with a
new data point by using the learned models of earlier data
sets.

For the prediction probability related to alternative models,
we shall use the notation shown below

pm(y|x) ≡ p(y|x,Mm). (2)

where M1, . . . ,MM denotes the data set unique to each task.
Inspired by [16], we calculate the average Kullback-Leibler

(KL) divergence of individual forecasts from the average:

AT(x) =

M∑
m=1

1
M

KL[ p(·|x)∥pm(·|x) ], (3)

with p(·|a) the average predictive probability of the entire
committee.

For discrete probabilities, the KL divergence is defined as

KL[p1(·|x)∥p2(·|x)] =

∑
c

p1(y|x)log
p1(y|x)
p2(y|x)

. (4)

The KL divergence may be thought of as a distance between
probabilities, where we misused the concept of distance since
the KL-divergence is not symmetric, i.e., KL[p1∥p2] ̸=

KL[p2∥p1]. This disadvantage of the KL-divergence can be
avoided by using a symmetric measure, such as KL[p1∥p2]+
KL[p2∥p1]. In [16], the disagreement is computed between
committee members constructed based on the current model,
i.e., the committee changes with every update and the crite-
rion has to be recomputed with every update. A committee of
models learned on different tasks is fixed and thus selecting
examples solely based on it leads to a fixed instead of an
active design: all examples can be ranked beforehand [2].

B. DATA SETS AND DATA PRE-PROCESSING
Five data sets were chosen for the following experiments. For
each data set a binary classifier was considered.

IMDB data set [12] is a public data set for binary
sentiment classification. The IMDB data set contains 50K
movie reviews written in English that is used for natural
language processing or text analytics.

Spam data set [1] is a collection of SMS-tagged messages
that have been collected for SMS Spam research. The data
set consists of 5,574 messages that are written in English, and
tagged according to being ham (legitimate) or spam.

Amazon product review data set [9] consists of a few
million Amazon customer reviews and star ratings. In the
rating column, the rating is from 1 to 5. A new column was
added for binary sentiment analysis: ratings 1 and 2 were
converted as bad reviews, 4 and 5 as good reviews, and 3 were
eliminated.

PadChest data set [3] is a public corpus that was
collected in Spain at Hospital San Juan from 2009 to 2017.
It includes more than 160k X-rays images. Radiologists
assessed the X-ray pictures, and each image was paired with
a report written in Spanish. The remaining reports were
labeled using a supervised technique based on a recurrent
neural network with attention mechanisms, with 27 percent
manually annotated by trained clinicians. In the experimental
evaluation, it was selected only the radiologists’ reports.
These reports were used for binary text classification where
the label of each report was normal or anomaly [21].

Movie Review Polarity data set [23] consists of
2000 documents about movie reviews. The data set contains
1000 positive reviews about a movie and 1000 negative
reviews.
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For each data set, the following data preprocessing
techniques were performed: Deletion of all null values, if any,
and extraction of features from text files. In order to run
machine learning algorithms for text classification, the text
files must be converted into numerical feature vectors. A bag-
of-words model was used. The ‘CountVectorizer’ from the
scikit-learn library [25] was used to segment each text file
into words. The ‘CountVectorizer’ develops a vector of all
the words in the string. To develop the vector, it needs to
count how many times each word occurs in each document,
and finally, assign an integer ID to each word. The returned
document is a document term matrix of size [n-samples X
n-features].

C. EXPERIMENTAL PROTOCOL
To achieve the goal of the paper, the first step was to
compare different machine learning algorithms for each data
set. To measure the performance of each machine learning
algorithm, different types of performance measures were
used: accuracy, precision, recall and F1 score. The results
are presented in Section III. The best algorithm was used
for active and random selection, and for storing a pre-trained
model for each data set. For three data sets, we considered
about 5,000 records, except for the Spam data set and
the Movie Review Polarity data set, which are smaller.
For the Spam data set, we considered about 4,500 records
for the target set. For the Movie Review Polarity corpus,
we considered about 1,500 records for the target set.

We then compared the active selection of training points
with the random selection of training points. The training
data was used as a pool from which points were randomly
or actively selected for labeling. Once a point was selected,
either actively or randomly, it was added to the training
data and removed from the unlabeled data. With the updated
training data set, the model was re-trained and predictions
were made using the validation set. Results were averaged
over 20 data splits into training, unlabeled, and validation
sets. All algorithms were trained with 50 randomly selected
and active data points.

The third step is to compare the active selection of training
points to AT selection. Since each data set has a binary
classifier, the point for which the prediction probabilities
are closest to 0.5 was selected for the uncertainty sampling
criterion. For the AT criterion, a portion of each data set is
selected as the target. Each of the three data sets contains
about 5,000 records, except for the Spam data set which
consists of about 4,500 records, and the Movie Review
Polarity corpus, for which 1,500 records were considered.
The target data set will be trained on a data set created from
the rest of the data set using a pre-trained model. To obtain
the pre-trained models for each data set, we trained the data
using the algorithm that performed best in step one of the
experiments. The point chosen was the one with which the
other model disagreed the most.

To demonstrate the performance of the AT criterion,
we trained the data with the algorithm that yielded the lowest

performance. The following algorithms were considered:
Decision Tree Classifier for the IMDB data set, GaussianNB
for the Spam data set, Logistic Regression for the Amazon
data set, Decision Tree for PadChest, and KNeighborsClassi-
fier for the Movie Review Polarity data set. For each data set,
we compared the three criteria for training point selection:
random, active, using the uncertainty sampling criterion, and
using the proposed AT criterion. The rest of the experimental
protocol remained the same.

One more proof that AT criterion performs better than
the uncertainty sampling criterion is that we trained the data
using a deep learning model. We used a Sequential model
with one hidden layer and 2.581 parameters. For the hidden
layer, we used a rectified linear activation function and the
output layer was activated by a Sigmoid function that is
frequently used for classification. It is important to mention
that we tried different architectures for deep learning models,
but increasing the number of hidden layers does not mean that
the performance of the model is increased too.

III. RESULTS
In the first step, the following algorithms were compared:
Logistic Regression, Linear Support Vector Classification,
Decision Tree Classifier, Random Forest Classifier, Gaus-
sian Naive Bayes Classifier, Multilayer Perceptron Clas-
sifier, K-nearest neighbors Classifier. We used accuracy
(mean ± standard deviation), precision, recall and F1-score
as measures of performance.

Table 1 shows the comparison of the different machine
learning algorithms for the IMDB data set. The last column
of the table shows which algorithm provides the best score
for each performance measure of performance. For the
IMDB data set, the Random Forest Classifier provided the
best accuracy and precision and the KNeighbors Classifier
provided the best recall and F1 score. Based on the obtained
scores, the Random Forest Classifier was used as the
classifier for the IMDB data set.

Table 2 shows the results of applying different machine
learning algorithms for the Spam data set. The best result was
obtained with the Random Forest classifier for all measures
that were compared for model performance.

Table 3 shows the comparison of seven machine learning
classifiers for the Amazon product review data set. The
KNeighbors classifier was used in the experimental evalua-
tion for the Amazon data set because this classifier gave the
best results in terms of accuracy, recall and F1 score.

As shown in Table 4, when comparing the learning
algorithms for the PadChest data set, the best accuracy and
precision were obtained with the Random Forest Classifier.
For this reason, the Random Forest Classifier was used as the
learning algorithm in the experiments with the PadChest data
set.

Table 5 shows the comparison of seven machine learning
algorithms for the Movie Review Polarity data set. For this
data set, the MLP Classifier provides the best score for all
performance measures.
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TABLE 1. Comparison of different learning algorithms for IMDB data set.

TABLE 2. Comparison of different learning algorithms for Spam data set.

TABLE 3. Comparison of different learning algorithms for Amazon product review data set.

TABLE 4. Comparison of different learning algorithms for PadChest data set.

As described in Section II-C, after selecting the best
algorithm for each data set, the next step is to use this
algorithm to compare the active selection for training and the
random selection.

For three of the data sets, we selected 5,000 records,
except for the Spam data set and the Movie Review Polarity
corpus, which are smaller. Each data set was divided into a

training data set, an unlabeled data set, and a validation data
set. The training data set was used as a pool from which
points were randomly or actively selected for labeling. For
each type of selection, a point was selected, then added to
the training set and deleted from the unlabeled data set.
The new training set was used to train the model and the
validation set was used to make predictions. Uncertainty
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TABLE 5. Comparison of different learning algorithms for movie review polarity data set.

FIGURE 1. Comparison of accuracy (mean ± standard deviation) derived from random versus active training point selection.(A.) IMDB data set.
(B.) Spam data set. (C.) Amazon product review data set. (D.) PadChest data set. (E.) Movie review polarity data set.
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FIGURE 2. Comparison of accuracy (mean ± standard deviation) obtained with two strategies of actively selecting training points. (A.) IMDB data set.
(B.) Spam data set. (C.) Amazon product review data set. (D.) PadChest data set. (E.) Movie review polarity data set.

sampling criteria were used for the active selection of training
sites.

Figure 1 shows the comparison of the accuracy obtained
when training points were randomly and actively selected
using the uncertainty sampling criterion for each data set
used in the experimental evaluation. For each data set, the
results obtained by active selection outperform those obtained
by random selection. In the plot of the Spam data set
(Figure 1 B.) and the Amazon data set (Figure 1 C.), the
difference between the accuracy obtained by active selection
of training points and random selection is more evident.

After comparing the random selection of training points
with the active selection applied using the uncertainty
sampling criterion described in Section II-A1, the next
objective was to compare the active selection with the
AT selection of training points. As mentioned earlier, the
uncertainty sampling criterion was used for the active
selection of training points. Since each data set has a binary
classifier, the prediction probabilities closest to 0.5 were
selected to calculate the uncertainty sampling criterion. For
the AT criterion, we formed a target data set containing about
5,000 records for three of the data sets, except for the Spam
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FIGURE 3. Comparison of accuracy obtained using the algorithm which returns lower performance. The training points were selected randomly and
using the two strategies of actively selecting training points: uncertainty sampling criterion and AT criterion. (A.) IMDB data set. (B.) Spam data set.
(C.) Amazon product review data set. (D.) PadChest data set. (E.) Movie review polarity data set.

and Movie Review Polarity data sets, which are smaller. The
target data set of the Spam data set contains only 4,500
records and for the Movie Review Polarity data set the target
data set consists of 1,500 records. The rest of the records
from the data sets were used to obtain the pre-trained models.
When calculating the criterion AT, the point where the other
model deviates the most was selected. The selected point was
added to the training data set while it was removed from the
unlabeled data set.

The plots in Figure 2 compare the accuracy achieved
with AL using two criteria for selecting active points: the

uncertainty sampling criterion and the AT criterion. The
plots show that the AT criterion performs better than the AL
criterion using the uncertainty sampling criterion for each
data set used in the experimental evaluation. For three of
the five data sets, the accuracies achieved are close, but for
the Spam data set (Figure 2 B.) and for the Amazon product
review data set (Figure 2 C.), the difference between the two
types of AL criteria is more pronounced.

It is important to note that the proposed AT criterion
performs better for all data sets, even though the Spam and
theMovie Review Polarity data sets are smaller. For the Spam
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FIGURE 4. Comparison of precision obtained with random selection and with the two strategies of actively selecting training points: uncertainty
sampling criterion and AT criterion. (A.) IMDB data set. (B.) Spam data set. (C.) Amazon product review data set. (D.) PadChest data set. (E.) Movie Review
Polarity data set.

data set, the training set for the AT criterion contains only
4,500 records and the pre-trained data set was trained on only
1,574 records. The training set for the Movie Review Polarity
data set consists of 1,500 records, and the pre-trained data set
was trained on only 500 records.

To demonstrate the performance of the proposed method,
the algorithm that performed the lowest was trained for
each data set. The following algorithms were used for each
data set: Decision Tree Classifier for the IMDB data set,
GaussianNB for the Spam data set, Logistic Regression
for the Amazon data set, Decision Tree for PadChest, and
KNeighborsClassifier for the Movie Review Polarity data
set. Figure 3 shows the comparison of the accuracy obtained

when the worst classifier was used for training and the points
were randomly and actively selected using the uncertainty
sampling criterion and the AT criterion for each data set used
in the experimental evaluation.

Another way to demonstrate the efficiency of the proposed
AT criterion is shown in Figure 4. The plots show the
comparison of the precision metric obtained when the
training points were randomly and actively selected using
the uncertainty sampling and the AT criterion for each data
set. The proposed AT criterion performs better for all data
sets, but the efficiency of the method is more evident for
the IMDB data set (Figure 4 A.) and for the Spam data set
(Figure 4 B.).
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FIGURE 5. Comparison of accuracy obtained using a deep learning model. The training points were selected using the two strategies of actively selecting
training points: uncertainty sampling criterion and AT criterion. (A.) IMDB data set. (B.) Spam data set. (C.) Amazon product review data set. (D.)
PadChest data set. (E.) Movie Review Polarity data set.

The plots from Figure 5 show the comparison of the
accuracy obtained using a deep learning model to train the
points which were selected using the two strategies of active
selection: uncertainty sampling selection and AT criterion.
As in the experiments presented before, we used five data
sets for comparison. For each data set, when the strategy of
selecting the training points is AT criterion, the algorithm
performs better.

IV. CONCLUSION
By integrating active and transfer learning, this work
investigated how to make an algorithm more efficient for
classifying text data from small data sets. The proposed

criteria, which combines active and transfer learning, select
those items that provide most of the information about
the current task by using models learned on comparable
tasks.

To confirm the potential of the proposed criteria, we con-
sidered three criteria for selecting the training points: random
selection, uncertainty sampling selection and AT criteria.
We found that there is a difference in performance for dif-
ferent data sets and different selection criteria, in particular,
the proposed AT criterion performs better. The experimental
results show that by combining active and transfer learning
on a target domain, we can learn faster and with fewer labels
than random selection.

28760 VOLUME 11, 2023



D. Onita: Active Learning Based on Transfer Learning Techniques for Text Classification

In future work, we plan to further extend our approach
by investigating the efficiency of the proposed method for
multi-input models. Since in the paper [20] the proposed
method was applied in image classification and in this work
in text classification, the proposed method of selecting the
training points by combining active and transfer learning can
be integrated into models that use images and text as input.
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