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ABSTRACT Existing automatic sleep stage detection methods predominantly use convolutional
neural network classifiers (CNNs) trained on features extracted from single-modality signals such as
electroencephalograms (EEG). On the other hand, multimodal approaches propose very complexly stacked
network structures with multiple CNN branches merged by a fully connected layer. It leads to very high
computational and data requirements. This study proposes replacing a stacked network with a distributed
neural network system for multimodal sleep stage detection. It has relatively low computational and training
data requirements while providing highly competitive results. The proposed multimodal classification and
decision-making system (MM-DMS) method applies a fully connected shallow neural network, arbitrating
between classification outcomes given by an assembly of independent convolutional neural networks
(CNN:is), each using a different single-modality signal. Experiments conducted on the CAP Sleep Database
data, including the EEG-, ECG-, and EMG modalities representing six stages of sleep, show that the MM-
DMS significantly outperforms each single-modality CNN. The fully-connected shallow network arbitration
included in the MM-DMS outperforms the traditional majority voting-, average probability-, and maximum
probability decision-making methods.

INDEX TERMS Machine learning, distributed networks, multimodal classification, sleep stage detection,
decision-making networks, transfer learning.

I. INTRODUCTION trained experts analyze features occurring at different stages

Sleep is a cyclic process. It progresses periodically through
five stages: wake, light sleep, deep sleep, and rapid eye
movement (REM). Each stage is characterized by a different
manifestation of brain wave activity. These characteristics
can be observed in the shape of the electroencephalogram
(EEG) time waveforms recorded for a patient’s diagnosis.
Indications of different sleep stages can also be observed
in other signals such as electrocardiograms (ECG), or elec-
tromyograms (EMG) recorded simultaneously to support
the diagnostic decision. Traditional sleep diagnosis involves
manual inspection of lengthy time waveforms of the diag-
nostic recordings captured over a few hours of sleep. Highly

The associate editor coordinating the review of this manuscript and

approving it for publication was Gerardo Flores

of sleep that may be associated with specific sleep patholo-
gies. This process is costly and time-consuming. The recent
advent of modern machine learning technologies makes
the possibility of automatic sleep scoring more realistic.
While many machine learning techniques that recognize
EEG patterns have been proposed, multimodal approaches
combining different types of signals have not been widely
reported. Although manual sleep scoring techniques show a
clear advantage of using different modalities, mainly when
the EEG exhibits some ambiguity, an apparent arbitration
can only be achieved by examining the behavior of other
simultaneously recorded signals. Depending on the design,
a multimodal diagnostic system highlights issues related to
the representation and modeling of different data modalities
and the arbitration between diagnostic outcomes generated
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by other modalities. Regarding the first problem, different
modalities can be processed through parallel channels,
and the fusion can occur at the final decision-making
level. Each processing channel can use its independent
data representation and modeling architectures in this case.
Alternatively, the data can be fused at the feature extraction
stage and passed to a single model making the final diagnosis.
Both approaches have been investigated in the past and
applied to medical diagnosis [1]. However, automatic sleep
scoring still remains an open research area.

A. PAPER CONTRIBUTIONS
In this study, a multimodal approach to sleep stage detection
is investigated. The paper offers the following contributions:

o A new multimodal classification and decision-making
system (MM-DMS) is proposed that is comprised of
distributed neural network modules. The diagnostic
information is first derived separately for each modality
by a parallel set of convolutional neural networks
(CNNs) and then passed to a single feed-forward neural
network to make the final decision. The majority of
existing methods train a single CNN structure with either
an early or late fusion of multimodal information. In the
proposed case, each module can be trained (or retrained)
separately with reduced time- and data requirements
compared to single-model approaches.

o The use of RGB images of logarithmic amplitude
spectrograms as a uniform modality-independent data
representation of EEG-, ECG-, and EMG signals is
proposed. Existing methods tend to apply different
modality-dependent preprocessing and feature extrac-
tion techniques.

o Unlike other methods, using multimodal sensor data
fused into a common feature array (early fusion) or
a common fully connected layer (late fusion), the
proposed approach applies a fusion of classification out-
comes (soft probability vectors) from multiple single-
modality modules passed to a separate shallow neural
network (NN) trained to arbitrate between single-
modality classification outcomes and make the final
decision. The shallow NN decision-making process
is compared against classical maximum probability,
average probability, and majority voting methods.

o The proposed system was tested using the CAP Sleep
Database data [2], [3], including the EEG-, ECG-, and
EMG modalities representing the six stages of sleep.

o Finally, the achieved results are compared against
related approaches reported in the literature.

B. PAPER STRUCTURE

The remaining parts of the paper are organized as follows:
Section II provides a literature review of related works;
Section III explains the proposed methodology; Section IV
provides experimental validation of the proposed approach;
Section V includes a discussion of the results presented, and
the paper is concluded in Section VI.
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Il. RELATED WORKS

The beginning of the 21st Century has been marked by a rapid
acceleration of machine learning (ML) techniques in various
medical and biomedical applications. Machine learning
methods are now commonly used in medical diagnosis,
prediction, data labeling, and analysis. Sleep scoring is
extensively researched to automate this process. It includes
scoring based on EEG and other modalities — on their own or
in combination. Two significant factors affect sleep scoring
performance, i.e., the feature extraction methods and the
classifier architectures used. Both have received a great
deal of research attention in recent years. One of the early
applications of ML in EEG classification was reported by [4].
A multi-class Support Vector Machine (SVM) model was
trained to identify two different sleep stages. An average
classification accuracy of 70.92% was reported. Deep Neural
Networks (DNN) brought a wide range of opportunities
for further improvements, which resulted in Convolutional
Neural Networks (CNNs) quickly becoming the dominant
technique for biomedical data classification. The concept of
transfer learning with publicly available pretrained CNNs
created an opportunity to achieve high-accuracy models
at a relatively low computational cost and modest data
requirements. It opened the possibility of conducting medical
diagnoses based on single-modality data and combined mul-
timodal information. Deep learning architectures proposed
for multimodal classification included stacked deep neural
networks containing separate branches for each modality and
connected at the final decision-making layer.

Three data modalities (EEG, EOG, and EMG) from the
Montreal Archive of Sleep Studies (MASS) dataset [5]
were used to detect five sleep stages (W, N1, N2, N3, and
R) [6]. The classification model was constructed as a stacked
neural network containing two parallel CNN branches. The
EEG- and EOG time waveforms were passed to the first
branch, and the EMG signal to the second branch. The
CNN branches were connected by a common SoftMax
layer generating a single output label identifying the sleep
stage. The classification accuracy reported was around 80%.
In [7], the same three modalities were applied to detect five
sleep stages. However, in this case, instead of depicting the
time waveforms, the data was transformed into amplitude
spectrograms using a linear frequency scale. A stacked
deep neural network architecture included two separate
CNN branches, one using EEG-, and the other using EOG
spectrograms. The outputs from the CNN branches were
concatenated with the EMG spectrograms and passed through
Long Short-Term Memory (LSTM) layers to generate the
final label. The results for healthy participants were reported
as being in the low 80% range but dropped by 20% for
clinical patients. In [8], a classifier architecture based on the
time attention mechanism was investigated. It was applied
to categorize time- and frequency domain feature parameters
extracted from a few modalities of polysomnographs. A sleep
stage detection accuracy of 90%-92% was reported for five
stages.
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Alongside classifier architectures, the research investi-
gated different ways of feature extraction from multimodal
data. In [9], preprocessed time waveforms of EEG-, EMG-,
and EOG signals from the Sleep Heart Health Study (SHHS)
database [10], [11] were applied as inputs to a multi-channel
CNN. The classification of five sleep stages resulted in an
Fi-score of 76%. The SHHS database was used to detect
five sleep stages in [12]. CNN embeddings of amplitude
spectrogram features were generated and passed on to an
LSTM classifier. In [13], the Physionet Sleep-EDFX [3],
[14], and the MASS databases were used to detect five
sleep stages. Each of the three data modalities, i.e., EEG,
EMG, and EOG, was represented as linear spectrograms and
passed to the CNN classifier. In [15], the Physionet Sleep-
EDF [3], [14] and Physionet Sleep-EDFX databases were
applied to detect six sleep stages using the EEG and EOG
modalities. Separate CNNs were trained for each modality.
The input time waveforms were split into segments, and
each segment was passed to the CNN as a one-dimensional
vector. The prediction accuracy achieved reached 91%.
A similar approach was reported by [16] using the Physionet
Sleep-EDF database with five sleep stages represented by
EEG- and EOG modalities. In this case, a precision of
72% was achieved. In [17], a complex feature extraction
and classification system was constructed. The features,
extracted from spectrograms using a bidirectional recurrent
neural network (BRNN), and from time waveforms using
convolutional layers, were passed to the secondary BRNN
to determine the final label. This approach was tested using
the network classifiers used in the MASS database to detect
five sleep stages simultaneously using three modalities, i.e.,
EEG, EMG, and EOG. The accuracy was reported as 86%-
87%. The Physionet Sleep-EDF and Physionet Sleep-EDFx
datasets were used in [18] to detect five sleep stages. A new
method for fusing two sources of information, including EEG
and EOG, was proposed. Features extracted from the EEG-
and EOG waveforms were divided into two feature sets: the
EEG features and fused features of EEG- and EOG data.
Each feature set was transformed into images representing
horizontal visibility graphs (HVGs). These images were
used to train a CNN classifier. This algorithm achieved
an accuracy of 93.58%. Clinical data from 33 healthy
participants and 25 sleep disorder patients represented by
two modalities, ECG and EMG, was used in [19]. The
EEG features included entropy, statistical moments, and the
synchrosqueezed wavelet transform (SSWT) coefficients.
At the same time, the heart rate- and breathing-related
features were extracted from the ECG data. An RNN was
used to classify the EMG data, and a fully connected artificial
neural network (ANN) was used to classify the ECG data. The
outputs from both networks were passed to the final ANN to
determine the sleep stage.

In [20], EEG-, EMG-, EOG-, and ECG features were
extracted from the convolutional layers of the CNN. Inte-
gration blocks were added to the network structure to merge
the modalities. The method was tested on the SHHS and
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Physionet Sleep-EDF databases to detect five sleep stages.
Synchronized polysomnogram (PSG) and ECG recordings
from 1743 participants were utilised to detect five sleep
stages in [21]. The signal time waveforms were passed to an
assembly of separate LSTM and CNN classifiers. The final
label was derived by calculating either maximum- or mean
output from these classifiers. An accuracy of 78.2% and an
F1-score of 69.8% were reported on the classification task
for three sleep stages.

As shown in this brief review, sleep stage detection
research is dominated by the design of complex stacked
classification network architectures, with multimodal fusion
occurring most often at the final decision levels. On the other
hand, feature extraction tends towards parameters generated
by convolutional layers of CNNs. However, there is no
explicit agreement regarding the network input format for
different modalities. Many studies use either time waveform
segments or spectrograms. The extraction of engineered
features appears to be a gradually declining trend.

ill. METHODOLOGY

A. MULTIMODAL CLASSIFICATION AND
DECISION-MAKING SYSTEM (MM-DMS)

As shown in Fig. 1, the MM-DMS system is a set of four
interconnected neural network classifiers: EEG CNN, ECG
CNN, EMG CNN, and Decision-Making NN. The final
sleep stage label is derived based on the information flow
through the system and algebraic connections between the
component networks. At the first stage of the classification
procedure, three parallel classifiers - EEG CNN, ECG CNN,
and EMG CNN - are assembled, each making its own
independent decision based on a single synchronized data
modality (EEG, ECG or EMG). These three channels work
as three independent assessors directly analyzing the physical
data coming from the sensors. Since the assessment outcomes
are likely to vary between these three assessors, a fourth
decision-making network is employed to arbitrate between
the assessors at the second stage of the classification process.
The fourth network (Decision-Making NN) is not analyzing
the physical data but the patterns of outcomes given by each
first-stage assessor to derive the final label.

B. ADVANTAGES OF MM-DMS

One of the first questions often coming to mind when looking
at the MM-DMS block diagram is how this method differs
from a stacked network containing three CNN branches
connected by a fully connected layer. Such structures have
been previously proposed as multimodal classifiers [6], [7].
The stacked network is a highly complex and rigid structure.
It is trained entirely on the sensor data. The training
process is time-consuming, and a large amount of labeled-
and balanced training data is required to achieve excellent
performance. Any updates based on the newly collected
data require the retraining of the whole network structure.
On the contrary, the proposed MM-DMS consists of smaller
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FIGURE 1. Block diagram of the proposed MM-DMS method.

independent classification units, with each unit trained
independently on a relatively small amount of data. The
first-level classification units are trained on the physical
data, whereas the final second-level decision-making unit is
trained on the probability vectors generated by the first-level
classifiers. The sleep-stage recognition task is distributed
between component units, and each unit provides its own
contributions. If some of the first-level classification units
do not perform well (e.g., due to a small training set
size), the final arbitrating unit learns how to detect the
classification errors, and compensate for them. Each unit
can be retrained independently in a data- and time-efficient
manner. Trained component units can also be shared between
different classification systems designed to perform tasks
other than sleep stage recognition. For example, the first-
level sleep stage recognition units can be re-employed to
provide supporting information in the process of detecting
sleep disorders. Moreover, additional first-stage classifiers
(using different modalities) can easily be added to the system
to support the diagnoses without the need to retrain all system
components. Such flexibility is not achievable with stacked
network structures.

C. PRE-PROCESSING OF MULTIMODAL DATA
The pre-processing steps in Fig. 1 were performed con-
sistently across all three data modalities (EEG, ECG, and
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EMG) in a time-synchronized way. Pre-recorded (or streamed
in real-time) waveforms were divided into short-duration
blocks to conduct block-by-block processing. The duration
of each block was set to 10 seconds for all three modalities.
Experiments comparing a range of different durations showed
that 10 seconds led to the highest classification accuracy.
A short stride of 1 second was applied between subsequent
blocks, resulting in a 90% overlap between blocks. Using a
short stride allowed us to generate a relatively large number
of training data samples, thus ensuring adequate training of
the classifiers. The amplitude levels were normalized within
arange of —1 to 1. Since the recordings were labeled sample-
by-sample, it was assumed that the label for a given signal
block was the same as the corresponding data sample from
which it was derived. A 2D amplitude spectrogram array was
subsequently computed for each block.

D. CALCULATION OF AMPLITUDE SPECTROGRAMS

For all three modalities (EEG, ECG, and EMG), the raw
time waveforms were sampled at 512 Hz, resulting in
a 256 Hz signal bandwidth. This bandwidth was preserved
when transforming the time waveforms into spectrograms.
For each 10-second block of data, an amplitude spectrogram
array was computed using the Short-Time Fourier Transform
(STFT). For the purpose of comparison, spectrograms with
two different types of frequency scales were tested, linear
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and logarithmic. The time axis used in both cases was linear.
Since the CNN models used in this study show excellent
performance in image classification; therefore, any type of
transformation that generates image-like representations can
be expected to perform well. The signals were represented
as amplitude spectrograms, as it is the dominant signal
representation for real-time signal processing (speech, sound,
EEG, ECG, and similar signals) with readily available
software and hardware application platforms.

E. CONVERSION INTO RGB IMAGES

Spectral amplitude arrays were converted into RGB color
images to create suitable inputs to the CNN classifiers. This
conversion was done using the ““jet”” colormap. The dynamic
range of the spectral amplitudes was normalized across the
entire dataset with respect to the average maximum-, and
minimum amplitude values for a given modality [22], [23].
Since the normalization was performed separately for EEG-,
ECG-, and EMG samples, the dynamic range was different
for each modality. For EEG, it was Min = —0.0018dB,
Max = 0.0019dB, for ECG, Min = —0.00083dB, Max =
0.00084dB, and for EMG, Min = —0.0047dB, Max =
0.0046dB. As described in Section IV, the spectrogram-
based classification for linear- and logarithmic scales was
compared with classification performed using 10-second
time waveform blocks as direct inputs to the classifier.

Fig. 2 shows examples of 10-second blocks of time
waveforms and the corresponding RGB images of the linear-
and logarithmic spectrograms for the EEG-, ECG-, and EMG
signals. It can be observed that the images of logarithmic
spectrograms show more details of the low-frequency part of
the signal bandwidth compared to the linear spectrograms.
It was anticipated that the presented experiments would reveal
whether the choice of linear- vs logarithmic scale has an effect
on the classification performance.

F. TRAINING CNN MODELS

Since all modalities were represented as RGB images, one
of the existing CNN architectures designed for general image
classification tasks could be adapted. A separate CNN model
was trained for each modality (EEG CNN, ECG CNN, and
EMG CNN). Each model learned to categorize six sleep
stages independently: wake (W), light-to-deep sleep (S1, S2,
S3, S4), and rapid eye movement (R). The CNN structure
known as VGG16 [24], [25] was adapted and trained from
scratch. It consisted of thirteen 2D convolutional layers
and three fully connected layers, as shown in Fig. 3. The
same CNN hyperparameters, listed in Table 1, were used
for all three modalities. The dataset was split into two
subsets: training (80%) and testing (20%). These subsets
were mutually exclusive. The training and testing procedure
was repeated three times, each time with different training
and testing subsets. The reported results were calculated and
averaged over three runs. The models were implemented
in Python using the TensorFlow Keras library [26]. The
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TABLE 1. Hyperparameters for the VGG16 CNNs and the Shallow NNs.

Parameters CNN Decision- Decision-
(VGG16 Making Making
trained from Shallow NN Shallow NN
scratch) (not pretrained) pretrained
Optimization SGD? SGD? SGD?
Initial learning 0.001 0.001 0.001
rate
Batch size 10 3 3
Maximum 100 10 10
epochs
Early Stopping Yes Yes Yes

4 SGD denotes Stochastic Gradient Descent.

hyperparameters in Table 1 were chosen experimentally; no
automatic optimization was used.

G. CONCATENATION OF PROBABILITY VECTORS

While the independent CNNs were trained directly on the
sensor data converted to RGB images, the final decision-
making neural network (NN) was trained on concatenated
probability vectors generated by the CNNs. The CNNs were
acting as parallel channels or an assembly of independent
assessors.

Given six data categories, M independent assessors, and N
images, the probability vector generated by the j™ assessor
G =1,...,M) for image i ¢ = 1,...,N) was P;; =
[pij1,Pij2, Pij3» Pij4» Pijs» Pijel- Inthe presented case, M
was set equal to 3. Therefore, the concatenated probability
vectors C; are given as:

Ci=1Ipi11,.--,Di16
Di2 1, -5 Di,2,6s
Di31s -5 Di3,6l (H

The concatenated probability vectors and the corresponding
“ground truth” data labels were passed to the decision-
making NN. It was trained to provide the final sleep
stage categorization label. The probability merging process
required having the same numbers of representative images
for each modality. Since the available data contained different
numbers of spectrogram images for different modalities (see
Table 2), to make the numbers even, 500 images per modality
were randomly selected for the purpose of training the
decision-making network. The training was repeated three
times and average values of the performance parameters were
calculated.

Note that the decision-making NN is trained separately
to the first-stage single-modality CNNs, using different
features (concatenated probability vectors) but using the
same ‘“‘ground truth” labels. The NN effectively learns how
to weigh the first-level classifiers based on their response
patterns. The MM-DMS assumes some level of training for
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(g.h,i) for EEG-, ECG- and EMG modalities.
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FIGURE 3. Structure of the VGG16 model.

the first level (single-modality) classifiers, but the training
does not need to be perfect. In ideal cases where the data
is balanced and all single-modality classifiers are perfectly
trained, the outcomes from all classifiers should be the
same and correct, thus eliminating the need for the NN.
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In reality, this never happens. Different modality classifiers
often give different predictions based on the same input
data instance. In such cases, an arbitration mechanism is
needed to determine each modality’s weight when making
the multimodal decision. The research presented in this paper
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shows that the shallow decision-making NN effectively learns
how to weigh the outcomes from different single-modality
classifiers to achieve optimal predictions. Most importantly,
it is done without making any arbitrary selections or
assumptions regarding the probability outcomes given by the
single-modality classifiers.

H. DECISION-MAKING NEURAL NETWORK

The final decision-making mechanism in the proposed MM-
DMS system was based on the shallow, fully connected multi-
layer neural network. It consisted of an input layer containing
18 nodes, two hidden layers, each with 128 nodes, and the
output layer with six nodes (Fig. 4). The Rectified Linear Unit
(ReLu) function was applied to the activations from the input
and hidden layers, and the SoftMax function to the activations
from the output layer. To enhance the performance, the
decision-making network was pretrained to recognise three
sleep stages (W, S, and R) from EEG spectrograms using a
single-modality decision-making system (SM-DMS). Details
of the pretraining process can be found in [23]. The pretrained
NN was then fine-tuned to identify six sleep stages. The fine-
tuning parameters are listed in Table 1.

I. ALTERNATIVE DECISION-MAKING METHODS

To cross-validate the performance of the proposed decision-
making NN, three other frequently used decision-making
methods were tested, i.e., maximum probability, majority
voting, and average probability. In the maximum probability
method, the final label was assigned to the label indicated
by the largest probability value across all three assessors.
The majority voting approach would evaluate the categories
suggested by each of the assessor CNNs and decide based
on the category that achieved the highest vote. When all
three assessors disagreed, the maximum probability criterion
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was used. The average probability method would average the
voting provided by all three assessors for all categories and
choose the category that scored the highest.

J. PERFORMANCE MEASURES

The performance of the MM-DMS system was assessed using
standard measures, including the classification accuracy, F
score, and confusion matrices. Given the number of true
positive (TP), true negative (TN), false-positive (FP), and
false-negative (FN) classification outcomes, the accuracy A,
was calculated using:

B TP + TN
" TP+TN +FP+FN’

Due to the unbalanced numbers of data representing the
classified categories of sleep, the F; score was calculated as,

@

cc

2 - Recall - Precision
Fr= , 3)

Recall + Precision

where Recall was calculated as,

TP
Recall = ——, 4)
TP + FN
and, the Precision parameter was given by,
. P
Precision = ——. 5)
TP + FP

Since the F score can be viewed as the weighted average
of recall and precision, an F score closer to 0 indicates that
there is still room to improve the model. However, when the
F; score is close to 1, the trained model cannot achieve a
higher performance.

IV. EXPERIMENTS AND RESULTS

A. DATABASE DESCRIPTION

The sleep stage classification methodology was tested using
publicly available data from the Sleep Disorders Center of the
Ospedale Maggiore of Parma, Italy, known as the CAP Sleep
Database v1.0.0 - PhysioNet [2], [3]. It contains an extensive
collection of multimodal recordings representing normal
and pathological sleep conditions. This study only used
the time-synchronized EEG-, ECG-, and EMG waveforms
representing normal healthy sleep labeled with six sleep
stage categories: wake (W), sleep sub-stages (S1, S2, S3,
S4), and rapid eye movement (R). Each modality was
represented by samples captured by groups of sensors. In the
case of EEG, the recordings included signals recorded from
16 electrodes placed at different positions on the patient’s
head [3], [27], as illustrated in Fig. 5. The ECG signals
were collected from two electrodes, ECG1 and ECG2, placed
on the patient’s chest [3], [28]. Finally, the EMG samples
included EMG measurements of the submentalis muscle and
bilateral anterior tibial EMG [3], [29].

B. EXPERIMENTAL FRAMEWORK
The proposed MM-DMS system consists of three inde-
pendent classifiers (assessors), each using different data
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FIGURE 5. Positions of EEG electrodes according to the 10-20 electrode
system (Redrawn from [27]).

TABLE 2. Numbers of spectrogram images for each sleep stage generated
for 10-second intervals of EEG-, ECG-, and EMG waveforms.

Sleep EEG ECG EMG

Stage | images | images | images
w 28510 3125 2072
S1 9561 1089 1002
S2 124738 | 12912 10587
S3 30606 2901 2343
S4 56526 5487 4794
R 75726 7464 6426

Total | 325667 | 32978 27224

modalities when solving the same task of sleep stage
detection. The proposed experimental schedule starts with
testing each separate single-modality classifier and then
progresses to testing the MM-DMS system. The single-
modality tests provide a baseline comparison allowing us
to determine which modality is the most efficient in sleep
stage detection and if the combined multimodal MM-DMS
approach improves the classification outcomes. Table 2
provides the total number of spectrogram images generated
using the 10-second blocks of EEG-, ECG-, and EMG
waveforms for each sleep category. While similar numbers
of images represented the ECG- and EMG modalities, the
number of images for the EEG modality was ten times larger.
It can also be observed that there was a data imbalance in the
sleep stage representation across modalities, with the S2 stage
having the highest representation and the S1 stage having the
lowest representation.

The numbers of images shown in Table 2 were used in all
experiments, with 80% of the data assigned to training and
20% to testing the model. The training/testing procedure was
repeated three times for each experiment, with the training-
and testing subsets being mutually exclusive.
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TABLE 3. Average classification accuracy (%) for EEG using a single CNN
classifier.

EEG representation Average Classification Accuracy
using a single First Second Third Average
CNN classifier run run run
Time Waveform 40.01% | 39.49% | 38.66% | 39.39%
Linear Spectrogram 41.90% | 43.38% | 44.53% | 43.27%
Logarithmic Spectrogram 53% 51.92% | 52.88% 52.6%
TABLE 4. F; scores for EEG using a single CNN classifier.
Sleep Time Linear Logarithmic
Stage | Waveform | Spectrogram | Spectrogram
R 0 0.31 0.54
S1 0 0 0.09
S2 0.55 0.56 0.60
S3 0 0.01 0.07
S4 0.18 0.23 0.52
w 0.19 0.50 0.52
All 0.15 0.27 0.41

C. RESULTS OF SLEEP STAGE DETECTION USING EEG
Sleep stage detection from EEG measurements alone was
performed using three alternative types of inputs, i.e., 10-
second duration intervals of time waveforms, RGB images
of linear spectrograms generated from the 10-second EEG
waveforms, and RGB images of logarithmic spectrograms
also generated from the 10-second EEG waveforms. Table 3
summarizes the classification accuracy achieved across three
training/testing runs as well as the average classification
accuracy. Since the class representation was imbalanced
across the six sleep stages, the F'| scores were also calculated
and listed in Table 4. To observe the distribution of true- and
false positives and negatives across the sleep categories, the
EEG confusion matrix shown in Fig. 6 was also generated.
Based on the average accuracy; the spectrograms outper-
formed the time waveforms by 4% (Linear Spectrograms)
and by 14% (Logarithmic Spectrograms). It is not surprising,
given that CNNs have been designed to classify 2D image
arrays rather than time sequence vectors.

Furthermore, the logarithmic spectrograms performed
almost 10% better than the linear spectrograms. Given
that the logarithmic scale emphasizes the lower frequency
range of the EEG signals (Fig. 2), it indicates that low-
frequency components of EEG may be particularly indicative
of sleep stages. The F; score shows the same trend as the
accuracy across the three data inputs. The highest F| score
is 0.6 for class S2 and the lowest i.e., 0.09 for class S1,
and 0.07 for class S3, respectively. For all six categories
combined, the system’s F score is only 0.41, indicating that
the learning was not optimal. This is most likely due to the
imbalance in class representation. The effect of the imbalance
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FIGURE 6. Confusion matrix for EEG classification using a single CNN and
logarithmic spectrograms.

TABLE 5. Average classification accuracy (%) for ECG using a single CNN
classifier.

ECG representation Average Classification Accuracy
using a single First Second Third Average
CNN classifier run run run
Time Waveform 49.15% | 48.39% | 48.49% | 48.68%
Linear Spectrogram 49.47% | 49.02% | 49.59% | 49.36%
Logarithmic Spectrogram | 53.79% | 54.16% | 53.54% | 53.83%

is also visible in the confusion matrix shown in Fig. 6.
Generally, the percentage of true positives increases with
class representation. Hence the highest correct identification
can be observed in Fig. 6 for the most highly represented stage
S2, and the lowest for stage S3, which had the second-lowest
representation. Interestingly, the S1 category, which had the
lowest representation, performed slightly better than the S2
category.

D. RESULTS OF SLEEP STAGE DETECTION USING ECG

As for the EEG case, the ECG-based classification was
performed using three alternative types of CNN inputs:
10-second intervals of time waveforms, RGB images of
10-second linear spectrograms, and RGB images of
10-second logarithmic spectrograms. Table 5 summarizes
the ECG classification accuracy achieved across three
training/testing runs, and the average classification accuracy.
The Fi scores are listed in Table 6, and Fig. 7 shows the
confusion matrix for ECG classification.

The trends observed for the ECG-based accuracy are
consistent with the EEG case, i.e., the spectrograms out-
performed the time waveforms. The linear spectrograms
performed better than the time waveforms by only 1% and the
logarithmic spectrograms by 4%. As in the EEG case (Fig. 2),
the logarithmic scale emphasizes the low-frequency range;
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TABLE 6. F; scores for ECG using a single CNN classifier.

Sleep Time Linear Logarithmic
Stage | Waveform | Spectrogram | Spectrogram
R 0.29 0.54 0.53
S1 0 0.11 0.13
S2 0.62 0.60 0.60
S3 0.03 0.10 0.21
S4 0.24 0.48 0.58
w 0.45 0.47 0.54
All 0.27 0.38 0.43
R S1 S2 S3 S4 w
% 0.63 (0] 0.3 0.021 0.028 0.012 1.0
a- 025 0.078 0.014 0.046 0.055 0.8
&- 026 0.0035 0.031 0.034 0.015 -0.6
m- 02 Q 0.45 0.15 0.17 0.026 -0.4
3 014 0 029 0035 0.025 0.2
= 016 0029 03 0019 0.053 043 0.0

FIGURE 7. Confusion matrix for ECG classification using a single CNN and
logarithmic spectrograms.

TABLE 7. Average classification accuracy (%) for EMG using a single CNN
classifier.

EMG representation Average Classification Accuracy
using a single First Second Third Average
CNN classifier run run run
Time Waveform 44.22% | 43.56% | 44.36% | 44.05%
Linear Spectrogram 52.35% | 52.08% | 52.40% | 52.28%
Logarithmic Spectrogram | 57.88% | 58.69% | 59.95% | 58.84%

therefore, the results indicate that low-frequency components
of ECG are highly indicative of the sleep stage.

The largest F| score of 0.6 was achieved for the highly
represented class S2 and the lowest, i.e., 0.13 for class S1,
which had the lowest training data representation. For all six
categories combined, the F| score was 0.43, again indicating
that the learning was sub-optimal due to the imbalance in
class representation. The confusion matrix shown in Fig. 7,
shows an increase in the percentage of true positives with
the class representation. The highest correct identification
can be observed for the two highest represented stages, S2
scoring 66% and R scoring 63%, respectively. The lowest
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TABLE 8. F; score for EMG using a single CNN classifier.

Sleep Time Linear Logarithmic
Stage | Waveform | Spectrogram | Spectrogram
R 0.39 0.53 0.61
S1 0 0 0.19
S2 0.58 0.61 0.65
S3 0 0.09 0.26
S4 0.01 0.49 0.60
w 0.07 0.39 0.48
All 0.17 0.35 0.47
R S1 S2 S3 S4 W
x H 0.0062 0.33 0.0054 0.088 0.012 1.0
#0095 012 002 007 016 08
3 - 0.094 0.0066 0.018 0.1 0.036 -0.6
A- 0.09 0 0.17 0.21 0.038 -0.4
- 0.092 0.0031 0.23 0.0094 0.027 -0.2
Z- 0053 0022 | 041 00048 0.065 045 0.0

FIGURE 8. Confusion matrix for EMG classification using a single CNN
and logarithmic spectrograms.

percentage of true positives was for the least represented
stage, S1, scoring only 7.8%.

E. RESULTS OF SLEEP STAGE DETECTION USING EMG

To be consistent with the EEG- and ECG experiments,
the EMG-based classification was also performed using
three alternative types of CNN inputs: 10-second duration
intervals of time waveforms, RGB images of 10-second linear
spectrograms, and RGB images of 10-second logarithmic
spectrograms. Table 7 summarizes the EMG classification
accuracy achieved across three training/testing runs and the
average classification accuracy. The F| scores are listed in
Table 8, and Fig. 8 shows the confusion matrix for EMG
classification.

As in the previous case of classification based on EEG and
ECG, the EMG results show that spectrograms have higher
accuracy than time waveforms. The linear spectrograms
outperformed the waveforms by 8% and the logarithmic spec-
trograms by a staggering 14%. The logarithmic spectrograms
performed better than the linear spectrograms by 6% and
achieved the highest classification accuracy of 58.84%. This
points to the importance of the low-frequency components of

VOLUME 11, 2023

TABLE 9. Average classification accuracy (%) using the multimodal
MM-DMS method.

Decision Average Classification Accuracy

making First Second Third Average
methods run run run
Shallow NN (MM-DMS) 80.26% | 82.42% | 74.02% 78.9%

PT Shallow NN (MM-DMS) | 95.68% | 96.92% | 93.73% | 95.43%
Maximum Probability 65.73% | 65.35% | 66.02% | 65.70%
Majority Voting 63.39% | 63.56% | 65.93% | 64.29%
Average Probability 40.70% | 41.21% | 39.70% | 40.54%

EMG to sleep stage recognition. The highest EMG F score
of 0.65 was achieved for the highest represented class S2.
Whereas the lowest F'| score of 0.19 was achieved for class
S1. The second least represented class S3’s Fj score was
0.26. The combined F score for all sleep stages was 0.47,
confirming that there is space to improve the training model.
The confusion matrix shows a clear bias towards the highly
represented S2 class with 74% of correct identifications and
only 12% for the least represented S1 category.

F. RESULTS OF MULTIMODAL SLEEP STAGE DETECTION
USING MM-DMS

Based on the outcomes of the single-modality classifica-
tion, the multimodal MM-DMS classification system was
composed of the best-performing single-modality models.
This means that the MM-DMS consisted of EEG-CNN,
EEG-CNN, and EMG-CNN classifiers trained on RGB
images representing logarithmic spectrograms calculated for
10-second intervals of EEG-, ECG-, and EMG signals,
respectively. The three classifiers were fused at the final
decision-making level using a decision-making module.
Here, the proposed shallow decision-making NN module
(trained from scratch and pretrained) is compared with three
classical decision-making methods, maximum probability,
majority voting, and average probability.

Table 9 shows the MM-DMS classification accuracy for
each of the three runs and the average accuracy. The F;
score is given in Table 10. Fig. 9 shows the MM-DMS
confusion matrix when using the trained from scratch NN,
and Fig. 10 when using the pretrained NN (denoted PT
Shallow NN). While in the previous cases for single-modality
classifiers, the performance of waveforms with spectrograms
using different frequency scales was compared, this time,
different decision-making methods will be compared.

The highest average accuracy of 95.43% was achieved
for the MM-DMS using the pretrained shallow NN (denoted
PT Shallow NN) as a decision-making method. It showed
very significant improvements: 16.5% over the trained from
scratch NN, 45% over the average probability, 31% over the
maximum voting, and 30% over the maximum probability
method. It indicates that the NN was able to outperform
the traditional decision-making methods. It could be due to
the fact that these methods make arbitrary assumptions that
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TABLE 10. Comparison of F; scores achieved for different
decision-making methods, including the proposed MM-DMS.

Sleep Shallow PT Shallow | Max. | Majority | Avg.
Stage NN NN Prob. Voting Prob.
MM-DMS | (MM-DMS)
R 0.85 0.94 0.69 0.72 0.56
S1 0.61 0.99 0.18 0.16 0.05
S2 0.81 0.95 0.69 0.71 0.55
S3 0.61 0.97 0.24 0.23 0.20
S4 0.79 0.97 0.68 0.64 0.15
W 0.90 0.99 0.72 0.67 0.56
All 0.76 0.97 0.53 0.52 0.35

work in some cases, but not in general. On the other hand,
the NN is free of such assumptions and learns the judgment
based on the pattern of correct “ground truth” decisions
learned during the supervised training process. Another
critical factor contributing to such significant improvement
of the classification accuracy was the fact that the decision-
making network was pretrained on a related task, so it had a
built-in relevant prerequisite knowledge.

Importantly, the overall values of accuracy for the MM-
DMS are higher than for any of the single-modality classifiers
tested in the previous experiments presented. Namely, for
all sleep stages together, the MM-DMS (with the pretrained
NN) (Table 9) outperformed the logarithmic versions of EEG
CNN by 42.83% (Table 3), ECG CNN by 41.6% (Table 5),
and EMG CNN by 36.59% (Table 7). It indicates that
the combined multimodal information leads to a significant
improvement in sleep stage prediction compared to the
single-modality approaches (i.e., using EEG, ECG, or EMG
alone).

The MM-DMS F scores followed the same pattern as
the average accuracy. Thus, the highest value of 0.97 for all
sleep stages together was scored by the pretrained shallow
NN, followed by the trained from scratch NN and then by
the maximum probability with 0.53, majority voting with
0.52, and finally, the average probability with only 0.35.
A similar pattern is shown across individual sleep stages. The
high values of F; scores for the NN indicate that, unlike the
classical methods, the decision-making NN allows a certain
degree of compensation for the training biases of single-
modality CNNs caused by the data imbalance in the sleep
stage representation.

This ability is further confirmed by the pattern of individual
sleep stage classification results given by the MM-DMS
confusion matrices for the trained from scratch NN and
pretrained NN. The MM-DMS with the pretrained NN matrix
shows a “close to the ideal pattern” of high values along the
diagonal with true positive cases ranging from 93% to 99%.
In fact, the least represented S1 category of sleep achieved
99% accuracy, and the most represented category S2 achieved
93% accuracy.
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FIGURE 9. Confusion matrix for the MM-DMS using a trained from
scratch shallow NN.
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FIGURE 10. Confusion matrix for the MM-DMS using a pretrained shallow
NN.

In spite of having the same unbalanced data as in the
previous single-modality experiments, the proposed MM-
DMS was able to eliminate the training bias to a large extent.
Hence, the method is suitable not only to make decisions that
are free of presumptions, but also that compensate for the
training data imbalance.

V. DISCUSSION
In this section the most important observations arising from
the automatic multimodal sleep stage detection experiments
will be outlined.

A. COMPARISON BETWEEN SINGLE-MODALITY
CLASSIFIERS

While the EMG signal was shown to provide the highest
classification accuracy of up to 58.84%, the differences
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TABLE 11. Average classification accuracy (%) across different
approaches tested in this study.

Input Modality Classification Multimodal Classification
Type ECG EEG EMG Max. Maj. Avg. | Shallow PT
prob. voting prob. NN Shallow

NN

Time
Waveform 48.68% | 39.49% | 44.05% | 47.65% | 43.44% | 30.37% | 53.14% | 87.65%
Linear

Spectrogram | 49.36% | 43.27% | 52.28% | 56.20% | 51.03% | 23.02% | 66.61% | 90.54%

Logarithmic

Spectrogram | 53.83% | 52.6% 58.84% | 65.70% | 64.29% | 40.54% | 78.90% | 95.43%

between EMG and other modalities (EEG, ECG) were
relatively small (5% less for ECG and 6% less for EEG).
It means that all three modalities can provide almost equally
effective sleep stage classification.

B. COMPARISON BETWEEN CNN INPUTS

A clear impact of the CNN input format on the classification
outcomes was observed. The logarithmic spectrogram images
led to the highest performance in single-modality tests.
The second-best performance was observed for the linear
spectrogram images, while the time waveforms were the
worst performers. This observation was consistent across
all three modalities (EEG, ECG, and EMG). The superior
performance of spectrogram images can be largely attributed
to the use of CNN models that were designed to perform a
general image object recognition task. Whereas the higher
performance of logarithmic spectrograms indicates that the
sleep stage information is likely to be encoded within the low-
frequency range of the signal bandwidth. This applies to all
three modalities.

C. COMPARISON BETWEEN SINGLE-MODALITY AND
MULTIMODAL CLASSIFICATION

It was shown that the multimodal MM-DMS approach using
the shallow NN as a final decision-making mechanism
significantly outperformed multimodal approaches using tra-
ditional decision-making methods, as well as each of the three
single-modality classifiers. It applies to both improvement of
accuracy (Fig. 11a) and F; score (Fig. 11b). This outcome
was to be expected, considering that the information used to
make the multimodal decision was much richer compared to
what was available to single-modality classifiers. Different
sleep stages are likely to be characterized by events associated
with specific modalities. Therefore, the more modalities are
used, the more informed the decision-making process. Most
significantly, the multimodal MM-DMS improved not only
the overall classification accuracy, but also the confusion
matrix (Fig. 10). It effectively canceled out the detrimental
effect of class imbalance that crippled the single-modality
performance.

D. COMPARISON BETWEEN SLEEP STAGES

As revealed by the confusion arrays and F scores, when
using the single-modality CNNs, the accuracy of sleep
stage detection varied significantly across different stages.
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TABLE 12. F; scores across different approaches tested in this study.

Input Modality Classification Multimodal Classification
Type ECG | EEG | EMG | Max. Maj. Avg. | Shallow PT
prob. | voting | prob. NN Shallow
NN
Time
Waveform 0.27 | 0.15 0.17 0.29 0.15 0.1 0.46 0.84
Linear
Spectrogram | 0.38 | 0.27 0.35 0.41 0.33 0.14 0.60 0.9
Logarithmic
Spectrogram | 0.43 | 0.41 0.47 0.53 0.52 0.35 0.76 0.97

Generally, stages represented by larger numbers of training
samples were identified with higher accuracy than stages
represented by the smaller number of samples. Hence, the S2
stage had the highest prediction accuracy across all modalities
(EEG, ECG, and EMG), whereas the least represented stage
S1 - was the lowest. This situation changed dramatically
when the single-modality CNN models were replaced by the
multimodal MM-DMS combined with the shallow decision-
making NN. It led to a uniform distribution of classification
accuracy across all six sleep stages (Fig. 10).

E. COMPARISON BETWEEN DECISION-MAKING
METHODS

The multimodal MM-DMS approach combines three single-
modality models at the final decision-making stage. A com-
parison between traditional decision-making mechanisms
such as the maximum accuracy, majority voting, and average
probability with the proposed shallow decision-making NN,
showed that the shallow NN (with the pretrained NN) led
to the best performance. The improvement was observed
in the significantly higher average classification accuracy
(95.43%) and well-balanced confusion arrays with a very
even distribution of correct classification across all six sleep
stages (93%-99%). This outcome was observed in spite of
an uneven class representation. It shows that the proposed
method not only improves the overall accuracy but also
compensates for the imbalanced training conditions.

F. COMPARISON WITH RELATED STUDIES

Table 13 lists a few examples of closely related works to
show how the current study fits into the existing body of
knowledge in the field. As already explained in Section III-B,
the proposed MM-DMS method differs significantly from
previous studies as it proposes a distributed system of
independent networks rather than a single multimodal stacked
network structure [6], [7].

The top performance amongst the studies listed in Table 13
belongs to [18] who identified five sleep categories using
two data modalities, EEG and EOG, and achieved an average
accuracy of 94.34%. That approach applied a fusion of
features extracted from different modalities. In contrast, this
study has identified six sleep stages using three modalities,
EEG, ECG, and EMG, achieving a slightly higher accuracy
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FIGURE 11. Comparison between sleep classification methods; (a) Average accuracy (%), (b) F; score.

TABLE 13. Comparison with related studies.

Authors Database Modalities | Classes Method Accuracy(%)
Zhang, et al. SHHS EEG, 5 CNN + 87%
[12] EMG.EOG LSTM
Abdollahpour, Sleep-EDFx EEG, 5 Transfer learning + 94.34%
etal. [18] datasets EOG Multi-CNN
Zhai, et al. Synchronised EEG, 5 CNN+LSTM+ 78.2%
[21] PSG EMG,EOG Maximum/Mean operator
Yan, et al. SHHS EEG,ECG, 5 CNN 85.2%
[20] EMG.EOG
Jia, et al. Sleep-EDF-153 EEG, 5 SalientSleepNet 84.1%
[30] dataset EOG (2 U-Net)
Pathak, et al. MST EEG, 5 CNN + 7%
[31] EMG.EOG Bi-LSTM
Proposed CAP EEG, 6 MM-DMS - 78.9%
Method 1 sleep ECG, Distributed CNNs +
database EMG Shallow NN
Proposed CAP EEG, 6 MM-DMS - 95.43%
Method 2 sleep ECG, Distributed CNNs +
database EMG PT Shallow NN

of 95.43%. The proposed approach applied a fusion of
classification labels rather than features. Although, a direct
comparison of this method with examples listed in Table 13
is not possible due to different data and experimental
conditions. In conclusion, the approach presented in this
paper matches, if not outperforms the state-of-the-art, as well
as all other examples shown in Table 13.

VI. CONCLUSION

The study investigated a multimodal approach to sleep stage
detection. A new multimodal classification and decision-
making (MM-DMS) system was proposed and validated
using six sleep stages (W, S1, S2, S3, S4, and R) and three
data modalities (EEG, ECG, and EMG). The classification
outcomes derived separately for each modality by a parallel
set of CNNs were fused and passed to a shallow NN
to make the final diagnosis. The results showed a high
average classification accuracy of up to 95.43%, as well as
a uniformly distributed confusion array with the accuracy
for individual sleep stages ranging from 93% to 99% in
spite of unbalanced class representation. Future research
will investigate a combined multimodal and multi-label
classification of sleep data. Different feature representations
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of EEG-, ECG- and EMG signals will also be investigated,

e.g.

, the wavelet transform.
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