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ABSTRACT The Ladder Diagram (LD) is an industry-standard programming language for constructing
automated manufacturing systems (AMSs) control algorithms. Petri net (PN) theory, on the other hand, is a
mathematical and graphical modeling tool for AMSs. Multiple types of PN-based LDs are designed for
AMSs with highly complicated LD structures. Thus, it is necessary to propose a technique that can assist
in the minimization of the structural complexity of LDs. The main purpose of this study is to propose a
methodology for the implementation of LDs in AMSs. First, a colored resource-oriented Petri net (CROPN)
is developed for modeling and guaranteeing the deadlock-free behavior of AMS. Second, a ladder diagram
CROPN (LDCROPN) is constructed in order to transform the CROPN into an LD. The proposed LDCROPN
is assessed using instances from the literature. The results show that the LDCROPN is effective, has a simpler
structure, and has less computational overhead than existing techniques.

INDEX TERMS Petri net, programmable logic controllers, industrial automation, model, ladder diagram.

I. INTRODUCTION
Automated manufacturing systems (AMSs) are defined as
a series of discrete states and a state evolution based on
the events that characterize the system state [1], [2]. AMSs
require a control program using mathematical and graphical
tools with a variety of characteristics, including efficiency,
accuracy, and adaptability [3], [4], [5]. Industrial automation
typically use programmable logic controllers (PLCs). PLCs
are applied in systems that require the execution of logical
sequencing processes. The growing complexity of PLC tech-
nology and user-imposed operational and security require-
ments require the development of novel control mechanisms.
Petri nets are a mathematical and graphical modeling tool
for industrial systems [1], [4], [6], [7], [8], [9], [10], [11],
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[12], [13], [14], [15], [16], [17], [18], [19], [20]. Petri nets
have several advantages over other programming tools, such
as simple schematic diagram, hierarchical algorithms, and
simple algebraic expression [21], [22]. In addition, they allow
for the implementation of synchronization, concurrency, and
causality [23]. When a PN-based controlled system is devel-
oped, it must be translated into a PLC for its execution.

In the execution of automation activities, PLCs have
become indispensable. The International Electrotechnical
Commission has, according to IEC 61131-3, defined five
PLC languages: the functional block chart [24], the ladder
diagram [25], the Grafcet or sequential function chart [26],
the structured text [27], and the instruction list [28]. LD is
the best language for PLCs since it can be executed heuristi-
cally. Using a ladder diagram, it is simple and clear to build
PLC programs for simple systems. Moreover, the problem is
complicated by the consideration of multiple systems. In fact,
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it is difficult to construct a ladder diagram if the system is
unique in class and multiproduct in heuristic method [29],
[30]. Petri nets and the heuristic conversion of a Petri net to
a ladder diagram are two of the most practical approaches to
this problem.

Modeling of conversion techniques [31], [32], [33], [34],
[35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45]
have been performed by applying several techniques based
on PNs in ladder diagram. Jones et al. [31], [32] propose a
method for the translation of PN to LD via token pass ladder
logic (TPLL). In this approach, the token is the key control
mechanism in PNs. Using flags or an auxiliary relay, the
program is controlled. By applying delay timers in various
settings, the method is extended to include timed-transition
PNs (TTPNs). The TTPNs’ primary ladder logic construction
equivalents are presented. Moreover, the significant increase
in the number of PNs’ fundamental elements has considered
their implementation challenging.

Uzam et al. [33], [34], [35], [36] propose both the method-
ology and application of the TPLL approach for the trans-
formation of colored Petri net supervisors to ladder diagram.
This approach can also enable a direct translation between
sequencing information and programming procedures. The
main features and ladder diagram equivalents of TTPN are
presented. A structured LD methodology and a heuristic PN
controller are formal sensor and actuator structures that are
introduced into the proposed technique. The authors have
developed a number of new characteristics for ordinary Petri
nets (OPN), allowing the inclusion of sensor readings dur-
ing transitions and the control of input and actuator levels,
resulting in an automated Petri net (APN). The research
presented in [37] introduces a bottom-up synthesis method,
including the construction of the system’s automated Petri
net reachability graph. The forbidden state restrictions are
associated with a system controller developed using token
pass marking (TPM) rules and an uncontrolled automated
Petri net model. The token pass marking rules are established
immediately from forbidden state restrictions. Moreover, the
token pass marking rules are applied using a combination of
inhibitor and enabling arcs, which connect the proper places
to the transitions of the respective supervisors.

In the work [39], logical control structures are developed
and implemented to allow a synthesis of the characteristics of
current techniques for developing PLC code and to prevent
disadvantages, including the absence of necessary validation.
They introduce ordinary colored Petri nets as a modeling tool
for logic controllers in combination with other extensions.
The logical control system model of the ordered colored
Petri net includes two primary constructions: a system model
coordination and a submodel for certain aspects of the coordi-
nation system model, which is achieved through transitional
refinement. A structural analysis of the net is then performed
to validate both the model and the logic structure control
requirements. The authors next present an approach for auto-
matically generating a PLC code from a validated ordinary

colored Petri net textual description. Park et al. [40] propose
a PN-based approach for the construction of control logic for
operationsmachining. The control logic is represented by two
Petri nets: one for mode selection and the other for sequence.
Each process’s PN control logic can be generated by sub-
stituting the input and output for the associated actuators,
sensors, and operator instructions in the operation module
designs. Frey [41] proposes the signal interpreted PN (SIPN)
and provides a mechanism for translation of the proposed
SIPN to a ladder diagram that provides input and output
signals for each event and transition for PLCs. Moreover,
a Boolean function value is allocated to each place, which
is TRUE when the place is marked and FALSE otherwise.
The work of [46] presented a procedure for implementing an
instance of a ‘‘hierarchical Petri net’’ in LD using Siemens’
TIA Portal software.

Wu and Zhou have been studying deadlock avoidance
employing ROPNs to characterize the dynamic resource com-
petition among components of an AMS [3], [4], [5], [47],
[48], [49], [50], [51], [52], [53], [54], [55], [56]. In ROPN,
there is a ‘‘one-to-one mapping’’ between the resources and
the places, resulting in a finite capacity colored Petri net
model. In the AMS, colors are utilized to distinguish between
different parts and their processing status [47], [49], [50],
[51], [52], [53], [55], [57], [58], [59], [60], [61], [62], [63],
[64], [65], [66], [67]. Tokens are designated with ROPN
colors, with the token’s color allowed to change as it moves
between places. In particular, a deadlock can only exist within
a circuit in ROPN, and the set of circuits is finite. Wu [48]
develops colored ROPNs (CROPNs) as well as the ‘‘neces-
sary and sufficient conditions’’ for achieving a ‘‘maximally
permissive control law’’ that guarantees deadlock-free oper-
ations. The CROPN’s control law guarantees that its interac-
tive subnets are deadlock-free and the overall CROPN can be
demonstrated to be live.

It is well known that different Petri net-based ladder dia-
grams are designed for AMSs. However, these methods have
a number of drawbacks, including the fact that their com-
plexity increases as a system’s size increases and the com-
plications that come with completely modifying the model.
Therefore, a method for reducing the complexity of ladder
diagrams should be developed. In addition, some complicated
structures and blocks in Petri nets and their LD equivalents
should be considered, such as ‘‘auto-loop,’’ ‘‘interlock-
ing,’’ ‘‘precedence,’’ ‘‘conflict state,’’ ‘‘on-delay timer,’’
‘‘off-delay timer,’’ ‘‘up-counter,’’ and ‘‘down-counter.’’ The
main motivation for modeling and converting these complex
structures and blocks to LD is that they were developed
primarily based on the experience of programmers in indus-
trial automation. Therefore, it is crucial to develop methods
that assist in ensuring the effectiveness of conversion algo-
rithms implemented in industrial processes or machines. This
research is an extension of [3] and [5] and presents a novel
approach to the development of ladder diagrams for AMSs.
First, a CROPN modeling technique and control laws are
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introduced for modeling and ensuring the prevention of dead-
lock in the operations of an AMS. Second, a ladder diagram
of CROPNs (LDCROPNs) is proposed to consider all of the
aforementioned challenges and transform the CROPN model
into a ladder diagram.

The following is a summary of this study’s main contribu-
tions.
1. This work develops a new approach to transforming a

CROPN into LDs that can handle complicated structures
and blocks in Petri nets compared with the study in [5]
and [38].

2. The LDs are constructed for validation using the PLC Fid-
dle simulator; the results demonstrate that the developed
approach provides low-overhead computation and has a
simpler structure in comparison to the researches in [33],
[34], [35], [36], and [38].

3. A global transportation resource place with a simpler
structure and polynomial complexity is constructed to
transfer all component types in a CROPN, compared to
current researches [38].
The rest of the paper’s structure is as follows: Sec-

tion II presents the CROPN synthesis. Section III defines
LDCROPN and provides a CROPN-to-LD conversion
method. Section IV includes the verification and validation
of the presented LDCROPNmodel. The typical application of
the presented LDCROPNmodel is documented in Section V.
The paper’s conclusion, advantages, drawbacks, and future
research are presented in Section VI.

II. CROPN SYNTHESIS
A ROPN describes a component’s manufacturing based on
its stated processing routes as the component sequentially
visits the resources. ROPN represents machines and buffers
as ‘‘H-resources’’ [47], [58], [59], [63] of the same resource
type and constructs each resource in a single place. The
production procedures of a component are defined by the
routes it takes to obtain its resources. If each component
manufacturing process is constructed efficiently, the model
is highly compressed and presents a number of essential
structural properties. In addition, the ROPN defines material
handling equipment as ‘‘G-resources’’ [47], [58], [59], [63].
The ROPN can be used to represent the AMS in two steps: (1)
modeling the component manufacturing without considering
how materials are moved; and (2) building the material han-
dling processes based on the model developed in step 1 [68].

A CROPN can be defined as N = (P, T , C , I , O, K , D,M ,
In, En), where

1. P = {po} ∪ {pr} ∪PR, is a set of places, including a
load/unload place po, a common resource place pr that
denotes material handling equipment, and a set of model
resource places PR, PR = ∪i∈m{pi}, m > 0;

2. T = ∪j∈n{tj}, is a set of net transitions with P ∩ T = ∅,
P ∪ T ̸= ∅ and n > 0;

3. C(p) and C(t) are the color sets related to net places and
transitions, respectively, where

a) ∀pi ∈ P, C(pi) = ∪i∈m{aiu}, u = |C(pi)|
b) ∀tj ∈ T , C(tj) = ∪j∈n{bjv}, v = |C(tj)|;

4. I (p, t): C(p) × C(t) → IN, denotes the input function of
the net, where IN = {0, 1, 2, . . .};

5. O(p, t): C(p) × C(t) → IN denotes the output function of
the net;

6. K : P → IN represents the capacity function that assigns
for each pi ∈ P the maximum tokens and is expressed as
K (pi);

7. D: T → FT is the firing time function that assigns the
firing time D(t) to each transition t , where FT > 0;

8. M : P → N indicates the marking function, which adds the
specified number of tokens to each place. M (pi) denotes
the number of tokens in place pi irrespective of its tokens
color. M (pi, aij) denotes the number of tokens in place
pi with color aij. Mo denotes the initial marking of the
CROPN;

9. In(p, t): C(p) × C(t) → IN represents the inhibitor func-
tion of the net connecting an input place p to a transition
t . The transition t is enabled if the number of tokens in p
(M (p)) is less than the inhibitor arc weight In (p, t). If the
transition t is fired, the marking of the place p will not
change;

10. En(p, t): C(p)× C(t)→ IN denotes the enabling function
of the net connecting an input place p to a transition t . The
transition t is enabled if the number of tokens in p (M (p))
is at least equal to the enabling arc weight En (p, t). If the
transition t is fired, the marking of the place p will not
change.

Assume that F = I (p, t) ∪ O(p, t), ∀(p, t) ∈ F , the
preset (input) and postset (output) transitions of place p can be
expressed as ‘‘•p = {t ∈ T | (t , p) ∈ F}’’ and ‘‘p•

= {t ∈ T |

(p, t) ∈ F},’’ respectively. Similarly, the preset (input) and
postset (output) places of transition t can be expressed as
‘‘•t = {p ∈ P | (p, t) ∈ F}’’ and ‘‘t• = {p ∈ P| (t , p) ∈ F},’’
respectively. A CROPN is said to be

1. an ordinary net if ‘‘I (pi, tj)(aih, bjk ) = 1,’’ ∀(pi, tj) ∈ F ,
pi ∈ P, tj ∈ T , aih ∈ C(pi), and bik ∈ C(tj).

2. a weighted net if ‘‘I (pi, tj)(aih, bjk )> 1,’’ (pi, tj) ∈ F, ∃pi ∈

P, and ∃tj ∈ T , aih ∈ C(pi), and bik ∈ C(tj).
3. self-loop free if ‘‘I (pi, tj)(aih, bjk ) > 0,’’ O(pi, tj)

(aih, bjk ) = 0, ∀(pi, tj) ∈ P ∪ T , aih ∈ C(pi), and
bik ∈ C(tj).

4. self-loop if ‘‘I (pi, tj)(aih, bjk ) > 0,’’ ‘‘O(pi, tj)(aih, bjk ) >

0,’’ ∀(pi, tj) ∈ P∪ T, aih ∈ C(pi), and bik ∈ C(tj).

In a CROPN, a tj ∈ T called a ‘‘process-resource-
enabled’’ [47] if

‘‘M (pi, aih) ≥ I (pi, tj)(aih, bjk ), ∀pi ∈ P, ∀pi ∈
• tj,

aih ∈ C(pi), bik ∈ C(tj)’’ (1)

and

‘‘K (pi) ≥ M (pi, aih) + O(pi, tj)(aih, bjk ) − I (pi, tj)(aih, bjk ),

∀pi ∈ P, ∀pi ∈ t•j , aih ∈ C(pi), bik ∈ C(tj)’’. (2)
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If a transition tj ∈ T is enabled at marking M , it can fire
and the marking changes from M to M ′, denoted as M [tj⟩M ′

and stated as

‘‘∀pi ∈ P, aih ∈ C(pi), bik ∈ C(tj),M ′(pi, aih)

= M (pi, aih) + O(pi, tj)(aih, bjk ) − I (pi, tj)(aih, bjk )’’.

(3)

CROPN has multiple circuits due to its high connectivity.
Production process circuits (PPCs) are unique circuits in a
CROPN that have a significant effect on the CROPN’s live-
ness. There are no idle place in PPCs, which are denoted as
PPCs = {e1, e2, . . . , er}, r > 0, where er is a circuit in PPCs.
When a circuit er flows from a node a to multiple nodes and
then back to the originating node a without duplicating any
nodes, it called an elementary circuit. A circuit er is non-
elementary if it does not return to the initial node a. Moreover,
in an er , the set of transitions must equal to the set of places,
such that ‘‘|P(er )| = |T (er )|’’, where P(er ) and T (er ) are
respectively the number of places and the number transitions
in a circuit er , and the input places of transition tj for a circuit
er ‘‘(•tj ∈ P(er ), pi ∈

•tj)’’ must be in a circuit er . If a
transition tj in a circuit er is fired and the tokens leave the
er , the tokens are described as the ‘‘departing tokens’’ and
the ‘‘cycling tokens’’ when they do not leave a circuit er , and
can be formulated as

pi ∈ P(er ),M (er ) = 6M (pi, er ) (4)

where M (pi, er ) indicates the number of tokens in pi that
enables tj in an er .

It is said that a circuit ecr is an interactive subnet, which
contains c PPCs, c> 0 if its transitions and places are shared
with at least one other PPC and its connections are strong. If a
transition tj in ecr (pi ∈ P(ecr ) and t

•
j ∈ (p•

i ∩T (e
c
r ))) is fired and

the tokens leave ecr , where P(e
c
r ) and T (e

c
r ) are respectively

the sets of places and transitions in an ecr , the tokens in e
c
r are

known as the ‘‘departing tokens;’’ otherwise, they are said to
be the ‘‘cycling tokens,’’ and can be formulated as

pi ∈ P(ecr ),M (ecr ) = 6M (pi, ecr ) (5)

where M (pi, ecr ) denotes the number of tokens in pi that
enables tj in an ecr .

In a CROPN, if
1. tj satisfies conditions in Eqs. (1) and (2), it said to be a

controlled transition;
2. there is at least one controlled transition tj, then CROPN

is called a controlled net;
3. a circuit er satisfies conditions in Eqs. (1) and (2), then it

is said to be enabled;
4. tj ∈ T(er ) is live (deadlock-free), the tj is called live;
5. tj /∈ T(ecr ) and t•j ∈ P(ecr ) and

•tj ∈ P(ecr ), then tj is called
an input and output transition of an ecr , respectively.

The following are the conditions necessary for the deadlock-
freeness in a CROPN:

Mo(po) ≥ K (er ) (6)

1. Condition 1: A CROPN is not live if
Proof: See [47].

S′(er ) ≥ (7)

2. Condition 2: At any marking M ∈ R(N, Mo), a circuit
er is live if

where R(N, Mo) represents the CROPN reachable markings,
and S ′(er ) is the current number of spaces in an er , and can
be expressed as

S′(er ) = K (er ) −M (er ); (8)

Proof: See [47].
Deadlock-free control policy (DFC-Policy) [69] can be

implemented to avoid deadlock states if condition 2 is not
satisfied, where DFC-Policy is defined as follows: At any
marking M , transitions in TI (er ) and T (er ) in the CROPN
are controlled such that the following condition is fulfilled:
when there is at most one place pj ∈ P(er ) such that |M (pj)| ≤

K (pj), and for any other pi ∈ P(er ), j ̸= i, we have |M (pi)| <

K (pi). Thus, the job number condition is said to be satisfied
for the er .
3. Condition 3:At anymarkingM , if the condition 2 is sat-

isfied, then transitions in T (er ) and TI (er ) are controlled,
where TI (er ) represents the set of input transitions in an
er (see DFC-Policy in [69]);

4. Condition 4: At any M ∈ R(N, Mo), a circuit ecr is live
if

S ′(er ) ≥ 1, ∀er (9)

and

η(ecr ,M ) ≥ (10)

where η(ecr , M ) denotes the enabled PPCs in an ecr
Proof: See [47].

5. Condition 5: At any markingM , an ecr is deadlock-free
if
a) Any tj ∈ TI (ecr ) is controlled, where TI (e

c
r ) denotes

the set of input transitions in the ecr ;
b) before a controlled tj fires, for any er ∈ Ven(tj),

S ′(er ) ≥ 2, where Ven(tj) represents the set of PPCs
in the CROPN and the tj denotes the input transition
of these PPCs;

c) the marking M can be changed to M ′ after the firing
of the tj, such that η(ecr , M

′) ≥ 1.
Proof: See [47].
6. Condition 6: If a CROPN has no PPC, then it is always

live.
Proof: See [47].
Based on above conditions, Algorithm 1 shows the dead-

lock avoidance algorithm for a CROPN model.
It appears that to apply the control policy presented in

Algorithm 1, we need to evaluate each PPC to check if
conditions 1–6 are fulfilled. The number of PPCs may be
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Algorithm 1 : Deadlock Avoidance Policy for the CROPN
Input: The CROPN model;
Output: The controlled CROPN model;

1. Compute PPCs = {e1, e2, . . . , er }, r > 0 of the CROPN model;
2. Compute all reachable markings R (N, Mo) of the CROPN model;
3. if the PPCs ̸= ∅, then
4. for (1 ≤ | PPCs | ≤ r++), do
5. if an er is not an interactive, then
6. for (0 ≤ | R (N, Mo)| ≤ k++), do
7. K (er ) = 6K (p, er ), p ∈ P(er );
8. Mk (er ) = 6Mw(p, er ), p ∈ P(er );
9. S ′(er ) = K (er ) −Mk (er );

10. if S ′(er ) ≥, then
11. The er has no deadlock states;
12. else if
13. The er has deadlock states;
14. Implement the DFC-Policy in [69] to avoid

deadlock states;
15. end for
16. else if an er is an interactive, then
17. for (0 ≤ | R (N, Mo)| ≤ k++) do
18. K (er ) = 6K (p, er ), p ∈ P(er );
19. Mk (er ) = 6Mk (p, er ), p ∈ P(er );
20. S ′(er ) = K (er ) −Mk (er );
21. if S ′(er ) ≥ 1 and η(ecr , Mk ) ≥, then
22. The er has no deadlock states;
23. else if
24. The er has deadlock states;
25. Implement the condition 5 to avoid deadlock

states;
26. end for
27. end if
28. end for
29. else if
30. The er is live based on condition 6;
31. end if
32. Outpu t: A controlled CROPN model
33. End

exponentially dependent on the number of machines. There-
fore, it lacks computational efficiency. It is important to note
that the CROPN must be deadlocked if a transition t is not
fireable according to the control policy and firings of the
transition t . To check if a controlled transition t is fireable,
we can simply fire t to check if the CROPN is deadlocked. If it
is, then it indicates that the control policy’s conditions have
been violated; if not, the transition t can be fired. In addition,
if the material handling systems (MHSs) are shared resources
in the manufacturing process, deadlock may occur due to
the competition for the MHS. In the CROPN, we designed a
common place pr representing theMHSs with colored tokens
in it and a number of arcs into the CROPN such that pr and
some transitions in the CROPN form a number of self-loops.
We can now demonstrate that the CROPN is live if there are
several self-loops or when place pr has multiple self-loops
with various circuit transitions. Assume Tr to be the set of
these transitions. In the CROPN, when transition t ∈ Tr is
enabled, then transition t can fire since pr contains a token.
If many transitions in the CROPN, let a transition set T1 ⊂ Tr
to be simultaneously enabled, then one of these transitions,

suppose transition t1, can be selected to fire. After transition
t1 fires, a token is returned to a place pr , and another transition
in T1 can be selected to fire. Consequently, in the CROPN,
after a sequence of transition firings, each transition on the
circuit can be enabled at any marking M . This indicates that
the net is deadlock-free.

To show the synthesis of a CROPN, consider the AMS
presented in Figure 1. It consists of three machines m1–m3
(operations resources), two robots r1 and r2 (material han-
dling equipment resources), and a load/unload station (L/U
station for short). The AMS produces two part types, A and B,
and their processes are as follows:
1. part A: L/U station → m1 → m2 → L/U station;
2. part B: L/U station → m1 → m3 → L/U station or L/U

station → m1 → m3 → m1 → m3 → L/U station.
Robots r1 and r2 are employed for components A and B

loading and unloading operations, as well as transporting
components between machines m1 and m2, and machines m1
and m3, respectively. Each component can be processed at
a time by machines m1–m3. Figure 2 presents the developed
CROPN for the AMS shown in Figure 1. As presented in Fig-
ure 2, the model for the operation’s resources, i.e., machines
m1–m3, is constructed where pi, i = 1, 2, 3 represents mi.
The model for the L/U station and two robots, r1 and r2,
is respectively represented by an idle place po and a common
place pr . The operation path of component A is modelled by
po → t010A → p1 → t120A → p2 → t200A → p0, while
component B is represented by po → t010B → p1 → t130B →

p3 → t300B → p0 or p0 → t010B → p1 → t130B → p3 →

t310B → p1 → t130B → p3 → t300B → p0. Note that the
form of the transition is txyzk , where x (x = 1, 2, or 3) denotes
the current operation position of the colored token, y (y = 1,
2, or 3, x ̸= y) represents the distention operation position of
the colored token, z (z = 1, 2, 3, . . .) denotes if there is an
alternative processing path for component type, and k (k = A
or B) represents two component types that can be produced
by the system.

To construct transporting components operations, robot r1
is used for loading component A to p1 via t010A, transporting
component A from p1 to p2 via transition t120A, and unloading
component A from p2 via t200A. Therefore, themodel includes
the arcs (pr , t010A), (t010A, pr ), (pr , t120A), (t120A, pr ), (pr ,
t200A), and (t200A, pr ). Robot r2 is used for loading component
B to p1 via t010B, transporting component B from p1 to
p3 via t130B, unloading component B from p3 via t300B or
transporting component B from p3 to p1 via t310B. Thus, the
model involves the arcs (pr , t010B), (t010B, pr ), (pr , t130B),
(t130B, pr ), (pr , t310B), (t310B, pr ), (pr , t130B), (t130B, pr ), (pr ,
t300B), and (t300B, pr ). Finally, add the initial markings of the
developed CROPN by placing two tokens with color cp1, cp2
into the idle place po where cp1 and cp2 represent components
A and B, respectively; placing two tokens with color ct1 and
ct2 into the common place pr where ct1 and ct2 represent
robots r1 and r2, respectively. Thus, the initial markings of
the idle place po and the common place pr can be represented
asMo(p0) = {cp1, cp2} andMo(pr ) = {ct1, ct2}, respectively.
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FIGURE 1. Example of an automated manufacturing system.

FIGURE 2. A CROPN of the AMS shown in Figure 1.

To present the behavior of the constructed CROPN shown
in Figure 2, we assume that pr and po have a capacity of two,
while p1, p2, and p3 have a capacity of one. Figure 3 illustrates
the reachability graph for the CROPN presented in Figure 2.
As seen in Figure 3, for component A, if machine p1 and robot
r1 are idle, the transition t010A can be fired, and a token cp1 and
a token ct1 are selected from po and pr , respectively. If t010A
is fired, one token cp1 and one token ct1 are transferred to the
places p1 and pr , respectively. When machine p2 and robot r1
are idle and the processing time of machine p1 has elapsed,
the transition t120A can be fired, and a token cp1 and a token ct1
are selected from p1 and pr , respectively. When t120A is fired,
one token cp1 and one token ct1 are transferred to places p2
and pr , respectively. When robot r1 is idle and the processing
time of machine p2 has elapsed, the transition t200A can be
fired, and a token cp1 and a token ct1 are selected from p2 and

FIGURE 3. Reachable markings of a CROPN model shown in Figure 2.

pr , respectively. When t200A is fired, one token cp1 and one
token ct1 are transferred to places p0 and pr , respectively.
Similarly, for component B, when machine p1 and robot

r2 are idle, the transition t010B can be fired, and a token cp2
and a token with color ct2 are selected from places po and
pr , respectively. If t010B is fired, a token cp2 and a token ct2
are transferred to the places p1 and pr , respectively. When
machine p3 and robot r2 are idle and the processing time of
machine p1 has elapsed, the transition t130B can be fired, and
a token cp2 and a token ct2 are selected from places p1 and pr ,
respectively. If t130B is fired, a token cp2 and a token ct2 are
transferred to places p3 and pr , respectively. If component B
is produced properly and without defects, it is transferred to
the L/U station. Otherwise, if component B contains defects,
rework is required, and the defective component moves to
machine p1. In the first scenario, if robot r2 is idle and the
processing time of machine p3 has elapsed, the transition
t300B can be fired, and a token cp2 and a token ct2 are selected
from places p3 and pr , respectively. If t300B is fired, a color
cp2 and a token ct2 are transferred to places p0 and pr ,
respectively. In the latter scenario, if machine p1 and robot r2
are idle and the processing time of machine p3 has elapsed,
the transition t310B can be fired, and a token cp2 and a token
ct2 are selected from places p3 and pr , respectively. If t310B is
fired, a token cp2 and a token ct2 are transferred to places p1
and pr , respectively, and then move to p3 and p0 as shown in
the first scenario.

To illustrate if the CROPN is live based on Algorithm 1,
reconsider the model depicted in Figure 2. It involves a PPC:
e1 = {p1, t130B, p3, t310B}. The control condition described
in Eq. (8) is used to figure out how many spaces are free in
PPC e1 and are presented in Table 1. As shown in Table 1,
the subnet PPC e1 in the CROPN is deadlock-free and the
condition in Eq. (8) is fulfilled for all markings depicted in
Figure 3.

III. LADDER DIAGRAM CROPN SYNTHESIS
As shown in [70], the ladder diagram programming language
runs on the same idea as an electromechanical relay, with
the flexibility that includes block diagrams. IEC-61131-3
characterized ladder diagram as ‘‘modeling networks of
simultaneous functioning electromechanical elements, such
as relay contacts and coils, timers, counters, etc. The logic
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TABLE 1. The current spaces in PPC e1.

‘‘AND,’’ ‘‘OR,’’ ‘‘AND–OR,’’ ‘‘mathematical calculations,’’
‘‘precedence,’’ ‘‘interlocking,’’ ‘‘timers,’’ ‘‘auto-loop,’’ and
‘‘counters’’ are evaluated on the control lines. The inputs
and outputs of ‘‘AND,’’ ‘‘OR,’’ ‘‘AND–OR,’’ ‘‘auto-loop,’’
‘‘precedence,’’ and ‘‘interlocking’’ are discrete, while the
inputs and outputs of ‘‘mathematical comparisons’’, ‘‘coun-
ters,’’ and ‘‘timers’’ are analog discrete. In a PLC, the control
algorithm operates in a cycle and typically carries out the
following five operations [70]:

1. receiving physical inputs,
2. copying the state of physical inputs,
3. comparing the current copy to the previous copy,
4. copying the state of physical outputs,
5. and delivering these states to physical components.

Table 2 presents a part of the programming standard IEC
61131-3 for LD elements.

A ladder diagram CROPN (LDCROPN) can be expressed
by N = (P, T, I, O, C, K, Mo, Is, Q, , 8, δ, 4), where

1. P, T, F, W, Mo, and K are introduced in Section II;
2. Is = ∪i∈k{Ii}, k > 0, represents a set of discrete input

physical signals;
3. Q = ∪j∈q{Qj}, q > 0, Is ∩ Q = ∅, denotes a set of places

for physical output signals;
4. = ∪l∈b{ l}, b > 0, represents a finite set of places

for discrete memory signals;
5. 8 indicates the firing rule, which adds a Boolean firing

rule for each transition and can be represented as 8(t);
6. δ represents the output function, which adds a Boolean

place function for each place and can be represented as
δ(p);

7. 4 indicates the output function integrating all marked
places outputs δ; 4: {0, 1}P → {0, 1, -, c}, where c
indicates the conflict when the same signal is assumed to
be zero in one place and 1 in another; to calculate 4(ma),
ma: 4(ma)

∏
i δ(pi) is used.

If the left and right power rails are eliminated from a ladder
diagram, a set of contacts and coils can satisfy the condition
in which any two elements are connected. Then it is called
a rung g, g = {1, 2, 3, . . .}. Let coils k and rungs g, k, g ∈

{1, 2, 3, . . .}, the ladder diagram graph of the LDCROPN can
represented as �LD = (6, γ ) if

1. 6 = 6L ∪ 6R ∪ 6v is the vertex set, where
a) 6L = ∪1≤i≤g {6li}, g > 0, is the intersection of the

ith rung with the left power rail in the ladder diagram,

b) 6R = ∪1≤j≤g {6rj}, g > 0, is the intersection of
the ith rung with the right power rail in the ladder
diagram.

2. 6v represents a collection of components expressing
ladder diagram symbols, and its elements are vy1,y2,y3,
where
a) y1 denotes the LD symbol’s name, which including

coil, counter, contact, or timer;
b) y2= {0, 1, 2, 3, 4, 5} where 0, 1, 2, 3, 4, 5 indicates,

respectively, a ‘‘normally open contact, a normally
closed contact, a coil, a negated coil, a set coil, and a
reset coil;’’

c) y3 = {0 i}, where 0 and i (1 ≤ i ≤ g) are named by
y1 and represent a contact and the ith coil from top
to bottom, respectively.

3. γ represents a set of edges. Assume that the vx and vy
are two elements, vx , vy ∈ γ , ∀vx , vy ∈ 6 when there
is a connected line between two elements in the ladder
diagram that relate to vx and vy, respectively.

In a ladder diagram graph �LD,

1. if the vertex vy1,y2,y3 is connected directly to 6rj, 6rj ∈

6R, 1 ≤ j ≤ g, it is called an assigned-component of the
ith rung and indicates the output variables.

2. if a path between 6li and 6rj that includes an assigned-
component vy1,y2,y3 ∈ 6v, (k = y3, 1 ≤ k ≤ g) exists,
then the path can be represented as 1(vy1,y2,y3).

3. if a path between 6li and 6rj are removed from
1(vy1,y2,y3), then the path can be represented as an
instruction path 1(vy1,y2,y3), and expressed by 1k,i, 1
≤ i ≤ |1 ∗ (vy1,y2,y3)|, k = y3 denotes the kth coil in the
�LD and indicates the kth path of 1 ∗ (vy1,y2,y3).

4. if the tj is enabled at marking M , it can fire and the
markingM changes toM ′, and is formulated as
a) if t• ∈ P ∩ Q and •t ∈ P, then M ′(t•) = (

∏
M (•t) =

1 ANDM (t•) = 0);
b) if t• ∈ P ∩M and •t ∈ P, thenM ′(t•) = (

∏
M (•t) =

1 ANDM (t•) = 0);
c) if t• ∈ P ∩ Q and •t ∈ P, thenM ′(t•) = (

∑
M (•t) =

1 AND M (t•) = 0);
d) if t• ∈ P∩M and •t ∈ P, thenM ′(t•) = (

∑
M (•t) =

1 AND M (t•) = 0);
e) if t• ∈ P ∩ Q and •t ∈ P, then M ′(t•) =

(
∑

(
∏
M (•t) = 1, . . . ,

∏
M (•t) = 1) = 1 AND

M (t•) = 0);
f) if t• ∈ P ∩ M and •t ∈ P, then M ′(t•) =

(
∑

(
∏
M (•t) = 1, . . . ,

∏
M (•t) = 1) = 1 AND

M (t•) = 0);
g) Otherwise,M ′(t•) = M (t•).

5. due to the marking M ′, reset output places is modified
from M to M ′ and stated as
a) if t• ∈ P ∩ Q and •t ∈ P, then M ′(t•) = (

∏
M (•t) =

0 AND M (t•) = 1);
b) if t• ∈ P ∩M and •t ∈ P, thenM ′(t•) = (

∏
M (•t) =

0 AND M (t•) = 1);
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FIGURE 4. An example of AND logic: (a) CROPN model, and
(b) Equivalent ladder diagram.

c) if t• ∈ P ∩ Q and •t ∈ P, then M ′(t•) = (
∑
M (•t) =

0 AND M (t•) = 1);
d) if t• ∈ P∩M and •t ∈ P, thenM ′(t•) = (

∑
M (•t) =

0 AND M (t•) = 1);
e) if t• ∈ P ∩ Q and •t ∈ P, then M ′(t•) =

(
∑

(
∏
M (•t) = 1, . . . ,

∏
M (•t) = 1) = 0 AND

M (t•) = 1);
f) if t• ∈ P ∩ M and •t ∈ P, then M ′(t•) =

(
∑

(
∏
M (•t) = 1, . . . ,

∏
M (•t) = 1) = 0 AND

M (t•) = 1);
g) Otherwise,M ′(t•) = M (t•).

6. if all rungs g, in �LD work without error in any case,
then the LDCROPN is called live.

To demonstrate the AND logic, consider the CROPN
model depicted in Figure 4(a). Based on above conditions,
when the firing condition of the t1 is met, the contacts Input 1
(I0.0), Input 2 (I0.1), and Input 3(I0.2) have tokens, they have
a signal state of ’1’ and the transition t1(M0.0) is enabled to
fire. If transition t1 is fired, t1 is set on (signal state ‘‘1’’),
and then Output 1 coil (M0.1) is set on (signal state ‘‘1’’).
Figure 4(b) depicts the ladder diagram that corresponds to
Figure 4(a).
Figure 5 illustrates the OR logic, as seen in Figure 5(a),

if the firing condition of the t1, t2, and t3 is met (all contacts
Input 1 (I0.0), Input 2 (I0.1), and Input 3 (I0.2) have at least
on token), the transitions t1 (M0.0), t2 (M0.1), and t3 (M0.2)
are enabled to fire. If any transitions t1, t2, or t3 is fired, it is
set on (signal state ‘‘1’’), and then Output 1 coil (M0.3) is set
on (signal state ‘‘1’’). Figure 5(b) depicts the ladder diagram
that corresponds to Figure 5(a). Figure 6 displays AND-OR
logic. As shown in Figure 6(a), Output 1 coil (M0.2) is set
on (signal state ‘‘1’’) if contacts Input 1 (I0.0) and Input 2
(I0.1) allow transition t1 (M0.0) to fire, or if contact Input 3
(I0.2) allows transition t2 (M0.1) to fire. Figure 6(b) depicts
the ladder diagram that corresponds to Figure 6(a).
In addition, Figure 7 shows the auto-loop. As presented in

Figure 7(a), if the contacts Input 1 (I0.0) and Input 2 (I0.1)

FIGURE 5. An example of OR logic: (a) CROPN model, and (b) Equivalent
ladder diagram.

enable transition t1(M0.0) to fire or the contact Output 1
(M0.2) enables transition t2(M0.1) to fire, then Output 1 coil
(M0.2) is set on (signal state ‘‘1’’). Figure 7(b) presents the
ladder diagram that corresponds to Figure 7(a).
Figure 8 shows the interlocking logic. As shown in

Figure 8(a), if the contacts Input 1 (I0.0) and ∼Output 2
(M0.3) enable transition t1(M0.0) to fire, then Output 1 coil
(M0.2) is set on (signal state ‘‘1’’), and it prevents the power-
ing of Output 2 coil (M0.3). When Output 2 coil is powered
first, it enables transition t2(M0.1) to fire, and then Output 1 is
set off (signal state ‘‘0’’). Figure 8(b) presents the ladder dia-
gram that corresponds to Figure 8(a). Note that the inhibitor
arc shown in Figure 8(a) connects the place ‘‘Output 1’’ or
‘‘Output 2’’ to a transition ‘‘t2’’ or ‘‘t1,’’ and the transition
‘‘t2’’ or ‘‘t1’’ is enabled if the place ‘‘Output 1’’ or ‘‘Output 2’’
has tokens that are less than the inhibitor arc weight.

Figure 9 shows the precedence logic. As shown in
Figure 9(a), if transition t2(M0.1) is fired, t2 is set on (signal
state ‘‘1’’), and then Output 2 coil (M0.3) is set on (signal
state ‘‘1’’); if the contacts Input 1 (I0.0) and Output 2 (M0.3)
enable transition t1(M0.0) to fire, then Output 1 coil (M0.2)
is set on (signal state ‘‘1’’). Figure 9(b) presents the ladder
diagram that corresponds to Figure 9(a). Note that the enable
arc shown in Figure 9(a) connects the place ‘‘Output 2’’ to a
transition ‘‘t1,’’ and the transition ‘‘t1’’ is enabled if the place
‘‘Output 2’’ has tokens that are equal to the enable arc weight.
Note that the enable arc shown in Figure 9(a) connects the
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FIGURE 6. An example of AND-OR logic: (a) CROPN model, and
(b) Equivalent ladder diagram.

FIGURE 7. An example of auto-loop logic: (a) CROPN model, and
(b) Equivalent ladder diagram.

place ‘‘Output 2’’ to a transition ‘‘t1,’’ and the transition ‘‘t1’’
is enabled if the place ‘‘Output 2’’ has tokens that are equal
to the enable arc weight.

In the CROPN, a conflict appears if an input place has
multiple output transitions. Consider the design depicted in
Figure 10(a). The conflict can be identified if there is one

FIGURE 8. An example of interlocking logic: (a) CROPN model, and
(b) Equivalent ladder diagram.

FIGURE 9. An example of precedence logic: (a) CROPN model, and
(b) Equivalent ladder diagram.

token in Input 1 (I0.0) and firing rules of the t1(M0.0),
t2(M0.1), and t3(M0.2) exist simultaneously. In a ladder dia-
gram, the conflict can be addressed by determining the order
of priority for the conflicting transitions, which the PLC
immediately reads the rungs from top to bottom, left to right.
We assume that the t1 has precedence over the t2 and t3, and
the t2 has precedence over the t3. Therefore, the Output 1 coil
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FIGURE 10. An example of a conflict state: (a) CROPN model, and
(b) Equivalent ladder diagram.

(M0.3) is set on (signal state ‘‘1’’) if contact Input 1 allows
transition t1, t2, or t3 to fire. Figure 10(b) depicts the ladder
diagram that corresponds to Figure 10(a).

Figure 11 shows the on-delay timer (TON) block.
As depicted in Figure 11(a), if the firing rule of the t1(M0.0)
is met (the contact Input 1 (I0.0) has a token), the t1 is enabled
to fire. If the t1 is fired, t1 is set on (signal state ‘‘1’’), and if the
‘‘elapsed time’’ (ET) adds a ‘‘base time’’ (BT), ET = ET +

BT, and if it is equal to or greater than the ‘‘preset time’’ (PT)
(PT = 5s), the Output 1 coil (M0.1) is powered. Note that
‘‘elapsed time’’ and ‘‘preset time’’ are analog. Figure 11(b)
depicts the ladder diagram that corresponds to Figure 11(a).
Figure 12 shows the off-delay timer (TOF) block.

As depicted in Figure 12(a), if the firing rule of the t1(M0.0)
is met (the contact Input 1 (I0.0) has a token), the t1 is enabled
to fire. If the t1 is fired and the t1 is set on (signal state ‘‘1’’),
then the ET is set to zero and the Output 1 coil (M0.1) is
powered. If the signal state of the contact Input 1 is ‘‘0,’’
the ET variable adds BT (ET = ET + BT), and if the ET
is equal to or less than the PT (PT = 5s), the Output 1 coil
is de-energized. Figure 12(b) depicts the ladder diagram that
corresponds to Figure 12(a).
Figure 13 presents the up-counter block. In the up-counter

block, if Input 1 (I0.0) (the pulse to the counter) is set on
(signal state ‘‘1’’), then the current value (CV) variable of the
up-counter is set to CV = CV + 1; if Input 2 (I0.1) has signal
state ‘‘0’’ and the CV is equal to or greater than PV, then the

FIGURE 11. An example of on-delay timer block: (a) CROPN model, and
(b) Equivalent ladder diagram.

FIGURE 12. An example of off-delay timer block: (a) CROPN model, and
(b) Equivalent ladder diagram.

t1(M0.0) is enabled to fire. If the t1 is fired and the t1 is set
on (signal state ‘‘1’’), then Output 1 coil (M0.1) is powered.
If the contact Input 2 is set to ‘‘on’’ (signal state ‘‘1’’), then
the Output 1 coil is de-energized and the CV variable of
the up-counter is set to zero. Figure 13(b) depicts the ladder
diagram that corresponds to Figure 13(a).

Figure 14 presents the down-counter block. In the down-
counter block, if Input 1 (I0.0) (the pulse to the counter) is
set on (signal state ‘‘1’’), then the current value (CV) variable
of the down-counter is set to CV=CV - 1; if Input 2 (I0.1) has
signal state ‘‘0’’ and the CV is equal to or less than zero, then
the t1 (M0.0) is enabled to fire. If the t1 is fired and the t1 is set
on (signal state ‘‘1’’), then Output 1 coil (M0.1) is powered.
If the contact Input 2 is set to ‘‘on’’ (signal state ‘‘1’’), then
the Output 1 coil is de-energized and the CV variable of the
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FIGURE 13. An example of up-counter block: (a) CROPN model, and
(b) Equivalent ladder diagram.

down-counter is equal to PV. Figure 14(b) depicts the ladder
diagram that corresponds to Figure 14(a).

We can use the CROPN depicted in Figure 2 to illus-
trate the LDCROPN synthesis. At the input buffer and
machines m1–m3, the resulting CROPN fails identification
and recognition of the two components A and B. Seven
infrared reflective sensors are added to the CROPN depicted
in Figure 2. Sensor 1 and sensor 2 are respectively installed
in the input buffer area to allow for the identification of
components A and B. The addition of sensors 3 and 4 respec-
tively enables machinem1 to recognize components A and B.
Sensor 5 is added to machine m2 to enable the detection
of component A. In addition, sensor 6 assists identification
of accepted component B in machine m3. The addition of
sensor 7 enables machine m3 to identify defective compo-
nent B. Figure 15 depicts the designed LDCROPN. As seen
in Figure 15, inputs I0.0 and I0.1 respectively, represent the
system’s start I1 and stop I2 buttons. In addition, inputs I0.2,
I0.3, I0.4, I0.5, I0.6, I0.7, and I1.0 are used for the reading of
sensors 1(I3), 2(I4), 3(I5), 4(I6), 5(I7), 6(I8), and 7(I9), respec-
tively. Q0.0, Q0.1, Q0.2, Q0.3, Q0.4, and Q0.5 are applied
to the action places as output bits to represent respectively
Q1(machinem1 operation for component A),Q2(machinem1
operation for component B), Q3(machine m2 operation for
component A), Q4(machine m3 operation for component B),
Q5(robot r1 operation), and Q6(robot r2 operation).
In contrast, memory bits M0.0, M0.1, M0.2, M0.3,

M0.4, M0.5, and M0.6 are allocated to transitions
8(t010A), 8(t010B), 8(t120A), 8(t130B), 8(t310B), 8(t200A),
and 8(t300B), respectively. In addition, memory bits M0.7,
M2.0, M2.1, M1.0, M1.1, and M1.2 are allocated to places
δ(p1)(for component A), δ(p1)(for component B), δ(p2),
δ(p3), δ(pr )(for component A), and δ(pr )(for component B),
respectively. Notable is the fact that two memory bits can
be assigned to a place whose capacity holds two tokens.

FIGURE 14. An example of down-counter block: (a) CROPN model, and
(b) Equivalent ladder diagram.

FIGURE 15. The LDCROPN of a CROPN model shown in Figure 2.

In order to model time delays, on-delay timers T1, T2, T3,
T4, T5, and T6 are assigned to places p1(component A
processing time in machinem1), p1 (component B processing
time in machine m1), p2(component A processing time in
machine m2), p3(component B processing time in machine
m3), pr (component A transporting time), and pr (component
B transporting time), respectively.

Following are the specifications for the LDCROPNmodel.
1. The loading process of the r1 is set on via t010A when a

component A is available in the L/U station, i.e.,M (po) =

{cp1} and sensor 1 recognizes it, the r1 is free, i.e.,
M (pr ) = {ct1}, and there is no process in the m1, i.e.
M (p1) = 0. The loading process of the r1 is set off
via t010A, if a component A is available in the m1.
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The operation of the m1 is set on with Q0.0 if a compo-
nent A is available in the m1, i.e., M (p1) = {cp1}, and
sensor 3 recognizes it and when the loading process time
of the r1 has finished. The Boolean firing functions of
t011A, p1, and pr are stated as follows.

• 8(t010A) = M0.0= I0.2&M1.2&M0.7&I0.1.
• δ(p1) = M0.7 == I0.4&M0.0 &I0.1.
• δ(pr ) = M1.2 = T3&T4&T5&I0.1

2. The transporting process of the r1 is set on with Q0.5 via
t120A if the processing time of the m1 has finished and
robot r1 is free, i.e.,M (pr ) = {ct1}. The transporting pro-
cess of robot r1 is set off through t120A when a component
A is available in the m2. The operation of the m2 is set on
when a component A is available in the m2, i.e.,M (p2) =

{cp1}, and the transporting process time of the r1 has
elapsed. The processing of the m2 is set off via t200A, and
occurs when the processing time of the m2 has elapsed.
The Boolean firing functions of t120A, t200A, p2, and pr are
stated as follows.

• 8(t120A) = M0.2 = M1.6&M1.2&M2.1&I0.1.
• 8(t200A) = M0.5 = (M1.7&M1.2)&I0.1
• δ(p2) = M2.1 = I0.6&M0.2&I0.1
• δ(pr ) = M1.2 = T3&T4&T5&I0.1

3. The loading process of the r2 is set on via t010B if a compo-
nent B is available in the L/U station, i.e., M (po) = {cp2}
and sensor 1 recognizes it, the r2 is free, i.e., M (pr ) =

{ct2}, and there is no processing in the m1, i.e. M (p1) =

0. The loading process of the r2 is set off via t010B when a
component B is available in the m1. The processing of the
m1 is set on if a component B is available in the m1, i.e.,
M (p1) = {cp1}, and sensor 4 recognizes it and when the
loading process time of robot r2 has elapsed. The Boolean
firing functions of t010B, p1, and pR are stated as follows.

• 8(t010B) = M0.1 = I0.3&M1.1&M2.0&I0.1.
• δ(p1) = M2.0 = I0.5&M0.1&I0.1.
• δ(pr ) = M1.1 = T3&T4&T6&I0.1

4. The transporting process of robot r2 is set on via t130B if
the processing time of the the m1 has finished and robot
r2 is free, i.e., M (pr ) = {ct2}. The transporting process
of robot r2 is set off through t130B when a component B
is available in the m3. The processing of the m3 is set on
if a component A is available in the m3, i.e., M (p3) =

{cp2}, and the transporting process time of robot r2 has
finished. The processing of the m3 is set off via t300B
(accepted component) or t310B (rejected component), and
occurs when the processing time of the machine m3 has
elapsed. The Boolean firing functions of t130B, t300B, p3,
and pR are stated as follows.

• 8(t130B) = M0.3 = M1.5&M1.1&M1.0&I0.1.
• 8(t310B) = M0.4 = I1.0&M2.2&M1.1&M2.0&I0.1.
• 8(t300B) = M0.6 = M2.3&M1.1&I0.1.
• δ(p3) = M1.0 = I0.7&M0.3&I0.1
• δ(pr ) = M1.1 = T3&T4&T6&I0.1.

5. The transporting process of robot r2 for a rejected compo-
nent B is set on via t310B when the processing time of the

m3 has finished and robot r2 is free, i.e., M (pr ) = {ct2}.
The unloading process of robot r2 is set off through t310B
if a component B is available in the m1. The processing of
them1 is set on if a component B is available in them1, i.e.,
M (p1) = {cp2}, and the transporting process time of robot
r2 has finished. The Boolean firing functions of t310B, p1,
and pR are stated as follows.

• 8(t310B) = M0.4 = I1.0&M2.2&M1.1&M2.0&I0.1.
• δ(p1) = M2.0 = I0.5&M0.1&I0.1
• δ(pr ) = M1.1 = T3&T4&T6&I0.1.

Figure 16 illustrates the ladder diagram of the LDCROPN
model depicted in Figure 15. As seen in Figure 16, rungs 1
and 2 represent the system’s start and stop buttons, respec-
tively. The initial states of robots 1 and 2 are shown on
rungs 3 and 4, respectively. Moreover, rungs 5 to 11 indicate
transition firing conditions. Rungs 12 to 15 show the actions
and delays of a machine’s processes. The 16th and 17th rungs
depict the actions and delays of the robot’s activities. Finally,
rungs 18 to 23 represent the set and reset of robots’ and
machines’ operations, as well as the states of memories.

IV. VERIFICATION AND VALIDATION OF THE LDCROPN
Using a PLC Fiddle simulator [71], the validation and ver-
ification of the proposed LDCROPN are provided in this
section. PLC-fiddle is advantageous for engineers and readers
who need a simplified version of the PLC design application.
As an instructional tool, PLC Fiddle provides its own bene-
fits. The PLC Fiddle design approach will assist readers in
learning the logic and thought process of PLCs; therefore,
readers are not required to have experience developing PLCs.
PLC Fiddle has the benefit of being simple to use for begin-
ners. To start programming logic practice, readers do not need
to complete a difficult installation process. In an educational
environment, learning objectives will be fulfilled [72], [73],
[74], [75]. To verify using PLC Fiddle, we must first analyze
the other components required for a production control sys-
tem to work. Consider then the on/off switches and several
input/output sensors which monitor the arrival of compo-
nents. Third, choose the PLC, which receives the information
from the sensors and translates it into Boolean algebra so that
it can interpret and make judgments. Figure 17 depicts a part
of the PLC Fiddle diagrams for the LD shown in Figure 16.
Based on these PLC Fiddle diagrams, the suggested LD is
error-free.

V. TYPICAL APPLICATION OF THE LDCROPN
Consider the LDCROPN depicted in Figure 18 to illustrate
the LDCROPN synthesis. As seen in Figure 18, Robots r1 and
r2 are used to load and unload components A and B. At the
input buffer and machines m1–m4, the resulting LDCROPN
fails identification and recognition of the two components A
and B. Seven an infrared reflective sensors are added to the
LDCROPN model. Sensor 1 and sensor 2 are respectively
installed in the input buffer area to allow for the identification
of components A and B. The addition of sensor 3 enables the
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FIGURE 16. LD for the LDCROPN model presented in Figure 15.
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FIGURE 16. (Continued.) LD for the LDCROPN model presented in Figure 15.
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TABLE 2. Sample of LD elements based on IEC 61131-3 programming standard.

m1 to recognize component A. Sensor 4 is added to the m4 to
enable the detection of component B. In addition, sensor 5
and sensor 6 assist identification of components A and B,
respectively, in the m3 and the m4. The addition of sensor 7
enables the m3 to identify defective components A.

Table 3 depicts the PLC’s I/O physical signals, while the
Boolean transition firing function and the Boolean place
function are presented in Table 4. I0.0 and I0.1 represent
the system’s start and stop buttons, respectively. In addition,
I0.2, I0.3, I0.4, I0.5, I0.6, I0.7, and I1.0 are used for sensor
readings. Q0.0, Q0.1, Q0.2, Q0.3, Q0.4, and Q0.5 are applied
to the action places as output bits. In contrast, memory
Addresses are allocated to transitions and places. Notable is
the fact that twomemory bits can be assigned to a placewhose
capacity holds two tokens. In order to model time delays,
timed transitions and places are connected to an on-delay
timer.

Following are the specifications for the LDCROPNmodel.

1. The loading process of robot r1 is set on via t011A when a
component A is available in the L/U station, i.e.,M (po) =

{cp1} and sensor 1 recognizes it, robot r1 is free, i.e.,
M (pr ) = {ct1}, and there is no processing in the m1, i.e.
M (p1) = 0. The loading process of robot r1 is set off
via t011A, if a component A is available in the m1. The
processing of the m1 is set on when a component A is
available in the m1, i.e., M (p1) = {cp1}, and sensor 3
recognizes it and when the loading process time of the r1
has finished.

2. The unloading process of the r1 is set on via t130A if the
processing time of the m1 has finished and the r1 is free,
i.e., M (pr ) = {ct1}. The unloading process of robot r1 is
set off through t130A if a component A is available in the
m3. The processing of the m3 is set on if a component A
is available in the m3, i.e.,M (p3) = {cp1}, and the loading
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FIGURE 17. Part of PLC Fiddle diagrams of LD model presented in Figure 12.

TABLE 3. The addresses of the PLC’s I/O physical signals and memories for the LDCROPN model presented in Figure 18.

process time of robot r1 has finished. The processing of the
m3 is set off through t310A (rejected component) or t300A
(accepted component) if its processing time has finished.

3. The unloading process of the r2 for a rejected component
A is set on via t310A when the processing time of the m3
has finished and the r2 is free, i.e., M (pr ) = {ct2}. The
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TABLE 4. The Boolean firing and place functions, and memories addresses for the LDCROPN model presented in Figure 18.

FIGURE 18. The developed LDCROPN for the typical application.

unloading process of the r2 is set off through t310A if a
component A that is available in the m1. The processing
ofm1 is set on when a component A is available in them1,
i.e.,M (p1) = {cp1}, and the loading process time of robot
r2 has finished.

4. The unloading process of the r2 for an accepted com-
ponent A is set on via t300A when the processing time
of the m3 has finished and the r2 is free, i.e., M (pr ) =

{ct2}. The unloading process of the r2 is set off through
t300A when the loading process time of the r2 has
finished.

5. If component B appears in the L/U station, i.e., M(po) =

cp2, the r2 is free, i.e., M(pr ) = ct2, sensor 2 recognizes
it, and the m4 is not operating, i.e., M(p4) = 0, then
the loading process of the r2 is set on via t040B. When
component B is detected in the m4, the loading process
of the r2 is set off through t040B. The operation of the m4
is set on when a component B is available in the m4, i.e.,
M(p1) = cp2, sensor 3 identifies it, and the r2’s loading
process time has finished.

6. If the operating time of the m4 has finished and the r1 is
free, i.e., M(pr ) = ct1, the unloading process of robot r1
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FIGURE 19. LD for the LDCROPN model presented in Figure 18.

is set on through t420B. When component B is detected in
the m2, the unloading process of the r1 is set off through
t420B. The operation of the m2 is set on if component B is
available in the m2, i.e., M(p2) = cp2, and the r1’s loading
process duration has finished.

7. The unloading process of the r1 for component B is set on
via t200B when the processing time of the m2 has finished
and the r2 is free, i.e., M(pr ) = ct2. If the r1’s loading
process time is completed, the r1’s unloading process is
set off via t200B.
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FIGURE 19. (Continued) LD for the LDCROPN model presented in Figure 18.

Figure 19 illustrates the ladder diagram of the LDCROPN
model depicted in Figure 18.

VI. CONCLUSION
In this article, a new two-step implementation method for
ladder diagrams for AMSs is proposed. First, a CROPN
modeling method and control rules are applied to model

AMS operations and ensure that the AMS operates without
deadlocks. Second, we propose an LDCROPN to translate
the CROPN model into a LD. For the proposed LDCROPN
model’s dynamic behavior, equations and constraints for fir-
ing transitions and marking places are provided for solving
the difficulties of mark accumulation and the initiating con-
dition of the LDCROPN structure.
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Following is a summary of this paper’s main advantages:
1. This work presents a novel approach for AMS to trans-

form a CROPN into LDs that is prepared to handle any
difficult AMSmodification compared with the study in [5]
and [38].

2. The LDs are constructed for validation using the PLC Fid-
dle simulator; the results demonstrate that the developed
approach provides low-overhead computation and has a
simpler structure in comparison to the researches in [33],
[34], [35], [36] and [38].

3. A global transportation resource place with a simpler
structure and polynomial complexity is developed to trans-
port all component types in a CROPN, compared to cur-
rent researches [38].

The main drawback of the presented methodology is that
the generated LDCROPN is constrained to discrete events.
Therefore, our future study will improve the current approach
to include the continuous events in the LDCROPN.
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