
Received 13 January 2023, accepted 10 March 2023, date of publication 21 March 2023, date of current version 16 June 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3260020

Automated Emerging Cyber Threat Identification
and Profiling Based on Natural
Language Processing
RENATO MARINHO AND RAIMIR HOLANDA
Graduate Program in Applied Informatics, University of Fortaleza, Fortaleza 60811-905, Brazil
Morphus Labs, Fortaleza 60811-908, Brazil

Corresponding author: Renato Marinho (rmarinho@morphus.com.br)

This work was supported by Morphus Labs.

ABSTRACT The time window between the disclosure of a new cyber vulnerability and its use by
cybercriminals has been getting smaller and smaller over time. Recent episodes, such as Log4j vulnerability,
exemplifies this well. Within hours after the exploit being released, attackers started scanning the internet
looking for vulnerable hosts to deploy threats like cryptocurrency miners and ransomware on vulnerable
systems. Thus, it becomes imperative for the cybersecurity defense strategy to detect threats and their
capabilities as early as possible to maximize the success of prevention actions. Although crucial, discovering
new threats is a challenging activity for security analysts due to the immense volume of data and information
sources to be analyzed for signs that a threat is emerging. In this sense, we present a framework for automatic
identification and profiling of emerging threats using Twitter messages as a source of events and MITRE
ATT&CK as a source of knowledge for threat characterization. The framework comprises three main parts:
identification of cyber threats and their names; profiling the identified threat in terms of its intentions or goals
by employing two machine learning layers to filter and classify tweets; and alarm generation based on the
threat’s risk. Themain contribution of our work is the approach to characterize or profile the identified threats
in terms of their intentions or goals, providing additional context on the threat and avenues for mitigation.
In our experiments, the profiling stage reached an F1 score of 77% in correctly profiling discovered threats.

INDEX TERMS Cyber threat discovery, cyber threat profiling, emerging threats, machine learning,
NLP, OSINT.

I. INTRODUCTION
Recently there has been an increasing reliance on the Internet
for business, government, and social interactions as a result of
a trend of hyper-connectivity and hyper-mobility. While the
Internet has become an indispensable infrastructure for busi-
nesses, governments, and societies, there is also an increased
risk of cyber attacks with different motivations and intentions.
Preventing organizations from cyber exploits needs timely
intelligence about cyber vulnerabilities and attacks, referred
to as threats [1].

Threat intelligence is defined as ‘‘evidence-based
knowledge, including context, mechanisms, indicators,

The associate editor coordinating the review of this manuscript and

approving it for publication was Agostino Forestiero .

implications, and actionable advice, about an existing or
emerging menace or hazard to assets that can be used to
inform decisions regarding the subject’s response to that
menace or hazard’’ [2]. Threat intelligence in cyber security
domain, or cyber threat intelligence, provides timely and rel-
evant information, such as signatures of the attacks, that can
help reduce the uncertainty in identifying potential security
vulnerabilities and attacks.

Cyber threat intelligence can generally be extracted from
informal or formal sources, which officially release threat
information in structured data format. Structured threat intel-
ligence adheres to a well-defined data model, with a common
format and structure. Structured cyber threat intelligence,
therefore, can be easily parsed by security tools to analyze and
respond to security threats accordingly. Examples of formal
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sources of cyber threat intelligence include the Common Vul-
nerabilities and Exposures (CVE) database1 and the National
Vulnerability Database (NVD).2

Cyber threat intelligence is also available on informal
sources, such as public blogs, dark webs, forums, and social
media platforms. Informal sources allow any person or entity
on the Internet to publish, in real-time, the threat infor-
mation in natural language, or unstructured data format.
The unstructured and publicly available threat intelligence
is also called Open Source Intelligence (OSINT) [3]. Cyber
security-related OSINT are early warning sources for cyber
security events such as security vulnerability exploits [4].

To conduct a cyber-attack, malicious actors typically have
to 1) identify vulnerabilities, 2) acquire the necessary tools
and tradecraft to successfully exploit them, 3) choose a
target and recruit participants, 4) create or purchase the
infrastructure needed, and 5) plan and execute the attack.
Other actors— system administrators, security analysts, and
even victims— may discuss vulnerabilities or coordinate a
response to attacks [5]. These activities are often conducted
online through social media, (open and dark) Web forums,
and professional blogs, leaving digital traces behind. Col-
lectively, these digital traces provide valuable insights into
evolving cyber threats and can signal a pending or developing
attack well before the malicious activity is noted on a target
system. For example, exploits are discussed on Twitter before
they are publicly disclosed [4] and on darkweb forums even
before they are discussed on social media [6].

A. TIMELY INTELLIGENCE
Timely intelligence about new threats and how they can affect
their victims may be uncovered from publicly available data
sources such as forums and social media and may be vital
for organizations to prevent cyber incidents or mitigate their
impacts.

The global Wannacry campaign affecting thousands
of companies in more than 100 countries in 20173 is
a good example of the importance of being aware of
emerging threats. While the malware started spreading on
May, 12 of 2017 a large number of messages from cyber
experts on the microblog Twitter started mentioning the term
‘wannacry’ associated with the terms ‘ransomware’, ‘vul-
nerability’, and ‘eternalblue’. Those messages if spotted and
analyzed were a signal urging people to patch the critical
vulnerability MS17-010 as soon as possible to prevent Wan-
nacry to spread over internal organization’s networks using
EternalBlue exploit.

While it is important, doing this type of early identification
is quite challenging. Given the amount of data coming from
social media such as Twitter and the required agility to make
sense of them timely identifying new threats would not be an

1http://cve.mitre.org/
2https://nvd.nist.gov/
3https://money.cnn.com/2017/05/12/technology/ransomware-attack-nsa-

microsoft/index.html

easy or even feasible task for humans on a day-to-day basis.
It is necessary automation to retrieve, process, and classify
the data and to generate alarms for spotted cyber threats.

B. TWITTER AS CYBER INTELLIGENCE SOURCE
Open Source Intelligence (OSINT) is intelligence gathered
from public-available sources such as social network sites,
forums, wikis, blogs, and so on [7]. Malicious actors, system
administrators, security analysts, and victims of cyber attacks
usually use such platforms to discuss vulnerabilities, and
exploits or to coordinate a response to attacks. Although
more difficult to consume due to the volume and unstructured
format of the content, data obtained from OSINT sources
can complement intelligence obtained from structured intelli-
gence sources, which usually provide malicious IP addresses
and hashes, for example, as indicators of compromise (IOCs)
that must be monitored or blocked by security platforms.

AmongOSINT sources available, we choose Twitter due to
its ability to act as a natural aggregator of multiple sources [8]
and its big data characteristics: a large volume of data,
a highly diverse pool of users, high accessibility, and, mainly,
timely production of new content [9]. The popularity of this
medium in the cybersecurity community provides an envi-
ronment for both offensive and defensive practitioners to dis-
cuss, report, and advertise timely indicators of vulnerabilities,
attacks, malware, and other types of cyber events that are of
interest to security analysts.

In the past decade, Twitter has become an important source
of intelligence. The real-time nature of information on Twitter
has allowed researchers to use the microblog to extract intel-
ligence about different areas such as terrorist attacks [10],
earthquakes [11], forest fires [12] and so on. The value
of Twitter with regards to security is well-demonstrated by
the numerous initial reports of cyber events, examples of
which include disclosures of multiple 0-day, user reports on
DDoS attacks, and exposure of ransomware campaigns. For
example, in June 2017, the global ransomware outbreak of
‘Petya/NotPetya’ was discussed widely via Twitter before
being reported by mainstream media [13].

Another more recent example of cyber threat initially dis-
cussed in Twitter was Log4Shell. Log4Shell was the name
given to a 0-day exploit to a vulnerability in Log4j2 (CVE-
2021-44228), a popular Java logging library. The Log4j2
vulnerability along with a link to the exploit code, which
means the code able to take advantage of a vulnerability in an
easy way, was disclosed by the profile @P0rZ9 on December
9th, 2021, on Twitter.

Following this post, hundreds of Twitter profiles, including
independent researchers and journalists specialized in cyber
security, started to post about the vulnerability.

Given this strong and constant presence of the cyber
security community in Twitter, over the recent years, the
research on Twitter-based OSINT collection has led to the
proposal of multiple frameworks [7], [14], [15], [16], [17]
for detection and analysis of threat indicators in the Twitter

58916 VOLUME 11, 2023



R. Marinho, R. Holanda: Automated Emerging Cyber Threat Identification and Profiling Based on NLP

stream. The shortness of tweets, which nowadays is a text
of 280 maximum characters, is considered one of the main
challenges when classifying tweets using machine learning
algorithms [18]. In contrast with large document corpora,
analyzing short documents such as tweets presents some
specific semantic challenges towards extracting terms, rela-
tionships, patterns, and actionable insights, in general [19].

C. MITRE ATT&CK
Mitre ATT&CK is a globally-accessible knowledge base of
adversary tactics and techniques based on real-world obser-
vations. The ATT&CK knowledge base is used as a foun-
dation for the development of specific threat models and
methodologies in the private sector, in government, and in the
cybersecurity product and service community.4

According to MITRE ATT&CK Design and Philos-
ophy [20], the first ATT&CK model was created in
September 2013 and was primarily focused on the Win-
dows enterprise environment. It was further refined through
internal research and development and subsequently publicly
released in May 2015 with 96 techniques organized under
9 tactics. Since then, ATT&CK has experienced tremendous
growth based on contributions from the cybersecurity com-
munity. Several additional ATT&CK models were created
based on the methodology used to create the first ATT&CK.
The original ATT&CK was expanded in 2017 beyond Win-
dows to include Mac and Linux and has been referred to
as ATT&CK for Enterprise. A complementary model called
PREATT&CK was published in 2017 to focus on ‘‘left of
exploit’’ behavior. ATT&CK for Mobile was also published
in 2017 to focus on behavior in the mobile-specific domain.
ATT&CK for Cloud was published in 2019 as part of Enter-
prise to describe behavior against cloud environments and
services and ATT&CK for ICS was published in 2020 to
document behavior against industrial controls systems

Currently, Mitre ATT&CK has three matrices: Enterprise,
Mobile, and ICS (Industrial Control System). Each matrix
represents the relationship between tactics, techniques, and
sub-techniques and contains a curated knowledge base and
model for cyber adversary behavior, reflecting the various
phases of an adversary’s attack life cycle and the platforms
they are known to target. At a high level, ATT&CK is a behav-
ioral model that consists of the following core components:

• Tactics, denoting short-term, tactical adversary goals
during an attack;

• Techniques, describing the means by which adversaries
achieve tactical goals;

• Sub-techniques, describing more specific means by
which adversaries achieve tactical goals at a lower level
than techniques; and

• Procedures: documented adversary usage of techniques,
their procedures, and other metadata.

4https://attack.mitre.org

Our research is based on the Enterprise matrix of ver-
sion 10.1 of MITRE ATT&CK. It consists of 14 tactics and
191 techniques.

To make it clear, let’s consider an adversary who intends
to compromise a company to steal confidential data hosted
on a specific company’s servers. To do so, the adversary
would have to find a way to enter the company’s systems,
then move from host to host until reaching the desired server
to finally collect and steal the data. Each adversary’s move,
since entering the company’s systems to steal the data, can
be mapped to the MITRE ATT&CK knowledge base. For
example, entering company’s system is related to the ‘Initial
Access’ tactic and can be performed by using the ‘Valid
Credentials’ technique.
Continuing with this example, in addition to mapping tech-

niques and tactics, MITRE ATT&CK provides a procedural
list of how adversaries proceed to execute each technique.
In addition to procedures, MITRE ATT&CK provides miti-
gation and detection procedures for each technique. Mitiga-
tions are recommendations of how defenders should apply
to reduce the chance of being successfully targeted by the
corresponding technique and detection are ways to detect an
intrusion using the technique.

As seen, MITRE ATT&CK is an extremely valuable
knowledge base for cyber security professionals in general
and especially useful for defenders as they can study and
plan defense strategies for different malicious tactics and
techniques used by real attackers.

But, in this research, we intend to further leverage MITRE
ATT&CK as a source of knowledge not just for humans, but
for machines as well. Our objective is to take advantage of
this ongoing evolving and collaborative knowledge base to
trainmachine learning algorithms that will be used in filtering
tweets related to malicious actions as well as in automatically
profiling identified cyber threats in terms of their intents.

II. RELATED WORK
Cybersecurity is becoming an ever-increasing concern for
most organizations and much research has been developed in
this field over the last few years. Inside these organizations,
the Security Operations Center (SOC) is the central nervous
system that provides the necessary security against cyber
threats. However, to be effective, the SOC requires timely
and relevant threat intelligence to accurately and properly
monitor, maintain, and secure an IT infrastructure. This leads
security analysts to strive for threat awareness by collecting
and reading various information feeds. However, if done
manually, this results in a tedious and extensive task that
may result in little knowledge being obtained given the large
amounts of irrelevant information. Research has shown that
Open Source Intelligence (OSINT) provides useful informa-
tion to identify emerging cyber threats.

OSINT is the collection, analysis, and use of data from
openly available sources for intelligence purposes [21].
Examples of sources for OSINT are public blogs, dark and
deep websites, forums, and social media. In such platforms,

VOLUME 11, 2023 58917



R. Marinho, R. Holanda: Automated Emerging Cyber Threat Identification and Profiling Based on NLP

any person or entity on the Internet can publish, in real-time,
information in natural language related to cyber security,
including incidents, new threats, and vulnerabilities. Among
the OSINT sources for cyber threat intelligence, we can
highlight the social media Twitter as one of the most repre-
sentative [22]. Cyber security experts, system administrators,
and hackers constantly use Twitter to discuss technical details
about cyber attacks and share their experiences [4].

Utilization of OSINT to automatically identify cyber
threats via social media, forums and other openly avail-
able sources using text analytics was proposed in different
researches [1], [23], [7], [24], [25], [26], [13], [27] and [28].
However, most proposals focus on identifying important
events related to cyber threats or vulnerabilities but do not
propose identifying and profiling cyber threats.

Amongst research, [13] proposes an early cyber threat
warning system thatmines online chatter from cyber actors on
social media, security blogs, and dark web forums to identify
words that signal potential cyber-attacks. The framework is
comprised by twomain components: text mining andwarning
generation. The text mining phase consists on pre-processing
the input data to identify potential threat names by discarding
‘‘known’’ terms and selecting repeating ‘‘unknown’’ among
different sources as they potentially can be the name of a new
or discovered cyber threat. The second component, warning
generation, is responsible for issuing alarms for unknown
terms that meet some requirements, like appearing twice in a
given period of time. The approach presented in this research
uses keyword filtering as the only strategy to identify cyber
threat names, which may result in false positives as unknown
words may appear in tweets or other content not necessarily
related to cyber security. Additionally, this research does not
profile the identified cyber threat.

In [26] an identification and classification approach
of cyber threat indicators in the Twitter stream is pre-
sented. The research proposes a data-driven approach for
modeling and classification of tweets using a cascaded Con-
volutional Neural Network (CNN) architecture to both clas-
sify tweets as related or not to cyber security and classify
the cyber-related tweets into a fixed listed of cyber threats.
The proposed solution includes a pre-processing phase that
uses IBM’s Watson Natural Language API to identify tweets
related to cyber security according to Watson classification
results. Additionally, in the pre-processing phase, there is a
pre-labeling step performed by simple string matching on the
pure tweet text. The threat types considered were: ‘‘vulner-
ability’’, ‘‘DDoS’’, ‘‘ransomware’’, ‘‘botnet’’, ‘‘data leak’’,
‘‘zero-day’’ and ‘‘general’’. Further, the proposed approach
uses CNN models trained to classify each tweet as relevant
or irrelevant to cyber security. The relevant tweets are passed
to a second CNN layer to be classified as one of the 8 different
threat types mentioned above. There are important differ-
ences of our proposal compared to this one. First, the pro-
posed approach does not name the identified threat. Naming
the threat is an important step to cyber threat intelligence
as it may allow analysts to identify and mitigate campaigns

based on the historic modus operandi employed by a given
threat or group. Second, the proposed approach relies on an
external component to classify tweets as related or not to
cyber security as opposed to our approach that proposes a
component to classify tweets using machine learning trained
with the evolving knowledge from MITRE ATT&CK. Third,
instead of using a keyword match to pre-filter threats and a
fixed list of threat types, we present an approach to profile
the identified cyber threat to spot in which phase of phases
of the cyber kill chain the given threat operates in. This is
important for a cyber threat analyst as he or she may employ
the necessarymitigation steps depending on the threat profile.

In [1], a framework for automatically gathering cyber
threat intelligence from Twitter is presented. The framework
utilizes a novelty detection model to classify the tweets as
relevant or irrelevant to Cyber threat intelligence. The novelty
classifier learns the features of cyber threat intelligence from
the threat descriptions in the Common Vulnerabilities and
Exposures (CVE) database 5 and classifies a new unseen
tweet as normal or abnormal in relation to Cyber threat intel-
ligence. The normal tweets are considered as Cyber threat
relevant while the abnormal tweets are considered as Cyber
threat-irrelevant. The paper evaluates the framework on a data
set created from the tweets collected over a period of twelve
months in 2018 from 50 influential Cyber security-related
accounts. During the evaluation, the framework achieved
the highest performance of 0.643 measured by the F1-score
metric for classifying Cyber threat tweets. According to
the authors, the proposed approach outperformed several
baselines including binary classification models. Also, was
analyzed the correctly classified cyber threat tweets and dis-
covered that 81 of them do not contain a CVE identifier.
The authors have also found that 34 out of the 81 tweets
can be associated with a CVE identifier included in the top
10 most similar CVE descriptions of each tweet. Despite
presenting a proposal to distinguish between relevant and
irrelevant tweets, the proposal does not address the identi-
fication of threats and their intentions. Those are important
requirements for Cyber Threat Intelligence in formulating
defense strategies against emerging threats.

The tool proposed in [23] collects tweets from a selected
subset of accounts using the Twitter streaming API, and then,
by using keyword-based filtering, it discards tweets unrelated
to the monitored infrastructure assets. To classify and extract
information from tweets the paper uses a sequence of two
deep neural networks. The first is a binary classifier based on
a Convolutional Neural Network (CNN) architecture used for
Natural Language Processing (NLP) [29]. It receives tweets
that may be referencing an asset from the monitored infras-
tructure and labels them as either relevant when the tweets
contain security-related information, or irrelevant otherwise.
Relevant tweets are processed for information extraction by
a Named Entity Recognition (NER) model, implemented as
a Bidirectional Long Short-Term Memory (BiLSTM) neural

5https://cve.mitre.org/
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network [30]. This network labels each word in a tweet
with one of six entities used to locate relevant information.
Furthermore, the authors chose to use the application of
deep learning techniques because of its advantages in the
NLP domain [31]. Thus, they propose an end-to-end threat
intelligence tool that relies on neural networks with no fea-
ture engineering. The pipeline is capable of receiving tweets
relevant to infrastructure, selecting those which appear to
contain relevant information regarding an asset’s security, and
extracting valuable entities which can be used to issue a secu-
rity alert. During the evaluation, was established a methodol-
ogy through which, according to a defined evaluation metric,
the authors compared several variations to the deep learning
architectures to select a model which provides the best per-
formance. Furthermore, were compared the proposed models
to other well-known classifiers and provided a detailed anal-
ysis of the results obtained. The evaluation showed that the
approach was capable of finding, on average, more than 92%
of the relevant tweets, and matching cybersecurity-relevant
labels to named entities within these tweets with an average
F1-score above 90%. Based on the best models obtained in
their experiments, they retrieved tweets where the NER mod-
els were capable of extracting relevant entities and performed
a brief analysis that demonstrates the timeliness of Twitter
as a valuable source for relevant cyber threat awareness. The
approach presented in this work proved to be promising in
identifying threats focused on a certain group of assets. How-
ever, it becomes limited when the objective is to identify and
characterize broader emerging threats, not necessarily aimed
at a particular target nor vulnerabilities-specific technologies.

In [19] is presented a machine learning and text infor-
mation extraction approach to detect cyber threat events in
Twitter that are novel and developing using an unsupervised
machine learning approach. The detected events are ranked
based on an importance score by extracting the tweet terms
that are characterized as named entities, keywords, or both.
The evaluation of the proposal is carried out by comparing
the efficiency and detection error rate to a human annotator
ground truth. The proposal proved promising in identifying
cyber threat events resulting from the grouping of tweets with
similar terms with a true positive rate of 75% and a false
positive rate of 16.67%. The work also proposes a heuristic to
calculate a score and rank the importance of events based on
how influential is the profile on Twitter based on the number
of its followers. In our approach, we use similar criteria to
calculate the importance degree of an alert based on a number
of characteristics of the identified cyber threat including but
not limited to the number of followers of a given Twitter
profile as detailed in III-A12. The proposed approach does
not address the identification of threats and their intentions.

The work proposed in [9] presents a Multi-Task Learning
(MTL) approach that merges two models into an end-to-end
pipeline for cybersecurity-centric Natural Language Under-
standing (NLU). MTL is an inductive transfer learning mech-
anism where a model is trained on multiple tasks, leveraging

the knowledge acquired for one to boost the performance of
the other [32], [33]. According to the authors, recent work in
NLP has shown that MTL can often boost the performance of
state-of-the-art models [34].MTLmethodologies have shown
not only to improve results on tasks that share a common
domain but also that by learning multiple related tasks the
model improves its generalization capability, greatly reduc-
ing chances of overfitting [35]. The proposed MTL cyber
threat intelligence pipeline uses Twitter as its OSINT data
stream source. The proposed tool receives tweets, through
the Twitter API, from a predetermined set of accounts that
have been selected based on their likelihood of outputting
security-related content about a specified IT infrastructure.
The tweets are filtered based on the mention of IT infras-
tructure assets and then normalized before they are fed to
the Deep Neural Networks (DNN) stage. For processing the
text, an MTL DNN model forks into two output modules:
a binary classifier and a Named Entity Recognizer (NER).
Both share character-level and word-level representation lay-
ers which can either be a Convolutional Neural Network
(CNN) [29] or a type of Recurrent Neural Network (RNN)
such as the Long Short-Term Memory (LSTM) [36]. The
combined result of the output modules produces a concise
artifact reporting a security event, such as a vulnerability
disclosure or security update, to issue an alert. The proposed
Multi-Task Learning (MTL) approach is an improvement of a
previous research [23] that, although achieves similar results
regarding named entity recognition and binary classification
task, reduces the complexity of the information pipeline and
the procedures required for online update of the dataset
and model parameters. However, as the previous research,
it becomes limited when the objective is to identify and
characterize broader emerging threats, not necessarily aimed
at a particular target or vulnerabilities-specific technologies.

A system that automatically generates warnings of immi-
nent or current cyber-threats is approached in [5]. The paper
introduces a lightweight framework that leverages online
social media sensors such as Twitter and darkweb forums,
to generate alerts that function as early warnings of cyber
threats. The systemmonitors the social media feeds of a num-
ber of prominent security researchers, analysts, and white-
hat hackers, scanning for posts (tweets) related to exploits,
vulnerabilities, and other relevant cybersecurity topics. After-
ward, it applies text mining techniques to identify important
terms and remove irrelevant ones. Then, the system verifies
whether the terms that were identified during the filtering
stage have ever been used in darkweb hacking forums, and
eventually reports the volume of mentions as well as the con-
tent of posts. Such information might be extremely valuable
since mentions that have been found by the algorithm might
point to links to stolen credentials as well as threads where
a novel vulnerability is discussed along with source codes
aiming at exploiting it. The framework relies on a database,
updated daily, of posts published on nearly 200 darkweb
and deepweb hacking forums and marketplaces [6], [7], [37].
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After all, the system generates warnings for the newly discov-
ered terms, alongwith their frequency of appearance on social
media and darkweb, the contents of possible mentions found
in darkweb and deepweb, and a collection of words providing
semantic context for facilitating situational awareness and
interpretation of the warning. The algorithm design allows
for the generation of additional warnings over the same time
period. This choice is due to the willingness to keep track of
the attention around the possible cyber-threat, and in partic-
ular to monitor the evolution of darkweb activities related to
the discovered terms. The system proposed in this research
provides a mechanism to identify current cyber threats by
correlating terms that appears in tweets and eventually in
posts on darkweb hacking forums. Despite getting tweets
from prominent profiles, it is common for there to be posts
that mention terms related to cybersecurity in conjunction
with unknown terms that are not necessarily talking about
a threat. The absence of a filter that maximizes the chances
that the tweets are similar to the description of how a threat
acts, can cause the false positive rate to increase, as it actually
happened. Additionally, in order to provide a context for
the identified threat, the proposed alarm system presents the
terms that co-occurred with the unknown term (threat), but
seeks to indicate the threat’s intent.

Recent research has demonstrated the need and impor-
tance in the early detection of emergent cyber threats. Using
databases originating mainly from open sources (OSINT),
such as Twitter, blogs, dark web, deep web, authors have
presented works using the most varied techniques of natural
language processing, machine learning, and deep learning
to improve the effectiveness in detecting attacks. Our work,
however, differs from previous work because in addition to
promoting the identification of emerging attacks, we are able
to aggregate two new features: 1) define the profiling of
the attack based on the MITRE framework and 2) present
the results of the identification and profiling under a risk
perspective.

III. THE PROPOSED SOLUTION
The overall goal of this work is to propose an approach
to automatically identify and profile emerging cyber threats
based on OSINT (Open Source Intelligence) in order to gen-
erate timely alerts to cyber security engineers. To achieve
this goal, we propose a solution whose macro steps are listed
below.

1) Continuously monitoring and collecting posts from
prominent people and companies on Twitter to mine
unknown terms related to cyber threats and malicious
campaigns;

2) Using Natural Language Processing (NLP) and
Machine Learning (ML) to identify those terms most
likely to be threat names and discard those least likely;

3) Leveraging MITRE ATT&CK techniques’ procedures
examples to identify most likely tactic employed by the
discovered threat;

4) Generating timely alerts for new or developing threats
along with its characterization or goals associated with
a risk rate based on how fast the threat is evolving since
its identification.

Alarms will be issued for new or evolving threats along
with their characterization, goals, and risk rate based on how
fast the threat is evolving since its identification.

A. SOLUTION ARCHITECTURE
This section details each aspect of the proposed architec-
ture shown in Figure 1. Each component of the architec-
ture is numerated and detailed in the following subsections
accordingly.

1) LOGSTASH TWITTER API
This is the component that allowed us to collect tweets and
insert them into a database for further solution steps. The data
collection is done by Logstash,6 an open-source data collec-
tion engine with real-time pipeline capabilities. Logstash is
one of the three main components of the Elastic Stack.7 The
other two are Elasticsearch and Kibana.

The Logstash capabilities comprise a broad array of input,
filter, and output plugins, with many native codecs further
simplifying the data ingestion process. One of the plugins is
the Logstash Twitter8 which allows Logstash to ingest events
from the Twitter Streaming API.9

One of Logstash’s Twitter API parameters is named
‘follows’, which expects a comma-separated list of user IDs,
indicating the users whose Tweets should be delivered on the
stream [38]. According to the Twitter documentation, for each
user specified, the stream will contain:

• Tweets created by the user;
• Tweets which are retweeted by the user;
• Replies to any Tweet created by the user;
• Retweets of any Tweet created by the user;
• Manual replies created without pressing a reply button
(e.g. ‘‘@twitterapi I agree’’).

We compiled a list of 73 well-known and reliable Twit-
ter experts who post frequently on issues related to cyber-
security. The list, shown in Table 1, includes international
researchers and security analysts associated with security
firms, as well as widely-followed white hat hackers. The list
can be arbitrarily extended, but it is important to keep in mind
that the selected profiles can interfere in the identification of
cyber threats. So, include expert, active, and trusted profiles.
The strategy we used to select the profiles was choosing
profiles followed by experienced and active cyber threat intel-
ligence analysts and entities we know.

6https://www.elastic.co/logstash
7https://www.elastic.co/elastic-stack
8https://www.elastic.co/guide/en/logstash/current/plugins-inputs-

twitter.html
9https://developer.twitter.com/en/docs/tutorials/consuming-streaming-

data
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FIGURE 1. Proposed architecture.

2) TWEETS DATABASE
The data collected by the Logstash Twitter Plugin is stored
in an Elasticsearch Database. Elasticsearch is the distributed
search and analytics engine at the heart of the Elastic Stack.
It provides near real-time search and analytics for all types of
data.10

3) TIME-WINDOW DATA RETRIEVAL
The first step of our pipeline consists in collecting Twit-
ter messages from the Tweets Database which were posted
within a given time range. Considering that our objective is to
provide a continuous threat identification and alerting system,
the time range will be a sliding time window considering the
end time of the previous time range as the start time for the
next time range.

All the resulting Twitter messages will follow to the
Unknown Word Selection, described in the next subsection.

10https://www.elastic.co/guide/en/elasticsearch/reference
/current/elasticsearch-intro.html

4) UNKNOWN WORD SELECTION
The objective of this component is to identify unknownwords
or terms appearing in collected Twitter messages as they,
accordingly to further analysis, may represent the name of
the identified emerging threat.

The idea of identifying those unknown terms came from
the analysis of cyber threats names, which usually receive
very strange names - either given by their creators of by
the cyber security experts who first spotted them. Wannacry,
NotPetya, Cookthief, Emotet, lokibot, and 16shop are some
examples of threat names.

For the proposed architecture, a term is considered
unknown if it passes through the Unknown Word Selection
pipeline, which comprises the following procedures: Normal-
ization, URL/E-mail/Author filtering, NLTKWord Tokenize,
CorrectWord Filtering, Stop-words and punctuation filtering,
NER (Named Entity Recognition) filtering and, finally, Dic-
tionary words filtering, as described below.

a: NORMALIZATION
Considering that we are using Twitter messages posted by
a variety of people and that Twitter itself imposes a length
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TABLE 1. Twitter profiles and a respective number of followers.

limit for the post message (nowadays 280 characters), it is
very common to have terms for the same meaning written
and shortened in different forms. For example, ‘C2 server’,
‘C&C server’ are written in different forms but, in the con-
text of cyber security, mean the same thing: ‘command and
control server’. Command and control servers are computers
controlled by an attacker or cybercriminal which is used to
send commands to systems compromised by malware and
receive stolen data from a target network [39].

By analyzing Twitter posts for the selected profiles for this
research, it was possible to identify and implement normal-
ization for 47 terms written in 124 different forms. The term
list includes brute-force, data wiping, DDoS, information
stealer, drive by, and rootkit. The full list is available at
Appendix B.

b: URL, E-MAIL AND AUTHOR FILTERING
The collected Twitter posts retrieved and stored in the Elas-
ticsearch database contain the entire Twitter post. It may
include mentions to other users, URLs and e-mail addresses.
For the purpose of this solution’s component, is to identify
unknown words, including those terms that would result in
false positives. Thus, those terms are filtered out.

c: NLTK WORD TOKENIZE
This step consists in splitting each collected tweet into words.
The process of splitting a sentence into words or just word
tokenize is very commonly used by natural language process-
ing solutions. To employ word tokenization into the proposed
solution, we use Natural Language ToolKit (NLTK) Python
module.11 The output of this step is, for each tweet, an array
of its words or tokens. See in the example below how the
content of a tweet is split into tokens:

Tweet: ‘‘The RobbinHood ransomware is using a vulner-
able legacy Gigabyte driver in order to get around antivirus
protections’’.

Tokens: [’The’, ‘RobbinHood’, ‘ransomware’, ‘is’,
‘using’, ‘a’, ‘vulnerable’, ‘legacy’, ‘Gigabyte’, ‘driver’, ‘in’,
‘order’, ‘to’, ‘get’, ‘around’, ‘antivirus’, ’protections’].

d: CORRECT WORD FILTERING
This step consists in eliminating words that are correctly
written as they are known words as well. This filtering step is
implemented by SpellChecker Python module.12

e: STOP-WORDS AND PUNCTUATION FILTERING
In this step, English stop words are eliminated. The filtered
stop words are those present in Python NLTK ‘stopword’
English word list corpora, which consists in 179 words
including: ‘i’, ‘me’, ‘myself’, ‘we’, ‘our’, and so on.

f: NER FILTERING
After applying the above filters in the pipeline, we noticed
that, among unknown words, there were many organizations’
names likeMicrosoft, Google, and so on. Although they were
really unknown words for the filters used until this point of
the pipeline, we should eliminate them because, knowingly,
they did not represent threat names.

There is a field called Named Entity Recognition (NER)
which is considered a fundamental task in a natural lan-
guage processing (NLP) system. NER is a subproblem of
information extraction and involves processing structured and
unstructured data to identify expressions that refer to people,
places, organizations, and companies [40]. Thus, applying
NER to our pipeline would help reduce the number of com-
panies being considered ‘unknown words’.

To take advantage of NER in our solution, we used the
project DBpedia.13 DBpedia is a crowd-sourced community
effort to extract structured content from the information cre-
ated in various Wikipedia projects. This structured infor-
mation resembles an open knowledge graph (OKG) which
is available for everyone on the Web. A knowledge graph
is a special kind of database that stores knowledge in a
machine-readable form and provides a means for information
to be collected, organized, shared, searched, and utilized [41].

11https://www.nltk.org/
12https://pypi.org/project/pyspellchecker/
13https://wiki.dbpedia.org/about
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The English version of the DBpedia knowledge base
describes 4.58 out of which 4.22 million are classified in
a consistent ontology, including 1,445,000 persons, 735,000
places (including 478,000 populated places), 411,000 cre-
ative works (including 123,000 music albums, 87,000 films
and 19,000 video games), 241,000 organizations (includ-
ing 58,000 companies and 49,000 educational institutions),
251,000 species and 6,000 diseases.

To implement NER using DBpedia knowledge base we
have used the DBpedia Spotlight project.14 This implemen-
tation provides a tool for automatically annotating mentions
of DBpedia resources in a given text - which in our case,
the collected Twitter messages. For the example in Figure 2,
we submitted the text: ‘‘Google is a company based in the
United States’’ to DBpedia Spotlight. As a result, two entities
were recognized: ‘Google’, an entity classified into different
types including ‘‘DBpedia: Company’’ with a similarity score
of 0.99%; and ‘United States’ also classified into multiple
types including ’DBpedia:country’’ with a similarity score of
0.99% as well.

FIGURE 2. DBPedia query example.

To automate the process of programmatically submitting
collected tweets to DBpedia Spotlight, we have used the
PySpotlight 15 Python 3 module. PySpotlight is a thin Python
wrapper around DBpedia Spotlight’s REST Interface. So, for
each tweet, all the terms recognized as entities by DBpe-
dia Spotlight were considered known words and, thus, were
filtered out in this point of the unknown words selection
pipeline.

The filters used, which identify the entity types we
were interested in identifying using DBpedia were: DBpe-
dia: Currency, DBpedia: Device, DBpedia:Event, DBpedia:
Language, DBpedia:Name, DBpedia:Organisation, DBpe-
dia:Person, DBpedia:Place, DBpedia:ProgrammingLang-
uage, DBpedia:Software and DBpedia:Website’’.

An additional important parameter of DBpedia is confi-
dence. It represents the certainty degree the DBpedia has

14https://hub.docker.com/r/dbpedia/dbpedia-spotlight
15https://pypi.org/project/pyspotlight/

to attribute a given word to a known entity. The greater the
confidence, the smaller the number of entities identified with
greater accuracy tends to be. On the other hand, the lower
the confidence, the greater the number of entities identified
with less accuracy tends to be. In practical terms, the lower
the confidence, the greater the number of false positives tends
to be.

For this research, we observed that using DBpedia with
a high confidence parameter was failing to identify unusual
terms as entities, which ended up increasing the number of
terms falsely identified as threat names. On the other hand,
we couldn’t leave it too flexible to the point of DBpedia
identifying important words for the context of the tweet as
an entity.

Take as an example the following tweet:
SEABORGIUM overlaps with groups tracked as Callisto

Group (F-Secure), TA446 (Proofpoint), and COLDRIVER
(Google). Security Service of Ukraine (SSU) has associated
Callisto with Gamaredon; however, MSTIC has not observed
technical intrusion links to support the association.

The following entities would be identified by DBpedia for
different confidence parameters:

• Confidence of 0.30: ‘Security Service’, ‘F-Secure’,
‘Google’, ‘Proofpoint’, ‘SSU’, ’Ukraine’;

• Confidence of 0.40: ‘Ukraine’, ‘F-Secure’, ‘Proofpoint’,
‘SSU’, ‘Google’, ’Security

• Confidence of 0.50: ‘Google’, ‘Security Service’,
‘Ukraine’, ’F-Secure’; Service’

• Confidence of 0.60: ‘Security Service’, ‘Google’,
‘F-Secure’, ‘Ukraine’.

So, in this example, for the context of our research, where
we do not consider entity names as threat names, using
a 0.40 confidence, we avoided considering ‘Proofpoint’ (the
name of a cyber security provider), and ‘SSU’ (Security
Service of Ukraine), as cyber threats. Additionally, notice that
we did not have a difference in terms of identified entities
moving the confidence parameter from 0.30 to 0.40 and from
0.50 to 0.60.

After some experiments, we found that a confidence of
0.40 presented a good balance for our research. This value
is slightly lower than the reference value used in the online
demo of DBpedia, which is 0.50.16

g: DICTIONARY WORDS FILTERING
This is the final step of the unknownwords selection pipeline.
It consists in filtering out terms that occur in both dictionaries:
Cyber Related Words Dictionary and Cyber Threats Dictio-
nary. Both were created by us during the experiments for this
research and contain technical terms related to cyber security
area. Their content are described below:

• Cyber Related Words Dictionary: this dictionary con-
tains 288 words related to cyber security or technol-
ogy in general that could be considered ‘unknown’ to
the previous steps of this pipeline but do not represent

16https://demo.dbpedia-spotlight.org/
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threats. Some examples config, vpns, sha1, sha256, urls,
dmarc and hackathon. The dictionary is available at
Appendix C.

• Cyber Threats Dictionary: this dictionary contains
72 words related to known types of cyber threats or they
represent actions usually performed by cyber threats.
However, they do not name the threat itself. Some
examples: ransomware, trojan, collect, malware, cryp-
tominer, exploit and fileless. The dictionary is available
at Appendix A.

5) CYBER THREAT KEYWORD CO-OCCURRENCE
The input for this stage of the solution is a list of unknown
words that appear in at least two Twitter posts processed by
the previous stage along with the Twitter posts their occurred
in. The objective of requiring the unknown word to appear in
at least two messages is to avoid unknown terms that were
just simply misspelled.

For each unknown word, this stage checks for the occur-
rence of terms fromCyber Threats Dictionary in Twitter posts
the unknownwords appear. In other words, we are looking for
unknown terms that co-occur with a term related to known
types of cyber threats.

The output of this stage are the unknown terms that
co-occur with at least one Cyber Threat Dictionary term along
with the Twitter messages they appear in.

6) NLTK TOKENIZE AND PORTSTEMMER
For grammatical reasons, documents use different forms of a
word, like organize, organizes, and organizing. Additionally,
there are families of derivationally related words with similar
meanings, such as democracy, democratic, and democratiza-
tion. But for the purposes of our research, where we mea-
sure the co-occurrence of words among different documents,
we are mainly interested in measuring it by comparing the
root of those words - regardless of the way they were written.

To reduce the words to their root format, we applied
Porter’s stemming algorithm [42]. The algorithm uses a
heuristic process that chops off the end of words. This way,
for example, the words organize, organizes and organizing
are transformed into ‘organ’ after applying the stemming
algorithm.

This process is applied for each word of each tweet
received from the previous step.

The output of this stage, thus, is the unknown terms
received from the preceding step along with the respective
tweets in stemming format.

7) TF-IDF
In this subsection, we describe the use of TF-IDF (Term
Frequency-Inverse Document Frequency) to transform the
text documents coming from both MITRE ATT&CK corpus
and Twitter messages into a vectorized representation needed
by both One-Class and Multi-Class machine learning (ML)
algorithms - the next steps in the pipeline.

Machine learning algorithms, more specifically the ones
used in this work, operate on a numeric feature space, expect-
ing input as a two-dimensional array where rows are instances
and columns feature. To perform ML on the text we need to
transform our documents into vector representations such that
we can apply numeric machine learning in a process called
feature extraction or vectorization [43].

To perform the feature extraction, we employed a method
called TF-IDF (Term Frequency-Inverse Document Fre-
quency) [44]. TF-IDF is a numerical representation of the
importance (weight) of a term t in a specific document d
within a corpus of documents. The weight of term t in a
document d is defined as

TF − IDF(t, d) = f (t, d) ∗ log(N/nt ), (1)

where f (t, d) is the number of the occurrences of term t in
document d ,N is the total number of documents in the corpus
and nt is the number of the documents containing term t .
In other words, TF-IDF is a numerical measure that rep-

resents the importance of a particular word to a specific
document within a corpus of documents. Words with high
TF-IDF values imply a strong relationship with the document
they appear in. The goal of using TF-IDF instead of the raw
frequencies of occurrence of a token or word in a given doc-
ument is to scale down the impact of tokens that occur very
frequently in a given corpus and that are hence empirically
less informative than features that occur in a small fraction of
the training corpus.

To implement TF-IDF, we used the class TfidfVectorizer
from Sklearn.17 The method first converts a collection of text
documents into a matrix of token counts. This implementa-
tion produces a sparse representation of the counts. Later,
the method transforms the count matrix into a normalized
TF-IDF representation.

One important parameter of the TfidfVectorizer class is
called min_df. Min_df is used to inform the algorithm of
a threshold to ignore terms when building the vocabulary
that has a document frequency strictly lower than it. In other
words, min_df is used for removing terms that appear too
infrequently in the collection of documents of corpus. For
this reason, this value is also called cut-off in the literature.
The default parameter for min_df is 1, which means ignor-
ing terms that appear in less than 1 document. Thus, the
default setting does not ignore any terms. In the result section,
we performed a variation of the min_df parameter from the
default and had a slight improvement in the machine learning
accuracy.

The TF-IDF is employed in multiple steps of our Proposed
Architecture (please refer the Figure 1) as follows:

• In step 9 we employ TF-IDF in the MITRE ATT&CK
techniques’ threat procedures examples to produce the
ML features used in the One-Class Classifier train-
ing phase. Here, all the procedures examples of all

17https://scikit-learn.org/stable/modules/generated/sklearn.
feature_extraction.text.TfidfVectorizer.html
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techniques were put together, independently of the tac-
tic it appears in. To implement this step, we used the
method TfidfVectorizer provided by the Skitlearn Python
Library18;

• In step 7 we employ TF-IDF to transform the Twitter
messages to the document-term matrix using the vocab-
ulary and the term frequency (TF) produced in the train-
ing phase. The output of this step will be classified by the
One-Class Classifier trained using MITRE ATT&CK
corpus;

• In step 10 there is another TF-IDF employed using the
MITRE ATT&CK corpus. This time, the TF-IDF calcu-
lation input is the MITRE ATT&CK techniques’ threat
procedures examples for each tactic of the knowledge
base. This way, each tactic will have its ownML features
that will be used to train the Multi-Class Classifier.

8) ONE-CLASS CLASSIFIER
Until this point of the pipeline, all the filters applied aimed
to identify emerging cyber threats based on the principle of
their names are unknown words. But, despite the efforts of
using Cyber Related and Cyber Threats dictionaries and NER
to filter out some words that aren’t cyber threats - like com-
pany names, our experiments showed us that there is always
the possibility to have unknown words passing through the
pipeline that aren’t cyber threats.

To go a step forward, we implemented an approach to select
threat names associated with tweet messages whose content
is close to the descriptions of malicious actions.

To discover if a tweet’s content is close or not to descrip-
tions of malicious actions we implemented the concept of
novelty classification using a One-class classifier. It works by
comparing the content of an unseen content (tweet) with the
training set to decide if the unseen content is normal/similar
or abnormal/different. The tweets which are considered nor-
mal by the classifier are sent to a buffer that later will be sent
to the Multi-Class classifier. The abnormal tweets are dis-
carded. The One-class classifier is trained only with positive
samples, which, in our case, consists of the Mitre ATT&CK
techniques’ threat procedures.

The One-class classifier, as the name implies, has just
one class and it was trained with all the procedures of
MITREATT&CK, regardless the tactic or technique to which
it belongs. In the list below there are some examples of
procedures.

• APT18 actors leverage legitimate credentials to log into
external remote services;

• APT39 has used SQL injection for initial compromise;
• Lokibotś second stage DLL has set a timer using ‘‘time-
SetEvent’’ to schedule its next execution;

• Grandoreiro can use malicious browser extensions to
steal cookies and other user information;

• Avaddon encrypts the victim system using a combina-
tion of AES256 and RSA encryption schemes;

18https://scikit-learn.org/stable/index.html

• Babuk can stop specific services related to backups;
In Table 2 there are two examples of terms that were

considered cyber threats due to its unknown names, but that
was discarded by One-class algorithm as tweet contents are
abnormal/different from the classifier.

TABLE 2. Samples of discarded tweets by one-class classifier.

The implementation of the One-Class classifier was done
using OneClassSVM algorithm from SkitLearn19 configured
with the default Radial Basis Function (RBF) Kernel.

9) NORMALIZATION
The goal of this step is to unify words that mean the same
thing but that are eventually spelled differently. To this end,
we applied the same normalization procedure we applied
to tweets on step III-A4.a to MITRE ATT&CK procedures
examples.

An example of the need to apply normalization can be seen
in the term brute-force, which is spelled differently in the
following procedures. The first procedure was extracted from
‘Valid Account’ technique and the second from ‘Brute Force’
technique.

• APT41 performed password brute-force attacks on the
local admin account.

• Linux Rabbit acquires valid SSH accounts through
brute force.

10) MULTI-CLASS CLASSIFIER
This step of the pipeline consists in identifying the MITRE
ATT&CK tactic most likely described in each tweet mes-
sage considered normal by the One-Class classifier described
above. To accomplish this task, we employed a multi-class
machine learning algorithm.

There are multiple ML techniques to perform text clas-
sification tasks, from shallow to deep learning algorithms.
Shallow algorithms are those which consist of very few layers
of composition, including Artificial Neural Network (ANN)
with one hidden layer, and that require an expert human to
properly extract the features from data that will be learned by
the algorithm [45].

On the other hand, deep learning algorithms are those
which consist of multiple layers of a composition that aim
to avoid the feature extraction process made by humans by
automatically learning features from data.

Despite the advantage of automatically learning features
from data, deep learn algorithms have well-known limitations

19https://scikit-learn.org/stable/modules/generated/
sklearn.svm.OneClassSVM.html
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related to high computational cost in the training phase and
more importantly, over-fitting problems when the data set is
small. Over-fitting occurs when the machine learning model
achieves a good fit on training data but does not generalize
on new, unseen data. Nevertheless, we intend to perform
tests with deep learning algorithms to be sure if they are
inappropriate or not.

To select the best-suited model for our classification prob-
lem, which consists in assign one of the 14MITREATT&CK
tactics to every analyzed tweet message, we performed
benchmark with the following models: Logistic Regres-
sion [46], Multinomial Naïve Bayes [47], Linear Support
Vector Machine [48], and Random Forest [49]. These models
are the most popular and accurate multi-class classification
methods in the text classification research domain [50].

For the benchmark, we performed a 10-fold cross-
validation using theMITREATT&CK corpus using Skitlearn
model selection cross_val_score method.20 The results are
shown in Figure 3.

FIGURE 3. ML model benchmark results.

The accuracy results for each model are shown in Table 3.

TABLE 3. Model accuracy comparison benchmark results.

Based on our benchmark results and despite the Random
Forest being considered by the literature as a good model for
text classification, in our specific domain, it did not produce
good results (mean accuracy of 0.31). On the other side,
the Linear SVC model presented better results, with a mean
accuracy of 0,85 and the smallest variance. Therefore, the
Linear SVC model was chosen for our proposed solution.

20https://scikit-learn.org/stable/modules/generated/sklearn.model _selec-
tion.cross_val_score.html

Linear SVC (Support Vector Classification)21 is a SVM [51]
implementation from Skitlearn.22

The machine learning model was trained with the MITRE
ATT&CK procedures grouped by the tactic. The procedures
consist of text descriptions of how attackers use techniques to
achieve their tactics goals. In the table 4, there are some exam-
ples of procedures for 3 of 14 tactics of MITRE ATT&CK.

So, the multi-class model consists of 14 classes trained
with the MITRE ATT&CK’s procedures grouped by the
tactic.

TABLE 4. MITRE ATT&CK procedures examples.

11) PROCESS IDENTIFIED AND CLASSIFIED THREATS
This step of the pipeline receives the identified threats along
with the tweet messages they appear in and the associ-
ated MITRE ATT&CK tactic identified by the Multi-class
classifier. This data is then enriched and inserted into the
Threat Profiling database - refer to the proposed architecture
in Figure 1.

The data enrichment consists in aggregating metadata and
references to external resources related to the identified cyber
threat. In addition to the attributes of the identified threat
name and its respective tactic, we aggregate some count
attributes coming from tweets the threats appear in with
the objective of giving more evidence to threat alerts with
higher numbers of mentions, retweets, favorites, followers,
and reply.

The list of fields to be inserted into the Threat Profiling
database is listed below:

• Date/time: date and time the threat was identified by the
solution;

• Threat’s name: the name of the identified threat;
• Threat’s tactic name: MITRE ATT&CK tactic name
identified by the solution;

• Threat’s tactic ID: correspondingMITREATT&CK tac-
tic’s ID;

• Mentions count: the number of times the threat name
appeared in tweets;

• Retweets count: the sum of retweets of tweets the threat
name appears in;

21https://scikit-learn.org/stable/modules/generated/sklearn.
svm.LinearSVC.html#sklearn.svm.LinearSVC

22https://scikit-learn.org/stable/modules/svm.html

58926 VOLUME 11, 2023



R. Marinho, R. Holanda: Automated Emerging Cyber Threat Identification and Profiling Based on NLP

• Favorited count: the sum of favorites received by all
tweets the threat name appears in;

• Followers count: the sum of followers of all the profiles
which tweeted the content the threat name appears in;

• Reply count: the sum of replies received by all the tweets
the threat name appears in;

• References: (URLs) to external content (if exists) from
tweets. This can be valuable to threat analysts to have
additional information and context about the identified
cyber threats;

Once the data is inserted, the next stage of the pipeline,
Alert Generation, is triggered.

12) ALERT GENERATION
This is the final step of the pipeline. Its objective is to generate
alert messages to cyber threat analysis regarding recently
identified cyber threats.

Each alert consists of the threat name and the respective
Mitre ATT&CK tactic and has the objective to make analysts
aware of the identified threat and its tactics. This way, after
further analysis of the threat, defensive actions can be taken to
improve the security controls against the threat. For example,
if a new threat tactic is to get initial access into the target
exploring a vulnerability in a public-facing application, such
as Tomcat Web Application, analysts may rapidly access if
the vulnerability is present and take mitigation.

One way to make the output of the proposed system more
integratedwith the defensive team routine is tomake the event
management system, such as the Security Information Event
Management (SIEM), receive alerts and display them to the
analysts in a central console.

IV. RESULTS
This chapter presents the results achieved by running our
proposed solution, since the data retrieval from the tweets
database to the generated alerts. The implementation of the
pipeline was automated with scripts developed in Python.

To make it easier to follow each step of the pipeline and
its results, we are going to use the diagram in Figure 4,
which represents the macro steps of the pipeline, highlighting
each step in the following subsections. The full pipeline is
described in section III-A.

FIGURE 4. Proposed solution pipeline macro diagram.

A. TIME-WINDOW DATA RETRIEVAL
This is the first step of our pipeline. It consists in collecting
data from the Tweets Database, described in section III-A2,
for a given time range. When in production, the time range
will be a sliding time window.

However, for the purposes of this experiment, we consid-
ered 30 aleatory 12 hours intervals of time for weekdays from
the first semester of 2020. The objective is to simulate the

TABLE 5. Tweets time ranges and a respective number of messages.

execution of the system in those different time windows and
check the results. The time ranges considered and the total
tweets collected for each day are shown in Table 5. The total
number of tweets collected for the experiment was 90154.

B. UNKNOWN WORD IDENTIFICATION
The step of Unknown word selection, described in
section III-A4, consists in identifying words mentioned in
tweets that are potential names of cyber threats.

Each set of tweets resulting from the previous step passed
through the stage of the Unknown Word Selection step of
the pipeline. In the end, this process resulted in 76 unknown
words which appeared in 241 tweets. The unknown words are
listed in Table 6.

TABLE 6. List of unknown words identified.
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TABLE 7. List of unknown words which are cyber threats.

TABLE 8. List of unknown words which are not cyber threats.

An experienced cyber security specialist verified the result-
ing list of unknown words to verify which of those are
cyber threats and which are not. The verification showed
that, from 76 unknown words selected by the ‘UnkownWord
Selection’ step, 56 are threats and 20 are not as shown in
Tables 7 and 8, respectively.

1) DATA LABELLING
An additional procedure was taken in this step of the pipeline
to prepare the data to be validated by the next two steps of the
pipeline, which consist in classifying data using two machine
learning models.

The additional step consisted in labeling each of 241 Twit-
ter messages returned by ‘Unknown Word Selection’. The
labelingwas performed by a cyber security specialist that read
carefully each tweet message and associated a label according
to the following rules:

1) If the tweet mentions or describes, even partially, one of
the 14 MITRE ATT&CK tactics, a label with the corre-
sponding tactic is associated with the Tweet message;

2) If the tweet message does not describe any of MITRE
ATT&CK tactics, a label ‘NOLABEL’ was associated.

To make the labeling job simpler and more organized,
we use a tool called Doccano.23 Doccano is an open-source
text annotation tool to create labeled data for sentiment
analysis, named entity recognition, text summarization,
and so on.

In Figure 5, there is an example of a Tweet message
being labeled using Doccano tool. The message says that
Cookiethief, the discovered threat, exfiltrates browser and
Facebook app cookies to a malicious server. Thus the ‘Exfil-
tration’ tactic was associated with the message.

By the end of the labeling process, from 241 tweets,
92 tweets were associated with aMITREATT&CK tactic and
149 were not (NOLABEL), as seen in Table 9.

From the total of 76 unknown words, 42 are present in the
92 tweets associated with at least one Mitre ATT&CK tactic

23https://doccano.github.io/doccano/

TABLE 9. Tweets labelling results classified by MITRE ATT&CK Tactics.

TABLE 10. Unknwon words with at least one tweet associated with a
tactic.

TABLE 11. Unknwon words without tweets associated with tactics.

(Table 10). The other 34 unknown words had no association
with any tactic (Table 11).

C. ONE-CLASS CLASSIFICATION
This step of the pipeline consists in using a machine learn-
ing model to select tweets whose content is close to the
description of malicious actions while discarding the ones
that are not. To do this, we implemented a One-class clas-
sifier, as detailed in III-A8. The model decides whether a
tweetmessage is normalsimilar or abnormaldifferent from the
training set. The normal messages are selected and forwarded
to the next step of the pipeline and the abnormal messages are
discarded. As a reminder, the training set for the One-class
model consists of all theMITREATT&CK techniques’ threat
procedures examples.

The One-class classifier was implemented using
OneClassSVM algorithm from SkitLearn and was trained
with all the procedures of MITRE ATT&CK, regardless of
the tactic or technique to which it belongs, as described in
section III-A8. The training data consists of a TF-IDF feature
matrix created from theMITREATT&CK procedures corpus
using the implementation of the class TfidfVectorizer from
Skitlearn, as described in section III-A7.

The TfidfVectorizer class has a parameter named min_df
which is used to inform the algorithm of a threshold to ignore
terms when building the vocabulary that has a document
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FIGURE 5. Labelling Tweets using Doccano - sample data.

TABLE 12. One-Class results for min_df variations from 1 to 4 for tweets classification.

frequency strictly lower than it. The default parameter for
min_df is 1, which means ignoring terms that appear in less
than 1 document.

However, in this experiment, we increased this number
to make the algorithm ignore more infrequent terms while
building the One-class training set to check its influence on
classification performance.

Before we pass the tweet messages to the One-class clas-
sifier, we must transform the tweets into a document-term
matrix using the vocabulary and the term frequency (TF)
produced in the One-class training phase. To do this, we used
the method transform from TfidfVectorizer.

The results for the One-Class classification of 241 labeled
tweets for ‘min_df’ ranging from 1 to 4 are shown in 12.

Our experiments showed that the higher the value of
min_df, the lower the number of selected tweets in this stage
of the pipeline. For min_df of 1, there were selected 78, for
min_df of 2, 40 tweets, for min_df of 3, 29 tweets, and for
min_df of 4, 28 tweets.

The best accuracy was 78.42% when the ‘min_df’ value
is set to 1. On the other hand, the precision, which means
the proportion of positive identifications actually correct,
is better for ‘min_df’ 2 and 3, with values of 85% and 86.20%
respectively.

D. MULTI-CLASS CLASSIFICATION
This step of the pipeline consists in identifying the MITRE
ATT&CK tactic most likely described in each tweet message

considered normal by the One-Class classifier run in the
previous step of the pipeline.

As described in Section III-A10 the multi-class model
consists of 14 classes trained with the MITRE ATT&CK’s
procedures grouped by the tactic. Similarly to what was
performed for the One-class classifier, the training data for
the multi-class consists of a TF-IDF feature matrix created
from the MITRE ATT&CK procedures. The difference is
that for the multi-class the procedure corpus was divided into
14 tactics, one for each class.

To implement the classifier, we used the Linear SVC (Sup-
port Vector Classification) implementation from Skitlearn.24

To compare the results, we executed the Multi-Class step
for each One-Class result. As a reminder, the One-Class
results were processed using values from 1 to 4 for the min_df
parameter.

Multi-class results are presented in Tables 13, 14, 15
and 16.

We performed experiments with higher values for min_df
until 10 to check the influence of this parameter in the F1-
score performance for results for both One-class and Multi-
class classifiers. The results are shown in Figure 6.

Given the results comparing different values for min_df
parameter, the higher the min_df parameter until the limit
of 3, we noticed that:

24https://scikit-learn.org/stable/modules/generated/sklearn.
model_selection.cross_val_score.html
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FIGURE 6. One-Class and Multi-Class relation in terms of min_df parameter.

TABLE 13. Multi-class results for One-class min_df=1.

• the lower is the number of tweet messages resulting from
one-class classifier and automatically the lower is the
number of input tweets for the multi-class classifier;

• the lower is the accuracy of one-class classifier;
• the higher is the false negative of one-class classifier;
• the higher is the precision of the one-class classifier;
• the higher is the F1-Score of the multi-class classifier.

From this, we can conclude that the min_df parameter
is turning the one-class classifier more restrictive, making
it select tweet messages closest to the description of a
malicious behavior described in MITRE ATT&CK proce-
dures. This is reflected in better F1-Scores in multi-class
classifier.

The downside of having a more restrictive one-class is the
increase of false negatives for the one-class. This means that
we mistakenly discard tweets that should not be discarded.

TABLE 14. Multi-class results for One-class min_df=2.

TABLE 15. Multi-class results for One-class min_df=3.

The balance value for the min_df value can be interpreted
this way: if your system is more important to identify new
threats than the accuracy of the respective tactics, a value
of 1 is suitable for min_df. If the accuracy of identifying the
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TABLE 16. Multi-class results for One-class min_df=4.

TABLE 17. Alert list.

respective tactics for the identified threats is more important
than the number of threats, a min_df of 3 is most appropriate.

In our experiment, as seen in Figure 6, a good trade-off has
been achieved using a min_df = 2. With this, we had 69% for
One-Class and 77% for the Multi-Class.

E. ALERTS
This is the last step of the pipeline. It consists of generating
alerts to cyber threat analysts regarding identified threats and
corresponding identified tactic.

TABLE 18. Experiment summary.

TABLE 19. Execution summary.

The input for the alert generation procedure is the output
of the multi-class classification. As described in the previ-
ous section, we executed the multi-class step using different
values for the variable min_df. However, the results we are
going to present in this section are for the min_df of 2, which
resulted in 40 classified tweets.

The alert procedure generated a total of 40 alerts detailed
in Table 17. From those, 34 were alerts for real threats and a
total of 30 tactics were correctly identified.

The Table 18 summarizes the results of the entire
experiment:

V. DISCUSSION
To evaluate the proposed solution, we implemented the
pipeline to automatically collect, process, and generate alerts
online for the Threat Intelligence Team of a big financial
institution in Brazil.

The solution runs from May 26, 2021, to August 04, 2021.
All the pipeline was automated using Python, from the data
collection to alert generation, following the solution charac-
teristics described in this research.

The summary for the execution is presented in Table 19.
The number of analyzed tweets (204,718) compared to the

number of alerts (212) gives an idea of how much work has
been saved from analysts in the job of hunting for emerging
cyber threats by our solution. On the other side, the number
of false positives was high (38.01%) and is the subject of
future research. False alerts brought analysts unusual names
that were not necessarily names of threats. This improvement
must be addressed both in Unknown Word Selection and
One-class steps of the proposed pipeline as they select the
tweets that go to the final classification phase - the Multi-
class classifier. However, improvement is challenging given
some uncommon words can appear in tweets that mention
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TABLE 20. Identified threats online.

malicious behavior but the word itself does not name a cyber
threat. For example, one of the selected tweets includes the
word ‘MonPass’ in the text ’The attackers used their access to
distribute a backdoored version of the MonPass client app’.
Despite not naming a threat, but the name of a product, the
tweet in which it appears led the One-class algorithm to select
it given the similarity to texts describing malicious behavior.

A sample of the generated alarms is shown in Table 20.
Along with each identified cyber threat, we included an
analysis of the result by a cyber security specialist assess-
ing whether the threat name and tactic have been correctly
identified.

Three alerts were especially important to the cyber security
team as they made the team aware of emerging cyber threats.
The alerts and their importance are detailed below.

A. PETITPOTAM
PetitPotam was the name given to a cyber threat discovered
by the French researcher Gilles Lionel (nicknamed Petit-
Potam), able to exploit a vulnerability in Windows operat-
ing system to force remote Windows servers to authenticate
with an attacker and share NTLM authentication details or
authentication certificates in an attack known asNTLMRelay
Attack. Using this technique, an unauthenticated attacker
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could completely take over a Windows domain with the
Active Directory Certificate Service (AD CS) running —
including domain controllers.

The first alert for the term PetitPotam, was issued by our
system on July 24, 2021. This day, the term ‘PetitPotam’
wasmentioned 63 times by different monitored profiles along
with threat terms such as ‘attack’ and ‘exploit’. During the
next days, the term was alerted again as the term continued to
be mentioned by the monitored Twitter profiles.

The alert made the cyber threat intelligence team aware
of the threat and its tactic. After further investigations, the
team was able to find out that Microsoft released the day
before (July 23, 2021) a security advisory with instructions
to mitigate PetitPotam vulnerability.25 The official patch for
the vulnerability exploited by PetitPotam would be available
on August 10, 2021 (CVE-2021-3694226).

So, in summary, since the emerging of the term PetitPotam
on Twitter, the cyber security team was made aware of the
threat and its intents and started to work onmitigation 17 days
before the official patch was made available by Microsoft.

B. MOSAICLOADER
MosaicLoader was the name given to malware being used to
infect victims with remote-access trojans (RATs), Facebook
cookie stealers, and other threats. According to the BitDef-
fender, the company that found the threat, the malware is
spreading indiscriminately worldwide through paid ads in
search results, targeting people looking for pirated software
and games. It masquerades as a cracked software installer, but
in reality, it’s a downloader that can deliver any payload to an
infected system.

The alert for MosaicLoader was issued by the system on
July 21, 2021, one day after BitDeffender published the report
about the new threat.27 The term was mentioned 12 times by
the monitored profiles and was associated with threat words:
spyware, infected, malware, rat, and rce.

C. EMOTET
Emotet is a malware originally developed as a banking trojan.
First identified by security researchers in 201428 it has been
evolving ever since to improve its capabilities like spamming
and the ability to work as a malware delivery service, includ-
ing other banking malware.

Although in this case, the system did not identify a new
threat, the alert remains important as it signals the return of
the threat after months of inactivity and makes analysts aware
of newmalware capabilities related to defense evasion tactics.

Following the other tweets from the same profile (@Mal-
wareTechBlog), it was possible to understand the defense
evasion improvements. The tweet says ’New Emotet code

25https://msrc.microsoft.com/update-guide/vulnerability/ADV210003
26https://msrc.microsoft.com/update-guide/vulnerability/CVE-2021-

36942
27https://www.bitdefender.com/blog/labs/debugging-mosaicloader-one-

step-at-a-time
28https://www.malwarebytes.com/emotet

utilizes a state machine to obfuscate control flow. Branches
are flattened into nested loops, allowing code blocks to be
placed in arbitrary order, with flow controlled by a random-
ized state value. This allows for easy code mutation and
possibly polymorphism.’.

This means that the defense team must improve and test
technical controls to make sure they could catch the new
variant before a real compromise. This includes making sim-
ulations with the new variant sample on controlled machines
prepared with the company’s defense technologies.

These three sample alerts exemplify how the sys-
tem can make, in a timely and automated manner,
a cyber security team aware of emerging threats based on
Twitter mining. The idea is exactly having the system iden-
tify and minimally profile cyber threats as early as pos-
sible and dedicate specialized people to refine the threat
profile to apply countermeasures instead of reading hun-
dreds or thousands of tweets every day to pinch something
important.

VI. CONCLUSION
Given the dynamism of the cyber security field, with new
vulnerabilities and threats appearing at any time, keeping
up to date on them is a challenging but important task for
analysts. Even following the best practices and applying the
best controls, a new threat may bring an unusual way to
subvert the defenses requiring a quick response. This way,
timely information about emerging cyber threats becomes
paramount to a complete cybersecurity system.

This research proposes an automated cyber threat identifi-
cation and profiling based on the natural language processing
of Twitter messages. The objective is exactly to cooperate
with the hardwork of following the rich source of information
that is Twitter to extract valuable information about emerging
threats in a timely manner.

This work differentiates itself from others by going a
step beyond identifying the threat. It seeks to identify the
goals of the threat by mapping the text from tweets to the
procedures conducted by real threats described in MITRE
ATT&CK knowledge base. Taking advantage of this evolving
and collaborative knowledge base to train machine learning
algorithms is a way to leverage the efforts of cyber security
community to automatically profile identified cyber threats
in terms of their intents.

To put in test our approach, in addition to the research
experiment, we implemented the proposed pipeline and run it
for 70 days generating online alerts for the Threat Intelligence
Team of a big financial institution in Brazil. During this
period, at least three threats made the team take preventive
actions, such as the PetitPotam case, described in section V.
Our system alerted the team making them aware of Petit-
Potam 17 days before the official patch was published by
Microsoft. Within this period, the defense team was able
to implement mitigations avoiding potential exploits and,
consequently, incidents.
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Our experiments showed that the profiling stage reached
an F1 score of 77% in correctly profiling discovered threats
among 14 different tactics and the percentage of false alerts
of 15%. In future work, we consider it important to advance
in tweets selection stages (Unknown Words and One-class),
to improve the false positives rate and in the profiling stage,
to reach higher accuracy in determining the technique asso-
ciated with the identified threat. We are working on this way
by experimenting with a different NLP approach using the
part of speech (POS) algorithm implementation from Spacy29

Python library. The object is to identify the root verb, the sub-
ject, and the object of the phrases to select tweets where the
action described (the root verb) is referencing the unknown
word (the subject).

APPENDIX A
CYBER THREAT DICTIONARY
See Table 21.

TABLE 21. List of terms.

APPENDIX B
NORMALIZED TERMS
List of normalized terms.

Unnormalized term Normalized term
two factor 2fa
two-factor 2fa
two factor authentication 2fa
two-factor-authentication 2fa
malspam email phishing
smiphing sms phishing
spearphishing phishing
spear phishing phishing
spear-phishing phishing
spear phishing phishing
phishing-as-a-service phishing as a service
brute-force brute force
bruteforce brute force
brute-forces brute force
bruteforces brute force
maldoc malicious document
data-wiping data wiping
datawiping data wiping

29https://spacy.io/

disk-wiping disk wiping
diskwiping disk wiping
card-skimming card skimming
cardskimming card skimming
c&amp;c c2
c&c c2
command and control c2
command-and-control c2
distributed denial of service ddos
distributed-denial-of-service ddos
denial of service dos
denial-of-service dos
denialofservice dos
0-day 0day
0-days 0day
0day 0day
0days 0day
zero-day 0day
zero-days 0day
zeroday 0day
zerodays 0day
re-infecting re infecting
text.replace(ransomware-as-a-service ransomware

as a service
indicator of compromise ioc
indicators of compromise ioc
indicator-of-compromise ioc
indicators-of-compromise ioc
information stealer data steal
information-stealing data steal
data-stealing data steal
infostealer data steal
data harvesting data steal
credential-stealing data steal
data exfiltrating data exfiltrating
user access control uac
user-access-control uac
crypto-mining cryptomining
crypto-jacking cryptojacking
crypto mining cryptomining
crypto jacking cryptojacking
man-in-the-middle mitm
man in the middle mitm
remote desktop rdp
cyber-attacks cyberattack
cyber attacks cyberattack
cyber-attack cyberattack
cyber attack cyberattack
cyber-criminal cybercriminal
cyber criminal cybercriminal
cyber-criminals cybercriminal
cybercriminals cybercriminal
cyber-espionage cyberespionage
cyber espionage cyberespionage
cyber-gang cybergang
cyber gang cybergang
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cyber-gangs cybergang
cyber gangs cybergang
cyber-threat cyberthreat
cyber threat cyberthreat
cyber-threats cyberthreat
cyber threats cyberthreat
e-mail email
password-spray password spray
passwordspray password spray
code-injection code injection
codeinjection code injection
sim-swapping sim swapping
sim-swap sim swap
remote code execution rce
remote-code-execution rce
remote access trojan rat
remote-access-trojan rat
state-sponsored state sponsored
statesponsored state sponsored
drive-by drive by
watering-hole watering hole
water-holing watering hole
watering-holing watering hole
file-less fileless
file less fileless
key-logger keylogger
key logger keylogger
keylogging keylogger
key-logging keylogger
record keystrok keylogger
credential logger keylogger
credential logging keylogger
capture keystroke keylogger
capture keystrokes keylogger
captures keystrokes keylogger
log keystroke keylogger
log keystrokes keylogger
root-kit rootkit
root kit rootkit
skimming-as-a-service skimming as a service
bot-nets botnet
botnets botnet
bot nets botnet
bot net botnet
pre-installed preinstalled
pre installed preinstalled
by pass bypass
by-pass bypass
back-door backdoor
back door backdoor
backdoors backdoor

APPENDIX C
LIST OF TERMS
The list of terms is shown in Table 22.

TABLE 22. List of terms.
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