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ABSTRACT Computer networks have touched every aspect of human life, it cannot be overstated that cyber
security is of great importance and significance. Intrusion detection techniques play an important role in the
field of network security, but it also faces significant challenges. In this paper, we propose a Hybrid Firefly
and Black Hole Algorithm (HFBHA) for parameter tuning of the XGBoost model and apply it to the study
of intrusion detection systems. Firstly, the algorithm designs a double black hole mechanism by introducing
the concept of the second black hole and adjusting the moving trajectory of the stars using the attraction
of both black holes. Secondly, an improved initialization method of the stars is proposed, where a star that
crosses the event horizon of the black hole has an opportunity to be replaced by a new star around the black
hole. Finally, a combination of the firefly perturbation strategy and mutation operator is proposed to improve
the global search capability of the algorithm. Both the effectiveness of the proposed method on the XBGoost
parameter tuning problem and the feasibility of this strategy on intrusion detection applications are verified
by comparison experiments based on the NSL-KDD dataset.

INDEX TERMS Black hole algorithm, firefly algorithm, intrusion detection, XGBoost.

I. INTRODUCTION
Nowadays, with the development of computer technology
and the improvement of network infrastructure, computer net-
work is widely used in all fields of human life [1]. However,
the problem that cannot be ignored is malicious behaviors
in the network environment which become threats to the
availability, integrity, and confidentiality of computer sys-
tems. Internet and data security have aroused widespread
concern in both industry and academia around the world [2].
It is an important task to establish a perfect computer net-
work system, but the continuous expansion of computer net-
works and the complex technological environment due to
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malicious behaviors also challenge the goal [3]. Although
data encryption, user authentication system, and other tech-
niques have been extensively studied for solutions, malicious
intrusion behaviors that threaten network security still occur
frequently. These malicious attacks on the Internet result
in serious economic losses for enterprises and individuals
involved [4]. That is to say, network security problems still
lack feasible and efficient solutions.

Network security techniques consist of anti-virus software,
firewalls, and intrusion detection systems (IDSs) [5]. IDSs
play a key role in protecting cyber security by monitoring
and observing the behaviors of the computer to determine
whether there exists an intrusion, and then warn the system
administrators as well as provide possible solutions. There are
three main categories of IDSs: misuse-based, anomaly-based,
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and hybrid [6]. Misuse-based techniques work by detecting
known attack patterns, but they are often ineffective in detect-
ing unknown attacks. Anomaly-based techniques attempt to
distinguish the attacks from normal activities through the
deviation analyzed by algorithm models, which is possible to
identify any attack theoretically. Hybrid techniques combine
the advantages of both the former two methods. In addition to
the above classification, IDSs can also be classified into host-
based IDSs and network-based IDSs according to different
monitoring agents [3].

Machine learning technology has been widely applied and
developed in many fields such as industry, health care, edu-
cation, and financial modeling in recent years [7]. Previous
studies on anomaly detection systems are mostly based on
machine learning algorithms [8]. For the aim of distinguish-
ing themonitored behaviors into normal and abnormal behav-
iors, single or composite machine learning technology is
trained as a classifier to analyze and diagnose.With improved
machine learning algorithms, the IDSs can even detect new
attacks that have not been recorded before in the database,
such as zero-day threats.

Ensemble learning algorithms are a group of efficient
machine learning methods, which improves the generaliza-
tion ability of the model by combining the classification
results of multiple base learners. The main popular ensemble
techniques are boosting and bagging [2]. Recently, XGBoost,
one of the gradient boosting algorithms that focus more on
both speed and accuracy, has attracted much attention and has
been widely used in many applications of machine learning
[9], [10], [11]. The high efficiency and excellent performance
of the XGBoost model in classification and regression tasks
is the reason why it is selected for research in this paper.
Although the XGBoost algorithm shows better performance
than other algorithms, there are more parameters in this
model. On the one hand, too many parameters may have the
problem of not exploiting the optimal performance of the
algorithm. On the other hand, it also increases the complexity
of the work if the manual adjustment is used based on expert
experience.

Swarm intelligence (SI) is an important class of meta
heuristic algorithms that excel in solving global optimiza-
tion problems. Related studies have shown its efficiency
on parameter tuning problems of the XGBoost algorithm
model [12], [13]. Therefore, in this paper, the black hole
algorithm (BHA) and firefly algorithm (FA) are studied and
a Hybrid Firefly and Black Hole Algorithm (HFBHA) is
proposed. Then the proposed algorithm is utilized for the
XGBoost parameter tuning problem so that it can be applied
to building an IDS. In summary, the contributions of this
paper are as follows:
(1) A double black hole mechanism is proposed, which

assumes the impact of two black holes in the population
on other stars. The concept of the second black hole
is introduced and the moving formula of the stars is
modified accordingly. The double black hole mecha-
nism helps the algorithm avoid being manipulated into

local optima due to the single influence of the black
hole.

(2) An improved initialization method of the stars is
designed, which makes full use of the currently known
information of the optimal solution region. This strat-
egy tends to search according to the priori information
and extends the range of solution space that the algo-
rithm can explore.

(3) Firefly perturbation strategy and mutation operator are
introduced into the proposed method. The improved
BHA,which ismixedwith the FA, providesmore selec-
tions for the way of star motion. The mutation operator
for the optimal solution increases the probability of
finding the global optimal solution.

(4) Experiments based on the train set and test set of
NSL-KDD verify the effectiveness of the algorithm
proposed in this paper. The advantages of the proposed
method are proved by analyzing and discussing the
results compared with other SI algorithms and machine
learning methods.

The rest of this paper is organized as follows: section II
shows the related work of SI in the field of IDs. Section III
provides preliminary knowledge of BHA, FA, and XGBoost
algorithms. The algorithm proposed in this paper is described
in much more detail in section IV, while section V introduced
the experimental results and analysis. Finally, the conclusion
and the future research direction of this work are presented in
section VI.

II. RELATED WORKS
It is common for heuristic algorithms to be applied to the
optimization problems of various aspects of intrusion detec-
tion models. Authors in [14] made a detailed investigation
on this topic and proposed a classification based on the
applicability of these methods in improving the intrusion
detection process. The article classifies these methods into
feature selection/ reduction, weight selection/optimization,
classification, and multi-objective intrusion detection model.
This paper refers to the classification method given in [14].
However, for the sake of brevity, only research work more
relevant to the content of this article will be presented in this
section.

Feature selection can help the machine learning models
achieve better performance, thus improving the classifica-
tion accuracy of the obtained results. Alazzam et al. [15]
proposed a wrapper feature selection algorithm using the
pigeon inspired optimizer (PIO) for IDSs and evaluated the
proposed algorithm using three popular datasets: KDD CUP
99, NLS-KDD, and UNSW-NB15. In [16], a wrapper feature
selection strategy based on C4.5 and Bayesian network as a
classifier using mutual information firefly algorithm (MIFA)
was proposed and experimental results showed that a certain
accuracy can be obtained with fewer features.

It is prevalent in machine learning areas that the weights
and parameter values that need to be set carefully usually have
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a significant impact on the performance of the algorithm.
Therefore, the integration of the efficient optimization ability
of SI can effectively improve the performance of the model.
One of the widely studied models in this field is the support
vector model (SVM). Enache and Patriciu [17] used the par-
ticle swarm optimization (PSO) algorithm and artificial bee
colony (ABC) algorithm for optimizing the parameters C and
ρ of the SVM model and applied it to the NSL-KDD dataset
to improve the detection rate of themodel and reduce the false
alarm rate. Subsequently, Enache and Sgârciu [18] introduced
the bat algorithm (BA) into the research field, effectively
improving the parameter selection process of SVM. Kuang
et al. [19] proposed an improved chaotic PSO to optimize
the penalty factor C, kernel parameter σ , and tube size ε of
the SVM model. The experimental results showed that the
improved SVMmodel has lower computation time and higher
prediction accuracy. Li et al. [20] proposed a velocity adaptive
shuffled frog leaping bat algorithm (VASFLBA) to solve the
problem that BA is prone to fall into local optima and lacks
deep local search capability, and successfully applied it to
the parameter tuning problem of SVM in industrial intrusion
detection.

For other models with parameter optimization problems,
SI can also play a superior role. Ali et al. [21] proposed a
hybrid PSO to optimize the extreme learning machine (ELM)
model, which outperforms the basic ELM. Yu et al. [22]
discussed an optimized K-Means clustering algorithm based
on the artificial fish swarm to overcome the sensitivity of
the K-Means algorithm to the selection of initial clustering
centers and obtain the optimal global clustering partition.
Wei et al. [23] designed a joint optimization algorithm to
optimize the network structure of the deep brief network
(DBN). The experimental results show that it is an effective
DBN-IDS approach. Qureshi et al. [24] proposed the ABC to
train a random neural network (RNN) based system (RNN-
ABC), trained it on NSL-KDD Train+, and tested it against
undiscovered data.

In addition to the machine learning models mentioned
above, the research on SI applied to the parameter tuning
problem of the XGBoost model is also noteworthy. Wang
et al. [25] proposed a method to optimize the XGBoost model
with quantum-behaved particle swarm optimization (QPSO)
and verified its effectiveness in network intrusion detection.
Jiang et al. [26] proposed a PSO-XBGoost algorithm that
constructs the optimal structure of the XGBoost model by
PSO adaptively searching. The overall classification accu-
racy of their proposed model is higher than other alternative
models and especially performs better in identifying minority
groups of attacks. Song et al. [27] used the whale optimiza-
tion algorithm (WOA) to find the optimal parameters of the
XGBoost model and then applied the results to the KDD
CUP 99 dataset. Zivkovic et al. [28] utilized a widely adopted
modified version of FA applied to tune and optimize the
XGBoost classifier hyperparameters and validated its effec-
tiveness by the experiments on the widely used benchmark

network intrusion detection datasets named NSL-KDD and
theUSNW-NB15. Based on the analysis of the above research
work onXGBoost model parameter adjustment, it can be seen
that the existing researches also have room for improvement.
In the studies [25], [26], [27], [28], most of them still utilized
the evaluation criteria that are widely used but may not suf-
ficient such as precision and recall. For research of IDSs, the
importance of missed detection rate and false alarm rate is
much higher than those commonly used in machine learning
model evaluation [29]. In addition, as the ‘‘No Free Lunch’’
theorem [30] reveals, no heuristic algorithm can achieve a
superior performance than all the other algorithms. There-
fore, although the excellent performance of SI algorithms has
been studied and confirmed in relevant work, there is still a
lack of effective algorithm research in this area. Therefore,
this paper designs an improved SI algorithm to solve the
problem of tuning the parameters of the XGBoost algorithm
for providing a feasible solution for IDSs.

III. BACKGROUND METHODS
A. BLACK HOLE ALGORITHM
The black hole algorithm, proposed by Abdolreza [31] in
2013, is a SI algorithm inspired by black hole theory. Accord-
ing to the theory, there exist a certain number of stars in the
universe space, in which the massive stars collapse to form
a black hole. A black hole has so much matter concentrated
that its gravitational field is so large that nothing around it
can escape its gravity, even light [32], [33]. A mathematically
defined surface around a black hole is called the event hori-
zon, which is the limit that matter can reach.

Similar to other SI algorithms, the BHA requires setting an
initial population of agents called ‘‘stars’’. In each iteration of
the BHA, the best solution in the population is chosen as the
black hole, which then starts to attract and make an effect on
the trajectories of the other stars around it. Here, takes the
minimum problem as an example, after defining the initial
population and calculating the fitness values of all stars, the
star with the smallest fitness value will be designated as the
black hole. In this case, the updated formula for the other stars
is shown in Eq. (1).

X t+1i = X ti + r ×
(
BH t
− X ti

)
(1)

where X ti represents the location of the ith star in the tth
iteration and X t+1i is its location in the (t + 1)th iteration.
BH t is the location of the black hole in the tth iteration.
r is a random number in the interval [0,1]. When the stars
in the population are attracted by the black hole and move
towards it, the distance of movement is determined by the
random number r . During the movement of the stars, they
may reach a better solution than the current black hole. In this
case, the black hole is replaced by the better solution. Then
the next star will begin to move towards this new black hole
position. In addition, stars may also be swallowed by the
black hole because they get too close to it (that is, they have
crossed the event horizon radius). If it happens, a new star
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will be randomly generated and placed in the search space
to maintain the stability of the population. The calculation
formula of the event horizon radius is shown in Eq. (2):

R =
fBH∑N
i fi

(2)

where fi and fBH represents the fitness values of the ith star
and black hole respectively. N is the population size. In a
certain iteration, for each star in the population, the distance
from it to the black hole needs to be calculated during its
movement to judge whether it has crossed the event horizon
radius. When all the stars have been moved, a new round of
iterations begins. The algorithm will continue to iterate until
the convergence condition is met and the optimal solution is
found. The pseudo-code of the black hole algorithm is shown
in Algorithm 1.

Algorithm 1 Pseudo-Code of BHA
Input: The maximum number of iterations T , the population
size N
Output: The optimal solution that the algorithm found
Initialize a population of stars.
Evaluate the swarm by the fitness function and set the best
solution as the black hole.

For t ← 1 to T do
For i← 1 to (N − 1) do

Update the star Xi using Eq. (1).
Evaluate the fitness value of the star f (Xi).
If f (Xi) < f (BH ) then

BH = Xi

Calculate the event horizon R using Eq. (2).
If
√
(Xi − BH )2 < R then

Replace the current star Xi with a new star in a random
location in the search space.

B. FIREFLY ALGORITHM
The firefly algorithm is a SI technique [34] proposed by
Yang in 2008 to simulate the luminous behavior of fireflies.
In nature, fireflies transmit information through luminous
signals. Inspired by this phenomenon, FA abstracts the lumi-
nescence and attraction characteristics of fireflies to establish
the algorithm model. The main idea of the algorithm is that
fireflies are attracted by other more attractive neighbors and
move towards them, and finally converge to the optimal
solution.

FA is based on the following three basic rules [35]: 1)
Fireflies are unisex; 2) The attraction of fireflies is propor-
tional to their brightness. In other words, the firefly with
lower brightness will move to the other firefly that is brighter.
The brightness is also affected by the distance between them,
that is, the relative brightness will decrease as the distance
increases. If there is no brighter firefly than the current one,
it will move randomly in the search space. 3) The fitness

value decides the brightness of the firefly. In the situation of
solving the minimum problem, the smaller the fitness value
of the firefly, the brighter it is and the more it can attract
other fireflies towards him. Fireflies exchange information
through brightness and attractiveness to find the best solution
and eventually converge through this mechanism [36].

According to the design of FA, the brightness of a firefly
is described by Eq. (3) as follows:

Ioi = f (Xi) (3)

where Xi represents the ith firefly, and Ioi is the brightness
of it. f (Xi) represents the fitness value of Xi. As mentioned
above, the relative brightness of each firefly in the vision field
of other fireflies is also related to the distance between them,
which can be described as Eq. (4).

Ii = Ioi · e−γ ·rij (4)

where Ii is the relative brightness and γ represents the light
absorption coefficient. rij is the distance between the ith
firefly and the jth firefly, which can be defined as follows:

rij = ||Xi − Xj|| =

√∑d

n=1
(xi,n − xj,n)2 (5)

where d represents the dimension of the solution problem,
xi,n and xj,n represent the nth location value of Xi and Xj
respectively. Then the attraction of fireflies can be defined
as:

β = β0 · e
−γ ·r2ij (6)

where β0 is the attraction when rij = 0. In the tth iteration,
if the ith firefly is attracted by the jth firefly, its movement is
calculated as shown in Eq. (7).

X t+1i = X ti + β ·
(
X tj − X

t
i

)
+ α · (rand − 1

/
2) (7)

where t represents the iteration number, α is the step param-
eter, and rand is a random number uniformly distributed
in [0,1]. In each iteration, Eq. (7) is used to execute the
update process of each firefly circularly, and the algorithm
will eventually converge to the optimal value. The pseudo-
code of the FA is shown in Algorithm 2.

Algorithm 2 Pseudo-Code of FA
Input: The maximum number of iterations T , the population
size N , the parameters α, β0, γ
Output: The optimal solution that the algorithm found
Initialize a population of fireflies and evaluate the swarm by
the fitness function.

For t ← 1 to T do
For i← 1 to N do

For j← 1 to N do
If f

(
Xj

)
< f (Xi) then

Move the firefly Xi towards the firefly Xj
using Eq. (7).

Update the fitness value of the new Xi.
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C. EXTREME GRADIENT BOOSTING (XGBOOST)
The main premise of ensemble learning is that the error of
a single classifier may be compensated by other classifiers
when the model combines multiple models, which provide
better performance than a single classifier [37]. Boosting
is a technique that combines the weak classifiers (slightly
better than random) into a stronger model in an iterative
way [38]. XGBoost is one of the boosting technologies which
utilizes trees as base learners. Specifically, it is a scalable
tree boosting system. Since XGBoost was proposed by Chen
and Guestrin in 2016 [39], it has attracted extensive attention
and has been used in various competitions on the Kaggle
machine learning competition website due to its high accu-
racy and excellent algorithm performance. XGBoost is a new
method based on GBDT but differs in details such as loss
functions [8]. The details of XGBoost are shown as follows:

Assume there is a dataset D = {(xi, yi)} (i = 1, 2, . . . , n)
that contains n samples and m features, and k basic models
are used to compose the additive model. Then the result (ŷi)
can be represented as follows:

ŷi = ∅ (xi) =
∑K

k
fk (xi), fk ∈ F (8)

F =
{
f (x) = wq(x)

} (
q : Rm

→ T ,w ∈ RT
)

(9)

where F is the functional space and f (x) is a regression tree.
q(x) represents the corresponding leaf node of xth sample, T
is the number of leaves in the tree, and w is the leaf score.
The predicted result of the t-th iteration can be described as
follows:

ŷi
t
= ŷi

t−1
+ ft (xi) (10)

where ŷi
t−1 represents the predicted result of the instance i at

iteration t − 1. Then the objective function is defined as:

J (ft) =
∑n

i=1
l
(
yi, ŷi

t−1
+ ft (xi)+�(ft )

)
(11)

where l is the training loss function. The regularization term
�(ft ) represents the complexity of the model and it is calcu-
lated using Eq. (12):

� (f ) = γ · T +
1
2
λ ∥w∥2 (12)

where γ and λ can be used to control the complexity of
the tree. By the way of using the regularization term, the
complexity of themodel can be controlled to avoid overfitting
the training data.

IV. PROPOSED METHODS
A. REPRESENTATION OF AGENTS
SI algorithms are mostly designed for traditional continu-
ous optimization problems. For optimization problems in
different application problems, some components should be
modified accordingly to make the algorithm better adapted to
the solution of the problem. In the parameter tuning problem
of the XGBoost algorithm that is mainly discussed in this
paper, the range and meaning of each parameter are mostly

different. Therefore, this paper adopts a more standardized
representation of agents, which is convenient for algorithm
interpretation and optimization. Assuming that k parame-
ters of the XGBoost algorithm are chosen to be adjusted,
we choose to use a proportional way to represent the value
of parameters for the reason that each parameter has different
requirements for the value range and value type. To be more
specific, the proportional method makes use of the random
number generated in [0,1] to represent the proportion of the
value range of the parameter represented by this position.
There are k parameters in total, so the length of the agent
position is also k . The schematic diagram is shown in the
figure (assuming k = 5):

FIGURE 1. Representation of agents.

where Xi represents the ith agent. x ij (j = 1, 2, 3, 4, 5)
is the value of different parameter positions of the agent.
When measuring the effect of the parameter combination
represented by the agent, it is necessary to first convert the
representation of the agent into available parameters before
entering it into the model for calculation. The formula for this
purpose is designed as follows:

paramij = left j +
(
rightj − left j

)
· x ij (13)

where paramij represents the valid parameter value after con-
version. left j and rightj are the left and right bounds of the
interval of values, respectively. With the above representation
for agents, the SI algorithms can be applied to the problem of
searching for the optimal combination of parameters of the
XGBoost algorithm. The above content also facilitates the
following elaboration about the proposed algorithm in this
paper.

B. PROPOSED HYBRID FIREFLY AND BLACK HOLE
ALGORITHM (HFBHA)
Aiming at solving the problem of parameter adjustment of
the XGBoost algorithm, a hybrid algorithm that improves
the BHA and integrates it with the FA is proposed in this
paper. Firstly, a double black hole mechanism is designed to
improve the update paths of the BHA, which adds the second
black hole and attracts other stars at the same time. The
update paths of stars are affected by two black holes, which
helps the algorithm avoid falling into local optima due to
the control of a single black hole. Secondly, the initialization
method of the stars that are swallowed up by the black hole
is improved by the proposed method. By this mechanism, the
method explores more around the black hole and preserves
the randomness, so as to improve the efficiency of the algo-
rithm. Then, to increase the randomness of path selection
and expand the global search scope, the FA is combined
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as a perturbation strategy to supplement the updated paths
of agents. Finally, the optimal agent mutation strategy is
introduced to use the optimal solution of the current iteration
for mutation, which is more convenient for the algorithm to
search near the optimal solution.

1) DOUBLE BLACK HOLE MECHANISM
One of the drawbacks of traditional BHA is that the black
hole has a great influence on the convergence process, which
means the algorithm is easy to be manipulated by it. When
the black hole is trapped in local optima, it is difficult for the
algorithm to jump out of the trap because it still attracts the
stars to move towards it. Therefore, this paper introduces the
concept of the second black hole and considers the impact
on other stars when there are double black holes in the pop-
ulation at the same time. The second black hole is the sub-
optimal solution agent next to the current optimal solution
(black hole) when sorting according to the fitness value. The
optimal solution is still called the first black hole. If the first
black hole and the second black hole simultaneously attract
other stars to move towards it, the formula will be modified
accordingly as shown in Eq. (14):

X t+1i = X ti + c1 ·
(
BHFirst t − X ti

)
+ c2 ·

(
BHSecond t − X ti

)
(14)

where c1 and c2 represent the random number in [0,1].BHFirst
and BHSecond represent the first black hole and the second
black hole respectively. The meaning of this formula is that
the stars of the t iteration are attracted by the first black
hole and the second black hole at the same time and move
a certain distance to each of them. The degree of movement
is determined by the random number c1 and c2. Through
the traction and balance of the second black hole relative
to the first black hole, the motion trajectory of the stars
will no longer tilt towards the optimal solution. The strategy
makes it possible to explore more solutions in search space,
improve the efficiency of the algorithm and avoid falling into
local optima. For the reason that the calculation of the event
horizon radius in the BHA is also related to the concept of
the black hole, the initialization process is still based on the
first black hole for simplicity. That is to say, the role of the
second black hole only exists in star movements.

2) IMPROVED INITIALIZATION METHOD OF THE STARS
An important idea of the BHA is that a star too close to the
black hole will be swallowed and the algorithm will generate
a new star to replace it. The process of generating a new
star in the traditional black hole algorithm is completely
random. This random selection is equivalent to choosing a
position in the search space completely at random without
taking into account the priori information about the current
optimal solution. It can be concluded that expecting the newly
generated star to be close to the optimal solution is the same
as the probability of generating an agent close to the optimal
solution in a completely unknown search space. We believe
that such a random way is less likely to provide effective

information to help the search for an optimum. Based on this
consideration, if the location of the current optimal solution
can be utilized as the priori information to guide the gen-
eration of new stars, the local exploration capability of the
algorithm and the computational resource utilization can be
improved. The improved initialization strategy proposed in
this paper is based on the assumption that the search near the
location of current known optimal solutions can help generate
stars with better quality than those generated by random
initialization. It can be expected that if the new stars happen
to be generated in the area of the global optimal solution,
it will greatly simplify the computational effort required to
converge. Specifically, the strategy will randomly generate
new agents close to the current optimal solution (i.e., the
first black hole). At the same time, to retain a certain degree
of randomness, it is controlled using a threshold parameter,
as mathematically defined in Eq. (15).

XNew =
{
BHFirst + u · V , if r1 < ρ

Xrandom, else
(15)

where r1 is a random number in [0,1]. ρ is used to control
the probability of searching and generating stars near the
black hole. u represents the random number generated from
[-0.5,0.5] uniform distribution. V represents the generated
vector with the same length as the first black hole. The values
of each position of the vector V are random numbers in [0,1].
Xrandom represents the new star generated in a random way
of the traditional BHA. Considering that if all the stars that
cross the horizon radius are generated near the black hole, the
algorithm may lose its original randomness. Therefore, the
original random generation method has also been retained to
a certain extent. The threshold parameter for controlling and
balancing these two methods will help improve the perfor-
mance of the algorithm.

3) FIREFLY PERTURBATION STRATEGY
Although the FA has the excellent searching ability, it has the
problem of high complexity and slow convergence. In the FA,
each iteration requires a double loop, which expands the
search range but increases the computations required by the
algorithm. Therefore, in order to take advantage of the FA to
improve the efficiency of the BHA, this paper combines the
FA with the proposed improved BHA and calls it a firefly
perturbation strategy. In this strategy, there is a certain proba-
bility that the stars can be updated according to the trajectory
of the fireflies. The firefly perturbation strategy improves the
global exploration performance of the algorithm and provides
the possibility of jumping out of local optima. Accordingly,
in combination with the improvement of the BHAmentioned
before, the movement formula for stars to be attracted by the
black hole is defined as:

X t+1i =


X ti + c1 ·

(
BHFirst t − X ti

)
+ c2 ·

(
BHSecond t− X ti

)
,

if r2 < c

X ti+ β0 ·

(
X tj − X

t
i

)
+ α ·

(
rand − 1

/
2
)
, else

(16)
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where r2 represents the random number in [0,1]. c is used
to control the execution probability of the double black hole
strategy and the firefly perturbation strategy. Its value needs
to be carefully set and discussed. Themeaning of each param-
eter in the second formula of Eq. (16) is the same as that of
the FA described before. After adding the firefly perturbation
strategy, the stars in the proposed method can select two paths
to update, which is shown in FIGURE 2.

4) MUTATION OPERATOR
The mutation operator is a stochastic strategy that is widely
used in SI algorithms. Adding the mutation operator to the
proposed method in this paper will help the algorithm to
jump out of the local optima. The mutation operation has
less modification for the agent. Comparing the mutation of
the non-optimal solution and the current optimal solution, the
former may cost more modification than the latter. Therefore,
if we take use of the current optimal solution for mutation,
it may help to search for better solutions and approach the
optimal solution. In summary, the mutation operator used in
this paper focuses on the optimal solution of each iteration
and preserves better results before and after the mutation. The
main steps of the mutation operator are shown as follows:

Step 1: Select a position among the location of the current
optimal agent at random.

Step 2: Generate a random number in [0,1].
Step 3: Replace the value at this position of the optimal

agent with the random number selected in Step 2. Recalculate
the fitness value of the agent.

Step 4: If the fitness value of the new agent is smaller than
the original, replace it; Otherwise, it will not be replaced.

FIGURE 2. The update process of stars in the proposed method.

5) BRIEF SUMMARY
In conclusion, the algorithm proposed in this paper mainly
optimizes the algorithm through the strategy mentioned
above, and its pseudo-code is shown in Algorithm 3.
The final optimal solution of the proposed method is the
best parameter combination of the XGBoost algorithm.
FIUGRE 3 shows the research flowchart of this paper.

V. EXPERIMENTS AND RESULTS
In this section, the dataset used for experiments in this arti-
cle is introduced. The main preprocessing steps are shown

Algorithm 3 Pseudo-Code of HFBHA
Input: The maximum number of iterations T , the population
sizeN , the FA parameters α, β0, γ , the controlling parameters
ρ, c
Output: The optimal solution that the algorithm found
Initialize a population of stars.
Evaluate the swarm by the fitness function and set the best
solution as the first black hole. The star that is only worse
than the optimal solution is the second black hole.

For t ← 1 to T do
For i← 1 to (N − 1) do
If random number r2 < c then
Move the location of the star Xi using Eq. (14).
Evaluate the fitness value of the star f (Xi).
If f (Xi) > f (BHFirst ) then
Calculate the event horizon R using Eq. (2).
If
√
(Xi − BHFirst )

2
< R then

If random number r1 < ρ then
Replace the current star Xi with a new

star generated by Eq. (15).
Else

Replace the current star Xi with a new
star generated randomly.

Else
For i← 1 to N do

Move the agent Xi towards the agent Xj using Eq.
(16).

If f (Xi) < f (BHFirst ) then
Update BHFirst , BHSecond and Xi.

Perform the mutation operator on the optimal solution.

in detail. At the same time, the details of the experiment
have been described, including the evaluation criteria, the
experiment settings, and the sensitivity analysis. Finally, the
elaborate results of the experiment are given and discussed.

A. DATASETS DESCRIPTION
Datasets play an important role in the research of IDSs [4].
At present, most of the research on intrusion detection tech-
nology is centered on open standard data sets [40], mainly
KDD Cup 99 [41], NSL-KDD [42], UNSW-NB15 [43], CIC-
CES-2017 [44], etc. Among them, the NSL-KDD and KDD
Cup 99 datasets are widely welcomed by researchers because
of their data availability. The NSL-KDD datasets are also
used in this paper. One of the most important defects of the
KDD Cup 99 dataset is a large number of redundant records.
The redundancy will cause the machine learning algorithm to
favor frequent records and make it more difficult to identify
the patterns of infrequent records. NSL-KDD is an effort
made by Tavallaee et al. [42] to solve the existing problems
of the KDD CUP 99 dataset. The NSL-KDD dataset deletes
all redundant instances, and gives a reasonable division of
training and test datasets, providing a more perfect available
intrusion detection dataset.
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TABLE 1. The feature information of the NSL-KDD dataset.

FIGURE 3. The flowchart of the research process.

NSL-KDD provides a set of downloadable files that can be
used by researchers, which mainly includes two types of data
files, namely ARFF and TXT file formats. In this set of files,
KDDTrain+ and KDDTest+ give the training set and test set
divided by the authors. In most studies of IDSs, researchers
usually choose the given 20% dataset [45] or generate their
own randomly selected datasets [17], [18], [27], and rarely
use the train and test sets given by the authors. Self-sampled
datasets may have a bias or cannot represent the original
dataset. Therefore, this paper attempts to give some guidance
for the study by using Train+ and Test+ datasets. The feature
information of the NSL-KDD dataset is shown in Table 1.
As shown in Table 1, there are 41 features in this dataset, and
only three feature data types are nominal. Normally, nominal
data cannot be used in themachine learningmodel used in this

paper, so it needs to be processed in the data preprocessing
process. Table 2 shows the attack categories and mapping
types of the training set Train+ and test set Test+ given in
the NSL-KDD. The meaning of specific attack types is as
follows [46]:

Denial of Service (DoS): In the DoS attack, the attacker
sends a large number of requests to the server machine,
resulting in its memory being too full or computing resources
being too busy, thus denying service to the real user.

Probing Attack (Probe): This attack monitors and probes
the network to obtain information, especially information
about vulnerabilities, which can be later used to perform other
types of attacks.

Remote to Local Attack (R2L): The attacker attempts to
gain local access to the computer through the network from a
remote computer without authorization.

User to Root Attack (U2R): The threat actor attempts
to gain unauthorized access to the local superuser (root) or
administrator privileges.

B. DATA PREPROCESSING
Based on the above analysis, it can be seen that there are
different types of mapping attacks in KDD Train+ and KDD
Test+. The total number of features of KDDTest+ is 15more
than that of KDD Train+, but there are 21 intersections of
attack types in the two files. Therefore, this paper takes the
common attack types of KDD Train+ and KDD Test+, then
deletes the corresponding instances of 17 additional types in
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TABLE 2. The feature information of the NSL-KDD.

the test set. To carry out the binary classification, the data
labels are processed 0-1 instead of normal-abnormal.

It is noted that there are three nominal features (proto-
col_type, service, flag) in the dataset. In order to save the
information of the original dataset as much as possible,
we use the one-hot code for processing and then delete
the original columns. The standardization of data helps to
improve the accuracy and reduce the impact of features on
model learning. Therefore, the dataset is also standardized in
this paper.

During the one-hot coding process, a large number of new
features are generated and the dataset becomes too large
and too complex to use in the model training. Therefore,
the principal component analysis (PCA) method for feature
reduction is applied here. PCA is a technique that reduces
the dimensionality of the dataset, increases interpretability,
and minimizes information loss [47]. Using PCA techniques
can help machine learning algorithms to learn hidden patterns
in the dataset and reduce the noise and correlation of some
features. In this paper, the percentage of principal component
variance contribution obtained after applying the PCA tech-
nique is shown in FIUGRE 4. As shown in the figure, the
color-filled part indicates the retained features that account
for 99% of the components. In addition, 20% of the test set
is sampled and selected as the validation set in this paper,
i.e., the final dataset obtained is the training set of 125,081
instances, the test set of 100,064 instances, and the validation
set is 25,017 instances, and they all contain 99 features.

C. EVALUATION CRITERIA
In this section, to evaluate the performance of the classifiers,
we define a set of basic performance evaluation criteria. For
classification tasks in machine learning, it is usually possible
to use the output of the confusion matrix to calculate all
selected measures [1]. The confusion matrix is represented
by four main parameters, as follows:

True Positive (TP): TP represents the number of instances
that are correctly classified as attacks.

False Positive (FP): FP represents the number of instances
that are incorrectly classified as attacks. It is related to the
first type of error.

True Negative (TN): TN represents the number of
instances that are actually normal and correctly classified as
normal.

FIGURE 4. The principal component percentages.

False Negative (FN): FN represents the number of
instances that are incorrectly classified as normal. It is related
to the second type of error.

In this paper, FNR, FPR, F-score, and Accuracy are
selected as evaluation criteria. The definitions of these indi-
cators are as follows:

False-Negative Rate (FNR): The false negative rate, which
is also known as the missed detection rate, indicates the
number of samples that are misclassified as normal packets
as a percentage of the number of all samples that are attacks.
It can be defined as:

FNR =
FN

FN + TP
(17)

False-Positive Rate (FPR): False positive rate, also known
as false detection rate or false alarm rate, represents the
proportion of the number of samples that are classified as
attacks by mistake to the number of samples that are normal.
The formula can be defined as:

FPR =
FP

FP+ TN
(18)

F-score: The F-score measures the accuracy of the model by
considering the precision and recall rate at the same time,
which is the harmonic average of them, as shown in Eq. (19):

F − score =
2 · TP

2 · TP+ FN + FP
(19)
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Accuracy: It represents the proportion of the number of
instances correctly classified to the total number of instances.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(20)

The missed detection rate and false alarm rate are important
for the performance research of IDS. For IDSs, classifying
normal behaviors as attacks may lead to problems such as
wasting resources and influencing user experience. How-
ever, if the attack behavior is wrongly classified as normal
behavior, it may have a huge and irreversible impact on the
computer system and networks. Therefore, as indicated in
the article [29], in order to detect any suspicious behavior
in the network, a low missed detection rate is more important
and meaningful than a low false detection rate.

In addition, a fitness function used for evaluating the qual-
ity of the model represented by the agents is also needed.
The smaller the value of the fitness function, the better the
performance of the model. The receiver operating character-
istic (ROC) graph is a technology based on the performance
visualization of classifiers to describe the trade-off between
the hit rates and false alarm rates of classifiers [48]. For the
aim of comparing the solutions, we may want to express
ROC performance as a scalar value. A common method is to
calculate the area under the ROC curve, namely area under
curve (AUC). The use of AUC can judge the advantages
and disadvantages of the classifier model. The value of AUC
is within [0,1], and the higher value means the better the
performance of the classifier. Therefore, the fitness function
in this paper will be set as shown in Eq. (21):

Fitnessi = 1− AUC i (21)

To compare the optimization ability of the heuristic algo-
rithms and the performance of the model obtained by them,
the minimum, maximum, average, and standard deviation of
the fitness value will also be used as evaluation indicators for
comparison and analysis.

D. EXPERIMENT SETTINGS
For the purpose of verifying the effectiveness of the HFBHA
proposed in this paper, a series of comparative experiments
are carried out. All experiments were executed in Anaconda
4.10.3 environment, running on AMD Ryzen 5 5600H with
Radeon Graphics @ 3.30 GHz and 16.0GB RAM on the
Windows 64-bit operating system.

In this paper, the original algorithms FA [34] and
BHA [31], and the state-of-the-art algorithms QPSO [25],
PSO [26], and WOA [27] are selected for comparison with
the proposed algorithm in the experiments. The parameter
settings of these SI algorithms are as suggested in the original
articles.

At the same time, we also select the default XGBoost,
Grid-searchXGBoost, Grid-search RandomForest, andGrid-
search LightGBM as the basic machine learning comparison
algorithms. The SI algorithms will run 30 times indepen-
dently, with a maximum number of iterations of 30 times

and a population size of 15, and record the information
about the optimal solution obtained. The non-heuristic tra-
ditional machine learning algorithm only needs to run once,
because the obtained solution will be unique, and even if it
runs 30 times, the minimum, maximum, and average values
obtained are the same. Therefore, the machine learning algo-
rithm is not included in Table 3 of the experimental results,
but in Table 5.

During the operation of the SI algorithms, when calculating
the fitness value of the agents, the value of the agent location
is first converted into the value of the parameter combina-
tion. Then the parameter combination will be input into the
XGBoost model to build the model. The training and verifica-
tion sets are always used in the process of agent motion, while
the test set will be retained in the model evaluation for final
comparison. At the same time, all SI algorithms also search
the five parameters of XGBoost model mentioned above, i.e.,
eta, gamma, max_depth, subsample, and colsample_bylevel.
The meanings of these parameters are as follows:

eta: Reduce the weight of each step to prevent over-fitting.
The default value is 0.3.

gamma: The minimum drop value of the loss function
required for node splitting. The default value is 0.

max_depth: The maximum depth of the tree. The default
value is 6.

subsample: Control the proportion of random samples per
tree to prevent oversampling. The default value is 1.

colsample_bylevel: Control the percentage of columns
that are randomly sampled per tree. The default value is 1.

E. SENSITIVITY ANALYSIS
As mentioned before, there are two parameters ρ and c that
need to be set in the HFBHA algorithm proposed in this
paper. Therefore, the settings of these two parameters will
be analyzed in this section. The parameter ρ controls the
probability of star regeneration around the black hole in the
improved initialization method of the stars. In the sensitivity
experiments, ρ ∈ [0, 1], so ρ is set to take values in [0,1]
in steps of 0.1. For the parameter c, it controls the choice of
the two strategies during the agent’s movement. If the right
balance is achieved, the combination of these two strategies
can be most effective. Therefore, the parameter c mainly
affects the agent’s motion trajectory, which means it has an
important impact on the performance and complexity of the
algorithm. In the proposed algorithm, the firefly perturbation
strategy is an assisted strategy to improve the global search
ability of the algorithm. If the parameter c tilts to the firefly
perturbation strategy, it may cause the improvement strategy
of the black hole algorithm to not fully play its role. There-
fore, c is set to [0.6,0.7,0.8,0.9,1] here. When c = 1, the
algorithm is completely transferred to BHA with the double
black hole mechanism. For each combination of the two
parameters mentioned above, the experiments run 20 times
independently with the same settings. The average fitness
value of all obtained optimal solutions for each parameter
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FIGURE 5. The average fitness value of parameter combination in
sensitivity experiments.

combination is plotted in FIGURE 5 for the convenience of
observing the pattern of parameter settings.

In FIUGRE 5, it can be observed that when c = 1, the
curve shows that the degree of fluctuation in the influence
of the value of ρ on the algorithm is large. However, with
the decrease of the value of c, the fluctuation also decreases
gradually. The possible reason for this phenomenon is that as
the value of the parameter c decreases, the firefly perturbation
strategy begins to participate in the algorithm, balancing the
influence of ρ and improving the performance of the method.
Comparing the curves for different values of the parameter
c, it is observed that the algorithm performance is generally
better when the value of c is chosen between 0.7 and 0.9.
Although there is some volatility in the performance of the
value for the parameter ρ, the value selection of [0.3, 0.7]
tends to obtain relatively stable results under different c
values. Considering the balance of the two strategies of the
algorithm and the possible impact of time complexity, the
experimental parameter settings of c = 0.9 and ρ = 0.7 are
chosen in this paper.

F. EXPERIMENT RESULTS
This section will analyze and describe the comparison exper-
iments conducted on the NSL-KDD dataset. Table 3 shows
the experimental results of the SI algorithms after 30 runs.
Among them, the minimum value in the comparison (i.e.,
the best optimal solution) has been marked in bold. It can
be seen from Table 3 that the minimum, average and max-
imum values of HFBHA proposed in this paper are lower
than other comparison methods, which shows that the perfor-
mance of HFBHA is significantly better than other algorithms
in experiments. Compared to the standard deviation of the
SI algorithms, HFBHA has the lowest standard deviation,
which indicates that the performance of this algorithm is
stable. Combined with the above analysis, this algorithm can
converge stably to the global optimal solution. The parameter
combinations of the XGBoost algorithm found by the SI
algorithms are shown in TABLE 4. FIGURE 6 shows the
curve of the iterative process of the heuristic algorithms. It can

TABLE 3. The experiment results of the compared SI algorithms (10−3).

FIGURE 6. The iteration curves of the comparison algorithms.

TABLE 4. The parameter combinations found by the SI algorithms.

TABLE 5. The experiment results of the comparison algorithms (10−2).

be seen from FIUGRE 6 that the HFBHA proposed in this
paper can converge at a faster speed and obtain better results
when the initially generated optimal solutions are similar.

In addition to the SI algorithms, other ensemble learning
algorithms are selected for comparison in this paper, using
the evaluation criteria shown before. Table 5 shows the com-
parison results of the proposed algorithm, the SI algorithms,
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FIGURE 7. The ROC curves of comparison algorithms.

and the ensemble learning algorithms. Since the heuristic
algorithmswere run several times, the performance of the best
models they found is shown in Table 5. It is important to note
that the calculation of fitness values of the algorithms, i.e.,
the values shown in Table 3, use the train and validation sets
of this paper. However, the values in Table 5 are the results of
the model performance evaluation using the test set. The FNR
and FPR metrics represent the missed detection rate and false
detection rate, respectively. It should be noticed that the lower
values of these two values are better, while lower FNR ismore
important than lower FPR in IDS studies. Other indicators
except FNR and FPR show that the larger the value, the
better the model. Therefore, in Table 5, the best performance
of this indicator in all algorithms has been marked in bold.
It can be seen from the results that the performance of the
HFBHA proposed in this paper outperforms the compared SI
algorithms used in this experiment in all indicators. Compar-
ing XGBoost using default values and grid-search, it can be
found that the grid-search method has a certain effect on the
tuning parameters of the XGBoost algorithm. However, the
HFBHA is able to obtain a significant boost than the grid-
search method. If we compare XGBoost, random forest, and
LightGBM using Grid-search, it is obvious that Light-GBM
performs better. HFBHA obtains greater results than the

FIGURE 8. The radar plot comparing the experimental results of the
algorithms.

LightGBMusing Grid-search on all metrics except AUC. The
phenomenon that accuracy and AUC do not perform best
at the same time may be attributed to the fact that they are
not absolutely correlated. The ROC curves for all algorithms
are plotted in FIUGRE 7, where the plot (b) is a partial
enlargement of the plot (a). FIGURE 7 also shows that the
ROC curve of LightGBM performs best, which indicates that
there is still room for improvement in the proposed algorithm.
The visualization of the experimental results is shown in
FIGURE 8 using radar plots. In FIUGRE 8, the line that is
mostly on the outermost side represents the proposedmethod.
Combined with the above analysis, it can be seen that the
performance of the HFBHA proposed in this paper outper-
forms the other selected comparison algorithms in most of
the metrics except AUC. Although the proposed algorithm
needs to be improved to some extent, this experiment is
still able to prove the superiority of the algorithm, which is
satisfactory in all other metrics. For the AUC values, HFBHA
is slightly lower than LightGBM, but the gap between them is
not huge. In summary, the experiments in this section verify
the effectiveness of the HFBHA. The results analysis above
also indicates that the proposed algorithm can take full advan-
tage of tuning parameter combinations for the performance
improvement of the XGBoost model.

VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a hybrid firefly and black hole
algorithm for the parameter tuning problem of the XGBoost
model and apply it to the study of the IDS. The proposed
algorithm first innovatively designs a double black hole
mechanism to help the star move through the traction of two
black holes, avoiding the problem that the algorithm is easily
trapped in the local optimum. Secondly, an improved initial-
ization method of the stars is introduced, which creatively
takes into account the utilization of the prior information of
the existing optimal solutions. Finally, the addition of the
firefly perturbation strategy and mutation operators makes
the global search performance of the algorithm improved and
provides more possibilities to search for the global optimal
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solution. This paper designs a kind of SI algorithm that
automatically selects and optimizes the main parameters of
XGBoost. This method can search a larger range of param-
eters, which has better performance than traditional manual
setup or grid-search methods. The Train+ and Test+ datasets
for NSL-KDD are analyzed and investigated. In this way,
we can get out of the bias and generalization that can be
introduced by traditional methods using datasets. Experimen-
tal results on the NSL-KDD dataset show that the model
based on the algorithm proposed in this paper performs sig-
nificantly better than the heuristic algorithms including FA,
BHA, QPSO, PSO andWOA as well as the machine learning
methods of default-XGBoost, grid-search XGBoost, grid-
search random forest, and grid-search LightGBM. Therefore,
the proposed classification method of HFBHA combined
with XGBoost can be applied successfully to IDSs. In future
research, the performance of HFBHA needs to be further
improved. Besides, the algorithm proposed in this paper can
be used for the parameter tuning problem of other models.
Finally, the other intrusion detection datasets also deserve to
be researched deeply.
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