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ABSTRACT The TransE model plays a key role in dealing with data sparsity and promotes the development
of knowledge graphs completion. However, TransE has some difficulties in dealing with one-to-many, many-
to-one, many-to-many and transmission relationships. In order to solve this problem, this paper proposes a
knowledge representation learning model based on hyperplane projection and relational attributes, namely
TransH-RA. First of all, we introduce the idea of hyperplane projection based on the TransE model, this
idea is inspired by TransH, which makes different entities have different roles in a specific relationship,
thus reducing the constraints of TransE translation rules, and map the head entity h and tail entity t to the
plane of special relation r; Secondly, considering that it is not easy to identify different similar entities,
the neighborhood information of entities is added to learn the neighborhood of entities around different
entities; Then, in order to further strengthen the ability to deal with complex relationships, attribute features
of relationships are added and attribute knowledge is embedded; Eventually, during the training of the
model, the probability method is chosen to replace the head and tail entities. Link prediction experiments are
conducted on the public datasets FB15K andWN18, and the triple classification experiments on the datasets
WN11, FB13 and FB15K are carried out to analyze and verify the effectiveness of the proposed method.
The evaluation results show that our method achieves state-of-the-art performance on MeanRank, Hits@10
and ACC indicators compared with TransE and TransH.

INDEX TERMS Knowledge graphs, knowledge representation, hyperplane projection, relational attributes,
link prediction, triple classification.

I. INTRODUCTION
Knowledge graphs [1], [2] belong to a kind of semantic
network. This semantic network [3] consists of entity nodes
and relationships, which can be represented by the triples
(denoted (h,r,t)). In the triple (h,r,t), h represents the head
entity, r represents the relationship, and t represents the
tail entity. Since the knowledge graphs were put forward,
many large-scale knowledge bases have been built, such as
WordNet, Knowledge Cube, Knowledge Center and so on.

The associate editor coordinating the review of this manuscript and

approving it for publication was Bo Pu .

These large-scale knowledge bases greatly facilitate people’s
search [4] for knowledge. However, the large-scale knowl-
edge bases adopt the way of triples (denoted (h,r,t)) to repre-
sent knowledge, it is more complex to calculate, and affects
the efficiency of calculation. It does not make full use of the
semantic information of entities in different spaces, which
brings some difficulties to knowledge reasoning. Therefore,
scholars gradually turn their attention to knowledge represen-
tation learning [5], hoping to solve the problems faced by the
knowledge base [6] through knowledge representation learn-
ing. In recent years, because of the continuous break-through
of machine learning technology, it promoted the development
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TABLE 1. The number of parameters and time complexity of the knowledge representation learning model.

of knowledge representation learning to some extent. Knowl-
edge representation [7] learning attempts to project entities
and relations into low dimensional dense vector space [8].
The prediction of unknown entities and relations is translated
into a calculation of the distance between two entities, the
smaller the distance is, the more similar the entities are. This
makes it possible to use a lot of deep learning [9], [10],
machine learning [11], and mathematical knowledge in the
computation of downstream tasks, furthermore, this promotes
the development of knowledge reasoning [12], [13], per-
sonalized recommendation systems, and intelligent question
answering [14]. For this reason, scholars have carried out a lot
of research work and made remarkable achievements, such as
TransE [15], [16], TransH [17], TransR [18], STransH [19],
TransA [20] and so on. In these models, TransE is considered
as the most potential model because of its simple operation,
high computing efficiency [21], handling multiple relational
data problems, and TransE is widely used. However, we note
that TransE does not do well in dealing with one-to-many,
many-to-one, many-to-many relationships.

Therefore, a knowledge representation learning model
based on hyperplane projection and relational attributes [22],
namely TransH-RA, is proposed in this paper. To be specific,
firstly, we introduce the idea of hyperplane projection [23]
based on the TransE model, we also use the TransH model
for reference and introduce the mechanism of projecting to
a particular relational hyperplane, and map the head entity
h and tail entity t to the plane of special relation r, so that
entities have different semantics on different relationships;
Secondly, considering that it is not easy to identify dif-
ferent similar [24] entities, the neighborhood information
of entities is added to learn the neighborhood of entities
around different entities; Then, in order to further strengthen
the ability to deal with complex relationships, attribute fea-
tures of relationships [25] are added and the knowledge of
attribute is embedded; Finally, in the training of the model,
the probability method [26] is selected to replace the head
and tail entities. Link prediction and triple classification tasks
are evaluated on four publicly available datasets: WN18,
FB15K, WN11, and FB13. The experimental results showed
that the TransH-RA made better performance on Mean-
Rank, Hits@10 and ACC, which verified the validity of
the model.

The main contributions of this paper are as follows:
• A new model, TransH-RA, is proposed to embed enti-
ties and relations by introducing the idea of hyperplane
projection;

• when embedding the relation, the attribute features of
the relation are added to enhance the learning ability of
the model.

• In the training of the model, the selection probability
method is used to generate the negative triples.

• In order to enhance the model’s ability of recognizing
similar different entities, the neighborhood information
of entities is added.

II. RELATED WORK
We collect the existing knowledge representation learning
models and compare the parameters and time complexity [27]
of each model, as shown in Table 1. Next, we will expand
it from two aspects: TransE, TransH and other methods.
In Table 1, We use En denotes the number of entities in a
triple; Rn denotes the number of relationships in a triple; An
represents the number of triples in the knowledge graph; The
lowercase u denotes the dimension of the entity embedding.
The lowercase letters v, p, and s represent the dimension of the
relationship embedding, the number of nodes and the number
of tensors in the network model, respectively.

A. TRANSE AND TRANSH
In the TransE model, in order to facilitate the calculation
between entities and relationships, the method of mapping
entities and relations to vector space is adopted, that is, the
rules of translation are used in the computation between enti-
ties and relations, which transform them into the computa-
tion between corresponding vectors. The score function of
TransE is:

fr (h, t) = ∥h+ r − t∥l1/l2 (1)

The key problem that TransH model solves is that TransE
can not deal well with the one-to-many, many-to-one, many-
to-many relationships. The core idea is that the hyper-
plane projection method is adopted, the head entity and the
tail entity are projected to the relational plane respectively
through the relational mapping matrix wr , and then the legal
vector is combined for transformation. Finally, the principle
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of translation is used again for calculation. The components
after projection are:

h⊥ = h−W T
r hWr (2)

t⊥ = t −W T
r tWr (3)

By combining formula (2) and formula (3), the score func-
tion of the model can be obtained, namely:

fr (h, t)=
∥∥∥(
h−W T

r hWr

)
+dr−

(
t −W T

r tWr

)∥∥∥
l1/l2

(4)

B. OTHER MODELS
In the Unstructured [28] model, the energy model captures
semantic information between words, entities, and their com-
binations and scores the relationships between ambiguous
lemmas and unambiguous entities, and learns on multiple
resources. The score function of the Unstructured model is:

fr (h, t) = −∥h− t∥22 (5)

The idea behind the SE [29] model is that embedding
is built by a neural network with a special structure which
allows the integration of the original data structure into the
learning representation. Mrh and Mrt are represented as two
independent matrices, The score function of the SE model is:

fr (h, t) = −∥Mrhh−Mrt t∥1 (6)

The algorithm idea of the SME [30] model is to embed
multiple graphs into a flexible continuous vector space where
the original data is preserved and enhanced. Networks are
trained to encode the semantics of these graphs in order to
assign high probabilities to reasonable components. SME
represents the tail entity and head entity with low dimensional
vector, and defines several projection matrices, SME defines
two energy functions, the single linear form is:

gη = Mη1eη +Mη2r + bη (7)

The bilinear form is:

gη =
(
Mη1eη

)
⊗

(
Mη2r

)
+ bη (8)

In formula (9), η = {left, right}, eleft = h, eright = t,
⊗ represents Hadamard product. The score function of the
SME model is:

fr (h, t) = gTleft gright (9)

The idea behind the LFM [31] model is based on a bilin-
ear structure that captures the order of various interactions
between data, shares sparse potential factors in different rela-
tionships. The model extracts different semantics of different
entities and relationships, and encodes each entity as a vector,
and sets up a matrix for each relationship. The score function
of the LFM model is:

fr (h, t) = hTMr t (10)

The idea behind the NTN [32] model is that when defining
an embedded relationship, it is not defined randomly, but it

is defined by means of a neural tensor network, which can
be well related to two specific entities, and can well relate
entities of different dimensions. The score function of the
NTN model is:

fr (h, t) = uTr f
(
hTWr t +Wrhh+Wrt t + br

)
(11)

In formula (11), Wrh,Wrt represent the parameter of rela-
tion r, br denotes deviation, f () represents the tanh operation.

The idea of TransR model is that for each type of relation-
ship, there is not only a vector r to describe itself. In addition,
there is a mapping matrix Mr to describe the relationship
space where the relationship is located. At the same time,
entities and relationships are mapped to entity vector space
and relationship vector space respectively, and finally trans-
formed in the corresponding relationship space.The score
function of TransR is:

fr (h, t) = ∥hr + r − tr∥22 (12)

The idea of TransAH [33] model is to adopt an adaptive
measurement method, add a diagonal weight matrix to con-
vert Euclidean distance intoweighted Euclidean distance, and
introduce a hyperplane model oriented to a specific relation-
ship. Finally, the head entity and the tail entity are mapped
to a given relational hyperplane for differentiation.The score
function of TransAH is:

fr (h, t)=
((
h− nTr hnr

)
+r−

(
t − nTr tnr

))T
• Dr

•

((
h− nTr hnr

)
+ r −

(
t − nTr tnr

))
(13)

The idea of STransH model is to model in entity space and
relationship space respectively, and use the nonlinear opera-
tion of single-layer neural network to strengthen the semantic
relationship between entities and relationships. At the same
time, the mechanism of projecting to specific relationship
hyperplane is introduced, so that entities have different roles
in different relationships.The score function of STransH is:

fr (h, t) = g
(∥∥Wr,1h⊥ + r −Wr,2t⊥

∥∥
L1/L2

)
(14)

In equation (14), g() represents nonlinear operation,
L1 and L2 represents distance parameter.

III. OUR METHODOLOGY
At first, we introduce the motivation of the TransH-RA
model, mainly from the model to deal with the problem
of knowledge map completion; And then we analyze the
algorithm idea of TransH-RA model; In the end, the training
process of the model is introduced.

A. OUR MOTIVATION
Researchers have proposed several knowledge representa-
tion models, such as TransE, TransAH, TransENMM [34],
TransF [35], TransD [36], etc. In these models, TransE is the
most famous model inspired by the translation invariance of
word vectors in the semantic space in Word2vec model, the
score function of TransE is fr (h, t) = ∥h + r − t∥22, which
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represents transformation of entities and relationships into
vectors, and the calculation of Euclidean distance between the
head entity and the tail entity after the relationship [37] trans-
formation using the translation principle. TransE achieves
good prediction results while maintaining the problem of few
parameters and being able to handle multiple relationships.
In addition, it can alleviate the problem of data sparsity, but
its performance in dealing with complex attributes is not
satisfactory. That is to say, the TransE method has limita-
tions when dealing with complex relationships such as one-
to-many, many-to-one, many-to-many, and transitivity. For
example, when dealing with (US president, is, Biden) and
(US president, is, Trump), it is easy for TransE to conclude
that Biden equals Trump’s result according to TransE’s model
idea, but actually these two people are different entities
and should be represented by different vectors. For other
many-to-one, many-to-many complex relationships, it is also
easy to confuse different entities with the same relationship,
In addition, TransE adopts the translation strategy of head
entity (h) + relation (r) = tail entity (t), which is too strict.
On the one hand, the proposed model can reduce the con-
straints of this translation, on the other hand, it can also
enhance the learning and representation ability of the model.
So TransE does not work well in dealing with complex
relationships.

B. TRANSH-RA
The core idea of TransH-RA model is: Above all, based
on the TransE model, the idea of hyperplane projection is
introduced, we also use the TransH model for reference
and introduce the mechanism of projecting to a particular
relational hyperplane, the head entity h and tail entity t are
mapped to the plane of special relation r, and the transformed
head entity h⊥ and tail entity t⊥ are obtained, this is conducive
to dealing with complex relationships; Secondly, consider-
ing that it is not easy to identify different similar entities,
the neighborhood information of entities is added to learn
the neighborhood of entities [38] around different entities.
Specifically, when the number of entity neighbors(N) around
the entity exceeds 4, the nearest 4 entities are selected, The
reciprocal of the distance disi (i= 0,1,2,3,4) is the weight β of
each neighbor node, and the reciprocal of the sum of the dis-
tances is used as the weight, and the weight is used to update
the parameters of model training. This has the advantages of
high training effect and low memory consumption, and the
domain information of entities can be fully utilized; When
the number of neighborhood of entities around the entity is
less than 4, select all entities, and take the reciprocal of the
sum of these entity distances as the weight;

β =
1
disi

(N > 4) (15)

β =
1

4∑
0
disi

(N <= 4) (16)

FIGURE 1. The core idea of TransH-RA model.

After such processing, although the model’s ability to handle
complex relationships has been enhanced, it is still not signifi-
cant. For this reason, attribute features of the relationship are
added, because the attribute features of the relationship are
related to the head entity or tail entity itself, ignoring these
factors will easily affect the learning ability of the model.
Specifically, because each relationship has many attributes,
in the selection of attribute relationships, if all are selected,
it will waste resources and affect the efficiency of oper-
ation. Therefore, only the one with the smallest distance
is selected as the attribute, and the attribute knowledge is
embedded [39] r′. Among them, in the selection of relation-
ship attributes, the selection is based on the type of entity,
for example, if the entity belongs to the ‘‘sports type’’, Then
choose the relationship of ‘‘sports type’’. Generally speaking,
we choose ‘‘sports type’’. the ‘‘sports type’’ entity has a rel-
atively large relationship with sports related attributes, so we
choose sports type, and the minimum distance is taken as the
attribute; Finally, in the training of the model, the probability
method is chosen to replace the head and tail entities. The
score function of the TransH-RA model is:

fr (h, t) = β∗
∥∥h′
⊥
+

(
r + r ′

)
− t ′
⊥

∥∥
l1/l2

(17)

h′
⊥
=

1
3∑
i=1

hi

• h⊥ (18)

C. MODEL TRAINING
In model training, negative example triples [40] need to be
constructed from positive example triples. The method of
TransE model is to randomly select positive triples from
the knowledge map, and then scramble positive triples to
construct negative triples. However, the TransH-RA model
uses a probabilistic approach to replace the head-and-tail
entities [41]. Considering that both head and tail entities have

VOLUME 11, 2023 29513



Y. Wang et al.: TransH-RA: Learning Model of Knowledge Representation

many attributes, different attributes have different seman-
tic relationships. Therefore, when choosing the probability
method to replace the head and tail entities, it is necessary
to select the probability according to the type of relationship.
Specifically, for many-to-one relationships, a higher proba-
bility is selected to replace the tail entity. The advantage is
that multiple attributes of the tail entity can be fully trained,
which can improve the discrimination of the tail entity;
For one-to-many relationships, the advantage of choosing a
higher probability to replace a head entity is that multiple
attributes of the head entity can be adequately trained, so that
the head entity can be better distinguished. In the process of
model training, in order to distinguish positive triples from
negative triples, the following loss functions are used in the
model training:

L=
∑

(h,r,t)∈S

∑
(h′,r,t ′)∈S ′

max
(
fr (h, t)+γ−fr

(
h′, t ′

)
, 0

)
(19)

In formula (19), the content of S is the set to which the
regular triple belongs, the content of S’ denotation is the set
of negative triples, the content of max(y, x) denotation is the
return of the larger value between y and x, and the content
of γ refers to the European distance between the wrong
triple loss function score and the correct triple loss function
score. Therefore, the optimization objective of the objective
function is to separate the wrong triplet from the correct
triplet to the greatest extent, so as to distinguish the correct
triplet from the wrong triplet.

Algorithm 1 The Algorithm of TransH-RA
Input: Training set S = {(h, r, t)},entities and rel, sets entity

set to E and margin γ ,embeddings dim.d.
1: Initialize r← uniform

(
−

6
√
d
, 6
√
d
,
)
for each r ∈ R

2: r← r/∥r∥ for each r ∈ R
3: e← uniform

(
−

6
√
d
, 6
√
d
,
)
for each entity e ∈ E

4: loop
5: e← e/∥e∥ for each entity e ∈ E
6: Sbatch ← sample(S,b) //sample a minibatch of size b
7: Tbatch ← ∅ //initialize the set of pairs of triplets
8: for (h, r, t) ∈ Sbatch do
9:

(
h′, r, t′

)
← sample

(
S ′(h,r,t

)
//add relationship

attribute and sample a corrupted triple
10: Tbatch ← Tbatch ∪ {((h, r, t), t ph/(tph+

hpt)
(
uh′, r, t

)
, h pt/(tph+ hpt)

(
h, r, u t ′

))}
11: end for
12: Update embeddings w.r.t.∑

((h,r,t),(h′,r,t ′))∈Tbatch
∇

[
γ+d(h+r, t)−d

(
h′+r, t ′

)]
+

//The embedding is updated after the head and tail
entities are replaced by the probability method

13: end loop//Algorithm stop

IV. EXPERIMENT
This part mainly introduces the design of the experiment
and the discussion of the results. In terms of configuration,

TABLE 2. Data set statistics.

pycharm needs to be used for code writing, Ubuntu needs to
be used for the system, and GTX1080 needs to be used for
model training. The model training platform is openke. In the
process of the experiment, we mainly completed the exper-
iments of link prediction and triple classification. Among
them, link prediction needs to carry out the test of complex
relationships.

A. DATA SET
This experiment completed two tasks, including link predic-
tion and triple classification. For link prediction tasks, two
indicators, MeanRank and Hits@10, are used mainly as the
basis for comparison; For triple classification, ACC and train-
ing time are used mainly as the indicators for comparison.
In order to facilitate data comparison with existing classical
models, four data sets used by TransE are selected in the
experiment: two subsets WN18 and WN11 in WordNet and
two subsets FB15k and FB13 in Freebase, in which FB15K
is considered to be a large data set due to the large number of
relationship coefficients, as shown in Table 2:

B. LINK PREDICTION
The goal of link prediction is to predict the missing h or t
in triples (h, r, t). We remove the head entity or tail entity
from the triples (h, r, t), and then replace each triplet [42] in
this article’s test set with all the entities in the set in turn.
We first calculate the score for these corrupted triples, then
rank them in descending order, and finally record the ranking
of the correct entities. The task emphasizes the ranking of the
right entities, rather than just finding the best one.

1) EVALUATION INDEX
There are two evaluation indicators adopted by TransE and
TransH: first, the average ranking of correct entities is
recorded as MeanRank [43]; Second, the probability that the
correct entity ranks in the top 10 is recorded as Hits@10 [44].
The lower the MeanRank is, the better the experimental
results are. The higher Hits@10 is, the better the effect of
experimental prediction is. In consideration of data com-
parison with TransE and TransH models, we also select
MeanRank and Hits@10 as an evaluation index. The specific
process of scoring is as follows: First, replace the tail entity
or the head entity with each entity y in the data set; Then,
score the replaced triples (h, r, y) with the score function;
Finally, the entities are ranked from high to low according
to the size of the score.
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TABLE 3. The Link Prediction results. TransH-RP means that the model is not added to the entity domain. The bold number is the best performance of the
experiment.

In the actual situation [45], a damaged triplet may be
encountered in the knowledge map, that is, the triplet is
actually correct, and it is also correct to place the triplet
before the original triplet. In the experiment, this triple will
interfere with the ranking score of the original triple. In order
to eliminate this interference factor, it is necessary to filter out
these interfering triples when generating negative example
triples to ensure that the negative example triples do not
belong to the training set, verification set and test set. We call
the experimental settings that have been filtered ‘‘Filt’’, and
the experimental settings that have not been filtered ‘‘Raw’’.
In general, the experimental data after filtering is better than
that without processing.

2) EXPERIMENTAL REALIZATION
The TransH-RAmodel in this paper is compared with several
existing models, including SME, NTN, TransE, TransH, etc.
Considering the problems of experimental realization and
parameter adjustment, we do not obtain the best results in
the corresponding literature when we reproduce. Because
the experimental data sets of these models are the same,
we directly use the optimal experimental results of each
model in the corresponding literature as the comparison basis.
In order to reduce the influence of random initialization of
parameters on the results, 10 experiments are conducted on
each set of parameters, and the average values are taken as
the final results. When training TransH-RA, the learning rate
α in {0.0001, 0.001, 0.005, 0.01} is used in the process of ran-
dom gradient descent,Margin γ in {1, 1.5, 2, 3, 4, 4.5, 5, 10},
the embedded dimension k in {20, 50, 100, 200, 250}, and

the size B of batch in {20, 50, 120, 1200, 4800, 9600}. The
optimal parameters are determined by the validation set.

We use ‘‘unif’’ [51] to represent the traditional method
of equal probability uniform distribution to replace the head
entity or tail entity, and ‘‘bern’’ to represent the method of
Bernoulli distribution sampling strategy. That is, according
to different relationship types, we use different probabilities
to replace the head entity and tail entity, which has the
advantage of reducing the number of wrong triples. Under
the ‘‘unif’’ setting, the best configuration is: On WN18,
α = 0.0001, γ = 4.5, k = 100, B = 1200; On FB15K,
α = 0.0001, γ = 1.5, k = 100, B = 9600. Under the
‘‘bern’’ setting, the best configuration is: On WN18, α =

0.0001, γ = 4.5, k = 100, B = 1200; On FB15K, α =

0.0001, γ = 1.5, k = 100, B = 1200. For both data sets, all
training triples were iterated 500 times in this experiment.

3) EXPERIMENTAL RESULTS
From Table 3, we can see that TransH-RA (unif) and
TransH-RA (bern) are better than othermethods on theMaen-
Rank index for WN18 and FB15K datasets. For Hits@10,
Compared with TransE and TransH, TransH-RA increased
5.8% and 12.7% on WN18, and increased 24.9% and
7.6% on FB15K, respectively, with significant performance
improvement.

To verify the ability of TransH-RA to deal with complex
relationships, we select FB15K as the data set, change the file
names of 1-1, 1-n, n-1, n-n to test2id, and then carry out an
experiment of complex relational link prediction. The optimal
combination of parameters on FB15K is still referenced in
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TABLE 4. The value of Hits@10 for various relationships on FB15K. TransH-RP means that the model is not added to the entity domain.

the configuration of parameters. From Table 4, we can see
that TransH-RA achieves the best performance compared
to TransE model and TransH, which 1-n of Hits@10 value
reaches 96.5% on Predicting Left. On the Predicting Right,
the Hits@10 value for n-1 is 95.1%. This suggests that
TransH-RA does show a significant improvement in complex
relationship types.

C. TRIPLE CLASSIFICATION
The purpose of triad classification is to give a triad (h, r, t)
and judge whether (h, r, t) is correct. The main problem it
solves is to classify a triad as ‘‘correct’’ or ‘‘wrong’’. For
a triple (h, r, t), if its score is less than the given threshold
σr, then the prediction is correct, and vice versa, it is wrong.
Through experiments, we find that the threshold value for
obtaining the maximum classification accuracy in the veri-
fication set determines the value size of σr.

In the triple classification experiments, we select a subset
ofWordNet, WN11, and a subset of FreeBase, FB13. Consid-
ering that WN11 and FB13 contain very few relationships,
we choose FB15K, which contains more relationships. The
statistical information of the experimental dataset is shown
in Table 2.

1) EVALUATION INDICATORS
The accuracy rate (ACC) and training time (t) are used to
evaluate the triad classification task. The higher the ACC
is, the better the model will perform on the task of triple
classification. The smaller the t is, the shorter the training
time is, and the lower the time complexity of the model is.
The formula for calculating the accuracy is as follows:

ACC =
Tp + Tn

Npos + Nneg
(20)

In formula (20), Tp refers to the correct number of positive
triples to be predicted; Tn denotes the number of negative

triples with correct predictions. Npos represents the number
of positive triples in the training set, while Nneg represent the
number of negative triples in the training set.

2) EXPERIMENTAL REALIZATION
During the SDG process, the learning rate α in {0.0001,
0.001, 0.01, 0.1} is selected,Margins γ in {1, 2, 4, 4.5, 5, 10},
Dimension K of entity and relationship vectors is selected
from {20, 50, 100, 150, 200}, and batch size B is selected
from {20, 120, 480, 1200, 4800, 9600}. We find that the val-
idation set measures the precision of the optimal config-
uration. The best configuration on WN11 is: α = 0.1,
γ = 4.5, k = 20, B = 4800, and l1 is used as the
similarity measure; The best configuration on FB13 is:
α = 0.001, γ = 5, k = 50, B = 4800, and l1 is used as
the similarity measure; The best configuration on FB15K is:
α = 0.0001, γ = 2, k = 100, B = 4800, and l1 is used as a
measure of similarity.

3) EXPERIMENTAL RESULTS
Table 5 shows the evaluation results of the triple classifica-
tion. It can be seen that the TransH-RA model works best on
WN11, with 13.6% and 10.6% improvement over the TransE
and TransH models, respectively. On FB13, TransH-RA
model perform better than TransE and TransH, with 9.8%
and 7.5% improvement, respectively. TransH-RA model per-
form slightly weaker than TransR* in FB15K data set, which
improves by 16.0% and 8.0% compared with TransE and
TransH, indicating that TransH-RAmodel is suitable for both
sparse data set and large dense data set.

In order to select the optimal number of neighbors, we use
FB15K to perform experiments on the number of neighbors
and accuracy (ACC) on TransH-RA and TransE. The specific
results are shown in Figure 2.
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TABLE 5. The triplet classification accuracy of different models. 40h, 5m,
30m and 35m represent time loss. TransH-RP means that the model is not
added to the entity domain. ‘‘—’’ indicates the unobtained experimental
results.

FIGURE 2. The number of adjacent nodes and accuracy experiment on
FB15K.

From Figure 2, it can be seen that TransH-RA and TransE
have an upward trend in the value of ACC in the range
of [0, 4]. In the range of [4], [6], the value of ACC shows a
downward trend, which indicates that the number of selected
neighbor nodes will affect the result of ACC, and the optimal
number of neighbor nodes is 4.

In order to further analyze the effect of learning rate and
marginal value on the experimental results, we do exper-
iments on learning rate(α) and accuracy(ACC), marginal
value (λ) and accuracy(ACC) using the control variable
method, respectively. The results are shown in Figure 3 and
Figure 4.
It can be seen from Figure 3 that, on the whole, the accu-

racy of TransH-RA is higher than that of TransE. When the
learning rate is within the range of [0, 0.1], the increase of
the accuracy of TransH-RA is significantly higher than that
of TransE. Within the range of [0, 0.1], the fluctuation of

FIGURE 3. The experiment of learning rate and accuracy on FB15K.

the accuracy of TransH-RA is relatively small and gradually
tends to be flat, while the fluctuation of TransE is large, which
shows that the robustness of TransH-RA is stronger than that
of TransE, and the impact of the learning rate on ACC is
higher in TransH-RA than in TransE.

FIGURE 4. Marginal value and accuracy experiment on FB15K.

It can be seen fromFigure 4 that, on thewhole, the accuracy
of TransH-RA is higher than that of TransE.When the bound-
ary value is within the range of [0, 5], the accuracy rate of
TransH-RA increases significantly more than that of TransE.
However, the accuracy rate of TransH-RA fluctuates greatly
while that of TransE fluctuates gently, which indicates that
the robustness of TransH-RA is weaker than that of TransE,
and the learning rate has a greater impact on ACC than that of
TransE. According to the analysis of the reasons, TransH-RA
is greatly affected by positive and negative samples due to
the limitation of negative sampling strategy, and the sampling
strategy of negative samples needs to be further improved in
the future.

V. DISCUSSION
Considering the importance of AI interpretability [53], First
of all, we introduce the idea of hyperplane projection, so that
different entities have different roles in a specific relationship,
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which reflects the reliability of our model. Considering that
it is not easy to identify different similar entities, we add
the information of the entity field, and the fourth part of the
experiment verifies that the selection of neighbor nodes will
affect the training time consumption, memory consumption,
and the impact on ACC, which reflects the innovation of our
model. In addition, the relationship attribute feature itself has
a certain correlation with the head and tail entities, so we
add the attribute feature of the relationship to enhance the
processing ability of TransH-RA to complex relationships,
which reflects the flexibility of our model. Finally, the use
of the probability method proves that our model TransH-RA
has a certain effect on the triple classification experiment
and link prediction experiment. Therefore, our model is
interpretable.

Knowledge map is a very promising research direction.
With the development of machine learning technology, the
knowledge representation method in the knowledge map has
ushered in a significant development. For the transportation
field [54], [55], the knowledge map has been used for the
search of intelligent transportation destinations with its excel-
lent decision-making, analysis and recommendation capabil-
ities, and can recommend a suitable travel route according
to people’s needs, which not only facilitates our travel, but
also improves our work efficiency. For the medical field
[56], [57], knowledge atlas can establish a more systematic
and complete knowledge base and provide efficient retrieval.
This application can facilitate doctors to accurately find the
cause of cancer, and can help doctors diagnose cancer and
save patients’ lives. Based on the application of transporta-
tion and medicine, we can see that knowledge graph has
become an indispensable part of our life, providing informa-
tion retrieval, auxiliary diagnosis, automatic question answer-
ing and other help for our life.

VI. CONCLUSION AND FUTURE WORK
In this paper, a knowledge representation learning model
based on hyperplane projection and relational attributes,
namely TransH-RA, is proposed. This model mainly solves
the problem of defect in dealing with the relations of one-to-
many, many-to-one, many-to-many and reflexive in TransE.
First of all, we introduce the idea of hyperplane projection
based on the TransE model, which maps the head entity h
and the tail entity t to the plane of a specific relationship r.
This idea is inspired by TransH, which makes different enti-
ties have different roles in a specific relationship. Secondly,
considering that it is not easy to identify different similar
entities, the neighborhood information of entities is added to
learn the neighborhood of entities around different entities;
Then, in order to further strengthen the ability to deal with
complex relationships, attribute features of relationships are
added and attribute knowledge is embedded; Finally, in the
model training, the probability method is chosen to replace
the head and tail entities. Link prediction and triad classifi-
cation tasks are evaluated on four publicly available datasets:

WN18, FB15K, WN11, and FB13. The experimental results
show that TransH-RA in MeanRank, Hits@10, as well as
ACC three indicators have been improved, thus verifying the
validity of the model.

In future work, further improvements to the proposed
TransH-RA approach are planned. Because TransH-RA does
not significantly improve performance on large datasets dur-
ing the link prediction experiment, in the course of reading
the literature, it is found that LSTM can enhance the learn-
ing and prediction ability of the model. Therefore, in future
studies, we will try to combine LSTM with our proposed
model to improve the overall prediction ability of the model.
In addition, in the experiment of the influence of boundary
values on accuracy, the model is greatly affected by positive
and negative samples, and the sampling strategy of negative
samples needs to be further improved in the future.
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