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ABSTRACT Joint communications and radar sensing (JCRS) applications are currently being hailed as
the innovation of the next generation of mobile communications. The combination of communications and
sensor technology on one hardware platform offers various advantages, such as significant savings in space
and costs. The two technologies are no longer being optimized and developed side by side, as has been the
case in the past, but jointly. The physical channel is used by both simultaneously, including the transmitter
and receiver structures, which must be optimized for the combined application. This inevitably leads to an
influence on the performance of both systems. In this work, this influence is considered and analyzed with
respect to the effects of the radio frequency components. For this purpose, our previously published code-
division multiple access (CDMA)-based and vehicle-to-vehicle-focused model is extended to a JCRS model
and evaluated according to the achieved bit error rate as well as the mean deviation of the detected distance
and velocity in Simulink. The influence of the non-ideal hardware components (mixers, power amplifier,
low noise amplifier, filter, antenna) and characteristics (S-parameters, non-linearity of the amplifiers and
the noise) on the sensing and communications are analyzed and compared in this automotive context. The
results reveal that the noise of the low noise amplifier at the receiver side has the most decisive influence.
In contrast, the noise generated by the power amplifier at the transmitter has no effect due to the relatively
high signal power. The non-linearity of amplifiers at the transmitter also significantly impacts the available
sensing range by limiting and compressing signal power. Besides, the phase noise with a frequency offset
higher than 10MHz can increase the communications and sensing error rate. In contrast, the influence of
S-parameters is negligible, as the performance of communications and sensing is almost unchanged with
different S-parameters. In the future, the proposed single-target scene will be further extended to a multi-
target one.

INDEX TERMS CDMA, connected vehicles, joint communications and radar sensing, RF hardware
characteristics, modeling, physical layer, PMCW, 77GHz.

I. INTRODUCTION
In the last decades, communications and sensor technology
were developed and optimized side by side [1]. Short-range
radars operate at the frequency band of 77-81GHz, while
the 76-77GHz frequency band has been assigned for long-
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range radars [2]. With the development of communications
to ever higher frequencies in order to use the wide bandwidth
available there, the focus is on combining the two tech-
nologies. So-called Joint communications and radar sensing
(JCRS) approaches attempt to create a combination of the
two to take advantage of their convergence. In particular, this
is discussed for JCRS, i.e. the merging of communications
signal and radar sensing, as they are very similar in terms of
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the underlying physical effects and consequently, the applied
architectures [3]. Therefore, the joint concept includes using
the same waveform on the same hardware platform, which in
turn leads to a significantly reduced space requirement as well
as minor hardware costs. This makes the approach extremely
attractive for automotive manufacturers. Besides, JCRS is
receiving particularly high attention, as future communica-
tions systems are foreseen to establish sensing as a service [4],
[5]. Cui et al. summarize the benefits of JCRS systems or
more generally expressed as Integrated (radar) Sensing and
Communications (ISAC) or Joint Communications and Sens-
ing (JC&S) systems [6]: According to them, the advantages of
efficiency, which in addition to improvements in spectral and
hardware efficiency also includes an increase in energy effi-
ciency, are a strong argument in favor of JCRS applications
in today’s sustainability. However, the optimal waveform and
hardware platform for both technologies, which allow joint
operation in the current radar frequency ranges at 77GHz,
are still under discussion in the current literature [7], [8],
[9], [10], [11], [12], [13]. This discussion is taken up and
addressed in this work. Finally, a phase-modulated contin-
uous waveform (PMCW) – code-division multiple access
(CDMA) based JCRS system design is chosen, especially due
to the advantageous interference properties.

The focus of the present work is primarily on the hard-
ware components and their corresponding impairments of
a combined JCRS system architecture. The impact of the
non-idealities on the performance of the communications
in terms of achieved bit error rate as well as that on the
performance of the sensor system in terms of the mean
deviation of distance and velocity detection are investigated.
This includes the impact of characteristic quantities of the
transmitter and receiver RF components (mixers, amplifiers,
filters, antennas) and evaluates the observations of Rappaport
et al. [14], [15], who highlight the rapid degradation of key
transceiver performance metrics (noise figure and linearity of
the low-noise amplifier; peak output power and power-added
efficiency of the power amplifier) and, at the same time, the
increase in phase noise for increasing carrier frequencies,
typical for millimeter wave (mmWave) systems.

The underlying communications model has already been
presented by the authors for vehicle-to-vehicle (V2V) com-
munications and discussed with respect to the individ-
ual components in [16] and in the recently published
work [17]. In the former one, a basic V2V communica-
tions model was introduced and evaluated for various mod-
ulation schemes. Building up on this, the latter publication
already contained the mapping of the entire physical chan-
nel, including the representation of the radio frequency
(RF) hardware components, the realistic channel (obtained
from deterministic channel simulations for typical traffic
scenarios), an interleaved or parallel transmission strategy,
as well a wide variety of signal processing steps at the
receiver. Besides, in [18], the authors showed the first
evaluations of the combined communications and sens-
ing model, which is extended and combined in this work

with the previous progress. The resulting freely available
model1 ([19]) is capable of an extended radar sensing
model in addition to the communications model to obtain
a complete, combined system architecture for future JCRS
applications.

The importance of considering hardware limitations in
the design of future mmWave communications systems is
addressed in current publications [20], [21]. According to
Yang et al. [20], those hardware constraints result, inter alia,
from manufacturing errors and introduce different hardware
imperfections including phase noise, power amplifier non-
linearities, in-phase - quadrature-phase imbalance, etc., espe-
cially in mmWave frequencies. Wu et al. [21] state that a
thorough performance analysis taking into account the impact
of hardware impairments is needed to verify whether it will
be possible to guarantee future ultra-reliable low-latency
communications. Besides, Bartoletti et al. [22] predict in
their outlook that hardware impairments start to dominate
positioning and sensing performance, which, in the inclu-
sion of the above, again emphasizes the relevance of those
for future JCRS systems. A similar statement is made by
Wymeersch et al. [23], who also assign a high value to
the question of understanding how hardware errors affect
localization and detection accuracy and how signals should
be designed to make estimation robust to hardware errors.
Accordingly, there is great interest in investigating these
hardware impairments, as highlighted, for example, in the
European 6G flagship project Hexa-X [24].

Those hardware challenges, also addressed by Bozorgi
et al. [25] and Oliveira et al. [3] for both radar- and
communication-centric JCRS systems working in the 77GHz
range, such as linearity and efficiency of power amplifiers
(PAs) and low noise figure, high gain, and compression point
in low noise amplifiers (LNAs) are taken up and extended by
further hardware impairments such as non-ideal S-parameters
in the proposed work. Our contributions can be summarized
as follows:

- Discussing potential JCRS waveforms and then select-
ing a PMCW-CDMA-based system design due to its
benefits compared to frequency-modulated continuous
waveform (FMCW) or orthogonal frequency division
multiplexing (OFDM) based ones;

- Extending the previously published V2V communica-
tions model to a JCRS one, containing the whole physi-
cal layer (including the RF hardware representations, the
channel and the digital signal processing blocks for the
sensing as well as the communications part;

- Evaluating the impact of the RF hardware non-
idealities, concerning S-parameters, (phase) noise, and
non-linearity of the amplifiers on simultaneously the
communications (bit error rate) and sensing perfor-
mance (average distance and velocity error, respec-
tively);

1https://doi.org/10.5281/zenodo.7352183
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- Discussing the design recommendations and criteria for
future JCRS systems based on the former metrics;

- Providing the models freely to the public so everyone
can participate.

The publication is structured as indicated hereafter: In
chapter II, potential JCRS waveforms are presented and dis-
cussed in terms of their suitability for automotive applica-
tions. In addition, the state-of-the-art JCRSmodeling, mainly
taking hardware impairments into account, is reviewed, and
the contribution of the proposed publication is highlighted.
Subsequently, the description of the developed JCRS system
model follows in chapter III. On the one hand, a summary
of the extension of the communications model (published
in [17]) is given; on the other hand, the radar sensing part
is introduced. However, this work focuses on the hardware
components and their corresponding non-idealities. The met-
rics to compare their effects on the communications and sens-
ing performance are provided in chapter IV. The hardware
impairments themselves are described in chapter V and ana-
lyzed with regard to their influence on communications and
radar performance. This evaluation takes place in chapter VI,
while the discussion of the results follows in chapter VII.
In the last chapter, the work is summarized, classified in the
state-of-the-art and finally, an outlook is provided.

II. STATE-OF-THE-ART OVERVIEW
In this study, JCRS systems are investigated with partic-
ular emphasis on radar-based communications. Radar is a
well-known technology in the automotive sector and is now
built as standard in vehicles for applications such as adaptive
cruise control or advanced driving assistant [2]. In contrast
to camera systems, radar offers the great advantage that the
sensing capabilities are not affected by sunlight or adverse
weather conditions. Besides presence detection, radar can
also measure distance, speed and, in the case of multi-antenna
systems, the separation of objects in space.

Current systems are mostly based on a waveform called
FMCW. However, this waveform is under considerable
discussion, especially due to the high interference to be
expected, justified by the ever-increasing number of vehicles
equipped with radar sensors with a simultaneous increase in
the number of radar sensors in a single vehicle [26], [27].
Consequently, and especially in the context of future JCRS
systems, various waveforms are under consideration, which
in turn are well known from communications, such as OFDM
or CDMA-based systems. A comparison of different wave-
forms is accordingly addressed in the following.

In addition to the choice of the underlying waveform,
developing future JCRS systems is a generally complex
and costly process. Known for example from the antenna
design, the vehicle manufacturers and the suppliers of the
sensors/antenna systems must be in close contact with each
other. Therefore, in order to replace the laborious trial-and-
error approaches, simulation-based analysis is preferred [28].
An overview of current modeling approaches is provided,

especially with regard to hardware impairments and their
impact on the overall system performance.

A. DISCUSSION OF JCRS WAVEFORM
FMCW is the state-of-the-art waveform used in the current
automotive radar sensors and impresses with its underlying
signal processing. The desired target parameters (velocity,
range, spatial orientation) can thus be determined easily and
cost-effectively by means of the fast Fourier transform (FFT).
At the same time, FMCW radars are usually operated without
a focus on multiple access techniques. Accordingly, Wald-
schmidt et al. [2] state that interference especially becomes
problematic for FMCW systems with the increased num-
ber of sensors since no rules for coexistence are available
at 76 – 77GHz or 77 – 81GHz. This in turn results in the
susceptibility of FMCW systems to interference when the
interference falls within the receiver’s passband. This case is
more likely to occur in dense traffic scenarios, where with the
increasing number of vehicles and the increasing number of
sensors on a single vehicle, the interference problem is further
amplified [26], [27]. However, the interference needs to be
minimized as it can end up in critical traffic scenarios due to
the failed communication of safety-related information and
can lead to reducedmeasurement accuracy, detection of ghost
targets, or even complete failure of the sensor system [2].
Furthermore, it has been shown that by means of spoofing
attacks, FMCW radar systems are prone to be disrupted
in such a way that even critical accidents can be induced
by affecting the vehicles’ sensors [29], [30]. Consequently,
as FMCW is used in radar sensor technology today (non-
standardized, noisy, and susceptible to interference), it is
considered critical or even unsuitable for communications
purposes, since a distortion-free signal is required for the
communications of safety-relevant information.

PMCW is considered a promising alternative continuous
waveform, which utilizes a direct sequence code division
multiple access (DS-CDMA) code division multiplexing and
thus does not use a linear frequency ramp, unlike FMCW
approaches. Instead, the processing is performed using corre-
lation receivers, which allows for a simple, energy-efficient,
and robust implementation that in turn avoids fast fre-
quency synchronization and the generation of highly lin-
ear edges [31], [32]. Additionally, PMCW-based systems
are less susceptible to carrier frequency deviations than
OFDM-based multi-carrier systems. High-frequency devi-
ations arise in OFDM due to the need for multiple local
oscillators and leakage effects of the discrete Fourier trans-
form, which in turn requires the implementation of correc-
tion algorithms. Besides, OFDM-based systems have the dis-
advantage of high dynamic range in the transmitted enve-
lope power. Consequently, a poor peak-to-average power
ratio (PAPR) is exhibited [33], [34]. The demands on the
amplifiers are correspondingly high since a high dynamic
range must be linearly amplified to avoid nonlinear dis-
tortion. At the same time, the quantization stages of the
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digital/analog (D/A) converters or analog/digital (A/D) con-
verters are not optimally utilized, since a large part of the
resolution of the converters is reserved for the rare peak val-
ues. Moreover, the autocorrelation property of OFDM signals
cannot be guaranteed for quadrature amplitude modulation
(QAM) constellations, resulting in sidelobes that degrade
the detection performance [35], [36], [37]. In contrast, the
PMCW-based single carrier approach used here is able to
maintain low PAPR values, which is essential for mmWave
systems equipped with imperfect nonlinear devices.

B. MODELING
Simulation models are partially available in the litera-
ture for vehicular communications [38], [39], [40], [41],
[42], [43], but most of them refer to the sub-6.GHz V2V:
Reichardt et al. [38] designed a system at 5.9GHz and inves-
tigated, inter alia, the bit error rate (BER) and the packet
error rate (PER) for V2V communications in different traffic
scenarios. Shirude et al. [39] evaluated a transmitter and
receiver design using MATLAB/Simulink, Wang et al. [40]
published a simulation environment for ad hoc networks
(VANET) reconstructing inter-vehicle communications for
different scenarios using MATLAB. Dakić et al. [41] pre-
sented a validated real-time modeling of a vehicular commu-
nications scenario at 5.9GHz using a hardware-in-the-loop
simulation platform and a geometry-based stochastic channel
model. Saponara andGagliardi [42] proposed a physical layer
model for communications based on IEEE 802.11p using
Matlab/Simulink simulations to analyze the baseband pro-
cessing, the physical channel for different scenarios (urban,
suburban, highway) and the RF hardware. In the same vein,
the work carried out by Cabezas et al. [43] presented a sim-
ulation model of the physical layer for IEEE 802.11p. This
allowed the authors to evaluate the PER. Alternative stan-
dards to the 802.11p standard are discussed by Triwinarko
et al. in their developed models [44]. As a result, Triwinarko
et al. observed improvements in the physical layer (in terms
of improved PER and partially higher throughput) in other
802.11 standards.

In the publications [38], [40], [41], [43], [44] mentioned
above, the physical layer is examined on the bit level,
as for example in [41] by a hardware-in-the-loop setup, how-
ever, the hardware influences remain without consideration.
Shirude et al. [39] used RF blocks similar to the proposed
work, but did not specify what settings they made, so ideal
conditions are assumed for the hardware blocks. Furthermore,
Saponara and Gagliardi [42] built an analog transmitter and
receiver in Simulink and considered the hardware impair-
ments: receiver noise figure, receiver sensitivity, transmitter
and receiver oscillator phase noise and the implementation
loss factors of the digital base-band. However, they used spe-
cific configurations for their included hardware impairments
and thus, did not vary them, as is the case in the present
work, which aims to study their effects in detail. In summary,
most of the above systems did not consider, or only partially

considered, hardware impairments of the communications
or JCRS systems and their potential performance degrading
effects [42].

This in turn must be seen critically, as the hardware
effects have a significant impact on the performance of the
communications and sensor technology and therefore can-
not be ignored. Oliveira et al. [3] address these hardware
challenges, listing the following four aspects: First, the lin-
earity and efficiency of the PAs; second, the in-band full-
duplex operation (IBFD) of the transmit and receive channels
with sufficient isolation; third, the low noise figure, the high
gain, and the compression point in the LNAs; and fourth,
the high-resolution D/A converters and high-resolution A/D
converters in all-digital JCRS systems. Some effects, such
as clock synchronization, are not problematic for commu-
nications, but lead to considerable errors on the part of the
sensor system. Asynchronous transceivers and their negative
effect on radar performance were addressed, for example,
by Zhang et al. [45]. Bozorgi et al. [25] analyzed transceiver
block requirements, in terms of amplifiers (PA, LNA) and
voltage-controlled oscillators (VCO) or phased-locked loops
(PLL) for a modulated FMCW waveform for future JCRS
systems at frequencies of 70 – 83GHz. The theoretical anal-
yses of the RF front-end challenges and possible ways to
converge the requirements in a single transceiver presented
by Bozorgi et al. are explored in detail in the present work.

Barreto et al. [46] investigated the effects of hard-
ware imperfections for an underlying FMCW waveform at
61GHz, while focusing on the impact of non-linearities of
the LNA and PA on the communications performance, con-
sidering perfect synchronization and a single-path channel
without fading. Likewise, for FMCW-based system architec-
ture, Dudek et al. [47] investigated the effects of realistic
nonlinear hardware components on the down-converted base-
band signal for a long-range radar at 77GHz. Dudek et al.
concluded that the need for implementing accurate nonlinear
component models is imperative as in their evaluated sce-
narios the receiver magnitude is limited to about 2 dBm and
the noise floor is about 20 dB higher for close targets, which
gets especially critical in a blocking scenario where a smaller
target cannot be detected anymore due to the supersaturated
receiver circuit.

Chen et al. [48] considered an OFDM-based localiza-
tion system at 140GHz, taking hardware impairments into
account and investigating the contribution of each individual
impairment. They focused on residual phase noise (PN) and
residual carrier frequency offset (CFO), residual mutual cou-
pling (MC) and power amplifier nonlinearity (PAN). In their
conclusion, PN and PAN affect both angle and delay estima-
tion, whereas CFO and MC have a more significant effect
on angle estimation. Hence, they advised special pilot sig-
nal design, hardware degradation estimation, and mitigation
algorithms for accurate localization in 6G systems.

However, to the best of the authors’ knowledge,
there are hardly any observations for the impact of
hardware impairments for a direct-sequence spreading

28568 VOLUME 11, 2023



M. Lübke et al.: Evaluating RF Hardware Characteristics for Automotive JCRS Systems

FIGURE 1. Proposed JCRS system architecture based on PMCW-CDMA at 77 GHz. As an extension to our previously published contribution [17],
which focused specifically on V2V communications, the radar part has now been included and the performance of both was evaluated with respect
to RF impairments.

spectrum (DSSS)-based PMCW waveform, including non-
perfect synchronization. This is also the conclusion reached
by Adler et al. [49] in their analysis of the current modeling
tools. They introduced their developed, so-called Herme-
sPy, open-source link level evaluator, which is capable of
modeling the communications as well as radar for various
waveforms, including also single carrier ones. Our work
extends this detailed modeling by focusing even more on
the effects of hardware impairments such as S-parameters,
phase noise, amplifier non-linearities, and noise in general
on communications and sensing performance at frequencies
in the 77 GHz range.
Remark 1: The layers above the physical layer (according

to the Open Systems Interconnection model) are not the focus
of this work, but are no less important for the realistic model-
ing of communications or JCRS systems. That is why a brief
outline of current developments is given below. There are var-
ious network simulators such as OMNET++, ns-3, OPNET,
JiST/SWANS and GloMoSim. Veins, based on OMNET++

and the traffic simulator SUMO [50], or Artery, a modular
V2X framework based on ETSI ITS-G5 protocols [51], are
well-known examples of simulation software that provide the
link between physical and network layers. To give two exam-
ples that meet the requirements of mmWave-based vehicle
communications for 5G networks: In [52], MilliCar (an ns-3
module based on the latest NR V2X specifications [53]) was
used to evaluate the performance of V2V networks. MilliCar
contains the implementation of the 3GPP channel model for
V2V communications, while aligning the physical layer with
the medium access control (MAC) layer within the 3GPP NR
V2X framework. Besides, the simulation of vehicular net-
works can also be implemented inMatlab/Simulink, as shown
in [54]. Here, Storck andDuarte-Figueiredo presented a study
on 5G VANETs comparing the results (transmission rate and
transmission delay) of ns-3 and Matlab simulations. In the
future, we also plan to integrate the proposed model into the
Veins network simulator to gain insight into the higher layers
and their impact on JCRS performance.

III. JCRS MODEL
Based on [17], where the authors presented and tested a
mmWave simulation system for vehicular communications at
77GHz, this model is extended to include the radar detection
function. The obtained JCRS system is radar-based since the
waveform is PMCW, and automotive radar systems occupy
an operation frequency of 77GHz. The radar system shares
the same hardware, spectrum, waveform, and signal with the
communications part.

A typical V2V scenario containing two cars is examined in
the following. One car acts as a transmitter of the evaluated
JCRS signal, which is later used for communications with the
(other) receiving car and monostatic sensing by the transmit-
ting car itself. On the one hand, the communications receiver
vehicle is capable to estimate the channel state information
and extract the communicated data afterward. On the other
hand, the signal is reflected by the communications receiver
vehicle and then received by the transmitting vehicle again.
At the transmitter, the reflected signal is used to estimate the
relative direction, distance and velocity of the environment (in
our case the communication partner vehicle). Consequently,
one signal sequence can competent both communications and
sensing functions and benefit from the saved spectrum and
energy. In Fig. 1, the proposed system structure is depicted,
which will be reviewed regarding the communications sys-
tem, the channel model as well as the newly introduced
modeling of the radar sensing part with its underlying signal
processing steps.

A. COMMUNICATIONS
1) ARCHITECTURE
The shared transmitter is capable of implementing commu-
nications and sensing functions simultaneously. The JCRS
system uses a single carrier waveform with direct-sequence
spreading spectrum (DSSS): the data sequence, generated by
a randomly but equally distributed Bernoulli Binary genera-
tor, is spread using a short spreading sequence with a length
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of L = 15. In addition, a long spreading sequence with a
length of L = 1023 is chosen as the pilot signal to achieve
a more precise channel estimation and extend the maximum
unambiguous range. Hereby, the spreading sequences are
known as pseudo-random noise (PRN) sequences due to
their random-like nature. There are different types of PRN
sequences, like maximum length sequences (m-sequences),
Gold sequences [55],Walsh-Hadamard codes [56] andBarker
codes [57]. In this work, m-sequences generated by linear
feedback shift registers (LFSR) are chosen as the spreading
sequences because of their simple generation process and
good auto-correlation function (ACF) and cross-correlation
function (CCF) performance, which helps to reduce the dis-
tortion and interference from other transmitters [58].

Moreover, the transmitter uses a parallel approach: the data
sequence is directly transmitted on the in-phase (I) com-
ponent, while the pilot is transmitted over the quadrature
(Q) component by a 90◦ phase shift. At the receiver, both
components are separated by the despreading process. The
advantage of this parallel approach is that both the commu-
nications and radar receivers can keep track of the channel,
especially for the radar function, which is expected to react
immediately to the change of channel conditions.

The spread signal is modulated by a binary phase shift
keying (BPSK), in order to avoid interference between the
I and Q components. Afterward, the modulated signal is
processed in the RF blocks: Mixed to 77GHz, filtered, ampli-
fied and transmitted with the antenna. At the receiver, the
signal is collected by the antenna and then amplified, fil-
tered and mixed down. In the baseband, the pilot and data
sequences are processed separately. The channel information
like delay, phase and frequency shifts are extracted from the
pilot and used to compensate for the channel to get reliable
data demodulation and detection.

2) EXTENSION OF [17]
The basic architecture of the communications was taken from
the authors’ previous publication [17], but the parameters
were further adapted to match future JCRS applications.
Tab. 1 lists the old configurations as well as the ones used
in this work. Considering the large available bandwidth for
mmWave, the bandwidth is set to B = 4GHz, whereas the
corresponding chip rate is Rc = 2Gbit/s. The spreading gain
G stays at 40. Thus the data rate is RT = 50Mbit/s.
In addition, the architecture was adapted to the single-input

single-output (SISO) antenna arrangement and the simplified
1-path channel model, which is described in more detail in
the next subsection. Thus, the maximum-ratio combing and
the Rake-receiver structure were not considered and were
reduced to one single finger in this work.

As for the channel estimation part, the function of the
synchronization block and the despreading part are over-
lapped, since both contribute delay compensation. Moreover,
as the synchronization changes the time shift of the locally
generated PRN sequence, it also influences the estimated

TABLE 1. Overview of the system parameters.

delay in despreading. To this end, the synchronization part is
removed.

Moreover, the radar receiver and the corresponding reflec-
tion path are included in the system. The echo experiences
the same delay, attenuation and frequency shift as the for-
ward signal. The radar receiver extracts channel information
from the echo signal. With the increased chip rate and the
fixed sequence length, the maximum unambiguous range is
reduced while the range resolution is improved. Additionally,
the Doppler shift is estimated using FFT instead of the phase
derivative proposed in [17]. Therefore, the maximum unam-
biguous velocity and velocity resolution are defined.

B. CHANNEL
The channel characteristics are extracted from WinProp, a
3D-Ray-Tracing software solution provided by Altair, and
have already been integrated for a typical traffic scenario
in [17]. It should be noted that WinProp was validated for use
in the 77GHz frequency range by the authors in [59]. In this
work, an line-of-sight (LOS) scenario is considered, in which
two vehicles communicate with each other while using the
reflection on the communication partner for radar sensing.
Thus, the radar performance of detecting a single object is
investigated, and for simplification, only the direct path is
included.Multipaths or a non-Line-of-Sight (NLOS) scenario
are left for future research. Besides, the channel character-
istics, like delay, attenuation, additive white Gaussian noise
(AWGN), and Doppler frequency shifts (fD), are included.
The channel parameters are summarized in Tab. 2.

Since the communications and the sensing share the same
signal waveform, the signal arrives at the receiver of the com-
munication partner vehicle and is simultaneously reflected
to the original transmitter car. The wave travels through
the same channel back again and is finally received by the
transceiver. As a result, the delay and the Doppler shift are
doubled, and the path loss is also increased. Moreover, the
reflection also leads to a reflection gain and a phase shift
1φ. The reflection gain is usually specified as radar cross
section (RCS) σ with the unit area (m2) or decibels with
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TABLE 2. Communication channel parameters of the LOS path.

respect to 1 square meter (dBsm). It is mainly determined
by the object’s size, shape and material, as well as the signal
frequency, polarization and incidence angle. For cars, the
RCS is typically 10 to 20 dBsm [60], whereas in this work,
σ is chosen to be 15 dBsm.
Remark 2: The communication attenuation of the LOS

path can be back-calculated by

Ac =
GtGrλ

2

(4π )2R2
, (1)

where Gt and Gr are the transmitter and receiver antenna
gains, respectively, λ =

c
fc

corresponds to the signal wave
length and R is the propagation distance. In this scenario,
the distance between the transmitter and the receiver is R =

20.28m, resulting in a corresponding path loss of 96.31 dB
(without considering the antenna gains). However, for the
radar signal path loss, according to the radar equation

Ar =
GtGrλ

2σ

(4π)3R4
, (2)

the radar signal attenuation Ar is 118.44 dB (again without
taking the antenna gains into account).

C. RADAR
1) ARCHITECTURE
At the radar transceiver, the sensing information (like distance
and relative velocity and, in multi-antenna systems angle of
arrival (AoA)) is extracted from the reflected signal. Gen-
erally, only the pilot signals are used for this purpose, with
processing similar to the channel estimation in the commu-
nications receiver: After despreading the pilot, the delay and
the Doppler frequency shift are extracted, depicted in Fig. 1.
A correlation bank is implemented to estimate the delay and
frequency offset: after correlation, the highest peak in the
correlation bank is interpreted as the searched despread pilot,
whose index indicates the propagation delay and its phase
carries the information about the phase and frequency shifts.
In this work, the Doppler frequency shift is calculated by
the FFT. At last, the distance and the relative velocity are
estimated according to

d =
c · τ

2
, (3)

v =
c · fD
2fc

, (4)

where c = 3 × 108m/s corresponds to the speed of light in
vacuum, τ to the propagation delay, and fc = 77GHz to the
carrier frequency.

The estimation methods of AoA are usually based on
multiple-input multiple-output (MIMO) radar designs and
have been proposed in other reports like [61] and [62]. In this

work, a SISO system architecture is chosen to focus on the
evaluations of the impact of hardware impairments on the
range and velocity estimations. The consideration of AoA is
left for future studies.

In the proposed JCRS system, communication is based on
the radar sensing signal, which helps to improve the spec-
trum efficiency, reduce the hardware size and save energy.
The pseudo-random-like nature of the PMCW signals does
make it harder to be detected by other devices and in con-
sequence, more challenging to be actively jammed. Overall,
the PMCW signal can efficiently reduce inter-user and inter-
channel interference, improving the communications’ safety
and sensing reliability.

2) SIGNAL PROCESSING
The basic signal processing steps are already included in the
previous work [17] in the context of estimating the channel
state information for the V2V communications system. How-
ever, those concepts can be reused for radar sensing, where
a correlator bank despreads the pilot and extracts the delay
and phase offset of the received signal. The frequency shift
is then estimated by deriving the phase. This frequency shift
estimation strategy is advantageous due to its fast response
time, which can prevent data loss at the beginning of commu-
nications. However, it is fragile and unstable to noise. More-
over, if two objects have the same distance (i.e., same delay)
to the transceiver, the frequency estimator cannot distinguish
their respective Doppler frequencies: the frequency estimator
only gets one result, which is the superposition of those
two frequencies. Hence, the most common frequency/relative
velocity estimation scheme is based on the FFT, as it can
extract all frequency offsets from the spectrum. That is why
it is preferred in radar sensing.

Fig. 2 shows the applied radar signal processing scheme,
which is well-known in the state-of-the-art literature [63],
[64]. The decorrelator extracts the delay and despreads the
pilot to calculate the distance and relative velocity, respec-
tively. The accumulator accumulatesM correlation results to
increase the signal-to-noise ratio (SNR). Afterward, the N -
FFT takes N samples to estimate the frequency offset. The
total dwell time Td is calculated by

Td = L · Tc ·M · N , (5)

where L = 1023 is the length of the pilot sequence, Tc is the
chip period with Tc =

1
Rc

= 0.5 ns. Note that the dwell time
is the theoretical latency of the frequency estimation, while
the frequency resolution 1f is inversely proportional to the
dwell time:

1f =
1
Td

. (6)

An enhanced velocity resolution leads to a higher latency
and vice versa, which is why a suitable trade-off has to be
identified.
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FIGURE 2. Signal processing chain of the PMCW-based radar: The delay is calculated after decorrelation, while the Doppler
shift is estimated by an FFT.

3) UNAMBIGUOUS RANGE AND RANGE RESOLUTION
The maximum unambiguous range defines the theoretical
maximum distance that the sensor can detect. The unambigu-
ous range is determined by the period of the pilot since if the
reflected pilot of the previous period is detected after the start
of the next period, the detected time delay is L ·Tc less than the
correct value [65]. Thus, themaximum unambiguous range ru
is defined as

ru =
c · L · Tc

2
. (7)

In this work, ru equals 76.725m, meaning that the radar is
specified as a short-range radar. However, it is possible to
extend the unambiguous range by increasing the pilot PRN
sequence length L.

The range resolution 1r denotes the minimum distance
between objects that the radar can still distinguish [66]. The
sensing resolution determines the sensitivity and the achiev-
able sensing accuracy. The range resolution is related to the
chip rate,

1r =
c · Tc
2

. (8)

According to Eq. 8, the range resolution can be improved by
employing a large bandwidth, which is naturally available at
mmWaves frequencies. For the chosen bandwidth of 4GHz,
this results in a range resolution of 0.075m in the proposed
system.
Remark 3: The maximum unambiguous range denotes a

theoretical maximum available sensing range. However, other
factors like channel attenuation and noise power also affect
the maximum sensing range.

4) UNAMBIGUOUS VELOCITY AND VELOCITY RESOLUTION
The maximum unambiguous velocity defines the theoretical
highest speed that the sensor can detect without ambiguity.
The decision of maximum unambiguous velocity should refer
to the radar application field and the corresponding require-
ments. As a short-range radar is considered, which is usually
employed on urban roads, where the speed is limited to
50 km/h (13.9m/s) in Germany and most countries, the max-
imum relative speed of two vehicles is 100 km/h (27.78m/s).
Thus, the unambiguous velocity vu has to be higher than this
value. It is given by

vu =
c

4 · fc ·M · L · Tc
. (9)

In this work, vu equals 47.61m/s (171.38 km/h), which is well
over twice the maximum speed allowed on urban roads.

The velocity resolution 1v implies the minimum change
in velocity that can be detected. 1v is proportional to the
frequency resolution and, thus, inversely proportional to the
dwell time Td, i.e.,

1v =
c · 1f
2fc

=
c

2 · fc · Td
. (10)

In [63], their PMCW system has a velocity resolution of
0.5m/s, while in [65], the velocity resolution is 1v =

0.25m/s. Moreover, in [32], their PMCW radar has a velocity
resolution of 0.2m/s. Due to the trade-off between accuracy
and latency, 1v = 0.2m/s is seen to be required in this work,
resulting in a corresponding dwell time of Td = 10ms.
The FFT size N is given by

N = 2⌈log2
2vu
1v ⌉

= 512. (11)

Since N = 512, Td = 10ms, L = 1023, Tc = 0.5 ns,
according to Eq. 5,M ≥ 39 is desired. In this work,M is set to
40. Thus, the dwell time Td, also called latency, is recalculated
to 0.0105 s. According to Eq. 10, the velocity resolution is
recalculated to 1v = 0.186m/s.
Remark 4: The sensing resolution denotes a theoretical

minimum achievable sensing error. However, other factors,
like environment and hardware quality, also influence the
sensing error. Considering the sensing error may exceed the
resolution due to these factors, other metrics to measure the
sensing accuracy are required.
Remark 5: Tab. 1 lists the discussed system parameters.

The transmission with DSSS benefits from suppressed inter-
ference and distortion. The large occupied frequency band-
width allows a high data rate and range resolution. It is
possible to increase the data rate by decreasing the spreading
gain. However, this will degrade communications security.
The maximum unambiguous range is proportional to the pilot
sequence length. This range is in tens of meters in this work,
allowing short-range sensing. Of course, it is possible to
increase the pilot length by adding registers in the LFSR.

IV. METRICS
Since the impact of non-ideal hardware should be investi-
gated, both communications and radar functionalities require
metrics to evaluate their performance, especially the error
rate. For communications, this includes an evaluation of the
bit error rate (BER), while for the radar function, in order
to measure the estimation performance, the mean absolute
error (MAE) is utilized. In the following, these metrics are
explained in more detail.
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FIGURE 3. Applied RF signal processing chain with the varied parameters given below the corresponding hardware blocks.

A. COMMUNICATION—BER
The BER over the SNR is an important metric for measur-
ing communications performance. In [17], the BER under
different configurations has been investigated. Generally, the
BER-SNR curve is a water-fall curve: the BER decreases
with increased SNR. However, the impact of the non-ideal
hardware components on communication performance is to
be investigated in this work. Consequently, the BER is tested
for different hardware parameters (like S-parameters, noise
figure, etc.), instead of the BER-SNR curve.

B. SENSING—MEAN ABSOLUTE ERROR
Next to the resolution, other factors affect the sensing accu-
racy, like the attenuation and the noise level. As the MAE
directly measures the accuracy of the sensing, it is chosen
as the main performance metric for the radar system per-
formance. Here, the range-MAE (R-MAE) rM and velocity-
MAE (V-MAE) vM are defined by

rM = avg|rd − r|, (12)

vM = avg|vd − v|, (13)

where rd and vd correspond to the detected range and velocity,
respectively. The actual range and velocity are indicated by r
and v.
Similar to the BER, the MAEs also change with varying

channel and hardware conditions. Longer distances, higher
noise power or worse hardware quality lead to larger MAEs.
Thus, the MAEs are considered suitable metrics to measure
the impact of hardware effects on radar functionality. Sum-
marized, in this work, the performance of communications
is measured by the BER and the radar sensing accuracy is
represented by the R-MAE and V-MAE.

V. ANALYSIS OF THE HARDWARE EFFECTS
The following RF components are integrated into the JCRS
system under consideration: mixer, filter, amplifier and
antennas, whose characteristic impairments will now be
investigated in more detail. Their realistic parameters are
integrated and can be varied according to the demands. The
RF system design is depicted in Fig. 3, where the upper
components denote the RF transmitter block, while the lower

FIGURE 4. Characteristic of the applied bandpass filter with the center
frequency of 77 GHz and 3 dB-passband of 4 GHz.

components represent the RF receiver block. The parame-
ters (S-parameters, NF, PN, non-linearity parameters) whose
impact on system performance is to be investigated are
indicated below the corresponding RF components. These
non-idealities were determined in [17] and were selected
from the state-of-the-art literature for realistic 77GHz RF
devices [47], [67], [68], [69]. The operating temperature of
both the transmitter and the receiver is fixed to 300K. At the
transmitter, the up-mixer converts the baseband signal to the
RF carrier frequency of 77GHz. Afterward, the signal is
filtered by a bandpass LC-filter with a 3 dB bandwidth of
4GHz centered at 77GHz, whose characteristic is shown
in Fig. 4 and the corresponding quality factor is given by
fc/B = 19.25. The filtered signal is then amplified by a
PA operating at 77GHz with 26.4 dB gain and an output
saturation power Psat of 15.82 dBm. Additionally, an antenna
block is included after the PA to model the antenna mismatch,
whereas its parameters are chosen from [70]. The correspond-
ing antenna gain is 16.56 dB. The antenna is installed at both
the transmitter and receiver sides. The corresponding total
antenna gain is 33.12 dBi.

At the RF receiver, after being received by the antenna,
the signal is processed by an LNA with a 10 dB gain, having
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TABLE 3. RF parameters. The experiment comprises four parts: (1) The performance comparison between the ideal (s11 = s22 = 0) and non-ideal (listed
in this table) S-parameters. (2) The test of the non-linear property of PA. (3) The investigation of PN of up- and down-mixers. (4) The separate
implementation of noise figure (NF) of PA and LNA.

an NF of 5 dB. In the next step, the signal is filtered by a
bandpass filter with configurations the same as the one on
the transmitter side. At last, the signal is converted back to
the baseband by the down-mixer.

The parameters of the RF components are listed in Tab. 3,
where the S-parameters, the linearity like the third order
intercept point (IP3) (here: input IP3 (IIP3)) and the 1 dB-
compression point (P1dB) (here: output P1dB (OP1dB)), and
the noise (phase noise of mixers and noise figure of PA
and LNA) are included. In the experiment, their impact on
the JCRS system is investigated, regarding the BER and the
MAEs, as mentioned in the previous section. In this work,
first, the effect of the S-parameters of individual components
is investigated. Then the test of the phase noise of the mixers
is implemented. Afterward, the non-linearity of the PA is
chosen to analyze the influence of the non-linear properties.
At last, the noise figures at the transmitter and receiver sides
are handled separately. Besides, the co-effect of the PA’s
non-linearity, the noise generated at the receiver and their
influence on the sensing range are described in detail.

A. S-PARAMETERS
The S-parameters represent the linear characteristics of the
RF devices. For a two-port device, the S-matrix is a four-
element matrix:

S =

(
s11 s12
s21 s22

)
, (14)

which describes the forward gain, reflection and isolation
properties as follows:

- s11: input port reflection
- s12: reverse gain
- s21: forward gain
- s22: output port reflection

The reverse gain s12 is ignored due to its negligible values.
The S-parameters’ operation frequency is 77GHz in this

publication. The S-parameters influence the communications
and sensing results since the reflection parameters s11 and
s22 bring the input and output return loss, leading to power
reduction, whereas the reverse gain s12 corresponds to the
feedback from the output to the input port and influences
its stability and the forward gain s21. Ideally, when s11 =

s12 = s22 = 0, there is no wave reflection, and the reverse
isolation is perfect. Consequently, the S-parameters have no
bad influence on the system performance. However, realistic
RF components have non-zero reflection parameters and their
reverse isolation is not ideal. The BER and MAEs with ideal
and non-ideal (realistic) S-parameters are compared in the

experiment. Their difference indicates the influence of the
S-parameters. Other RF parameters are idealized during the
test to remove their influence.

The experiment for S-parameters is conducted for two
SNRs, which are considered the upper and lower SNR limit
for this system design since they can represent the system
in good and bad environments. The SNR is calculated at
the output of the RF down-converter and before the A/D-
converter, where all of the analog noise is included. Since the
channel characteristics are fixed, the SNR only changes with
varying noise power at the receiver side.

According to

Pr =
PtGtGrλ

2σ

(4π)3R4
, (15)

where Pt denotes the signal power at the transmitter side
and Pr the signal power at the receiver side. A maximum
received signal power of Pr = −69.5 dBm is achieved in
the case of Pt = Psat. As for the noise power, only the
thermal noise and the noise generated by the RF receiver
are considered. The noise power generated at the transmitter
side can be ignored due to the high propagation loss. Accord-
ing to the world meteorological organization (WMO) report,
the observed lowest and highest temperatures on the earth
are −89.2◦C and 56.7◦C, respectively. Their corresponding
thermal noise power is −79.93 dBm and −77.4 dBm for the
applied bandwidth of 4GHz. At the receiver, according to the
Friis formula for noise factors [71]

Ftotal = FLNA +
Fdown-mixer − 1

GLNA
, (16)

the total noise figure is mainly determined by the first RF
block (the LNA), since GLNA = 10 dB is very high. The
LNA’s NF is set to 5 dB in this system, while the general
LNAs have NF lower than 10 dB [47], [69], [72]. With a
reference temperature of 290K, their corresponding noise
powers are −68.41 dBm and −74.61 dBm. As a result, the
highest and lowest noise powers at the LNA (before amplifi-
cation) are −67.9 dBm and −73.49 dBm, respectively, where
the upper bound corresponds to the case of NF = 10 dB and
temperature of 56.7◦C, and the lower bound comes from the
NF of 5 dB and temperature of −89.2◦C, the corresponding
SNR per bit Eb/N0 is limited to [7, 1.38] dB. If the noise of
the down-mixer is ignored, the system part after LNA shares
the same SNR. The impact of S-parameters is tested with
these two configurations in the experiment. Other non-ideal
parameters, like non-linearity and phase noise, are excluded
during the test. The result is given in Sec. VI-A.
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Remark 6: The noise power generated by the transmitter
could be ignored since it becomes very low due to the high
propagation attenuation. E.g., in this system, the noise power
that comes from the PA with an NF of 10 dB is −68.41 dBm,
it is attenuated to −153.73 dBm after propagation, which is
much lower than the contribution of the other noise sources.
Remark 7: To ensure the system performance only

depends on the varied parameter, other parameters must be
idealized. The ideal parameters in this work mean they have
no impact on system performance. The ideal S-parameters
have only a non-zero value of s21. The ideal non-linearity
means the corresponding component always works in a linear
case, i.e., Psat, P1dB, and IP3 are infinite. The NFs are set to
zero when they are idealized. As for PN, the ideality means
the phase noise level at all the frequency offsets is set to
a very low value (e.g., −300 dBc/Hz), and its influence on
communication and radar functions is negligible.

B. PHASE NOISE
The phase noise of the up/down-mixers mainly comes from
the non-ideal oscillators. Ideal oscillators generate a pure sine
wave whose spectrum is a Dirac delta function. However,
realistic oscillators also generate noise, which extends the
spectrum to wider bands [73]. This noise is mainly phase
noise, whereas amplitude noise is considered negligible.
Hence, for a sinusoidal wave, the output of the oscillator can
be described by

vo(t) = A · cos(2π fct + φn(t)), (17)

where A denotes the signal amplitude and φn(t) represents the
phase noise. The phase noise appears as a jitter in the time
domain and results in a broader spectrum in the frequency
domain. Its unit is usually dBc/Hz, which denotes the noise
power relative to the signal power in a 1Hz bandwidth at a
certain frequency offset from the carrier frequency. Generally,
the PN at higher-frequency offsets is lower than at low-
frequency offsets. For the mixers or oscillators, there always
exists a noise floor for the PN, where the PN is white at the
frequency offsets higher than a threshold, which is generally
not higher than 10MHz [74], [75], [76].

Not only the noise level but also the frequency offset of the
PN plays an important role in the system degradation, i.e.,
the phase noise at different frequency offsets has different
impacts on the system operation.

In the state-of-the-art literature [75], [76], different kinds
of mixers with different PN values are proposed. All the
mixers evaluated in this work are summarized in Tab. 4. In the
following, the mixers ‘mixer 1’, ‘mixer 2’, and ‘mixer 3’ are
denoted by ‘this system’, according to [76] and [75], respec-
tively. The PN levels are specified for [10 kHz, 10MHz],
whereas the PN level at higher frequency offsets exhibits a
noise floor, see Fig. 5. In the experiment, the impact of the
PN on BER and MAEs is evaluated by varying the PN over
different frequency offsets, while their phase noise level at
1MHz and 10MHz is recorded, since most state-of-the-art
literature [67], [74], [75], [76] contribute on the phase noise

FIGURE 5. Phase noise of the three evaluated mixers at fc = 77 GHz.

FIGURE 6. Exemplary evaluated phase noise curve for the three
considered mixers, which were adapted to have the same noise level at
1 MHz (here: PN@1 MHz = −75 dBc/Hz at 77 GHz).

at these two frequencies. In the first step, the relationship
between the system performance and the PN at 1MHz is
recorded: the mixers are adapted to have the same phase noise
level at 1MHz by vertical shifting, e.g., in Fig. 6, where their
PN at 1MHz is −75 dBc/Hz. During the tests, the PN lines
are panned upwards and downwards. Consequently, the PN
levels at different frequency offsets are changed in the same
manner. The MAEs and BER versus PN at 1MHz curves
are analyzed. Other parameters (S-parameters, noise figure
and non-linearities) are idealized during the tests, in order to
reduce/eliminate their influence. Afterward, the same proce-
dure is performed, but now for a PN held the same at 10MHz
(e.g., Fig. 7), corresponding to a change in the noise floor.
The result is described in Sec. VI-B.

C. NON-LINEARITY OF THE AMPLIFIERS
The non-linear property of the amplifiers causes distortion
since the components lose their linear behavior when the
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TABLE 4. Phase noise of the three mixers at [0.01, 0.1, 1, 10] MHz.

FIGURE 7. Exemplary evaluated phase noise curve for the three
considered mixers, which were adapted to have the same noise level at
10 MHz, the equivalent of an identical noise floor (here: PN@10 MHz =

−100 dBc/Hz at 77 GHz).

input signal approaches a certain threshold. The non-linearity
parameters of the RF hardware mainly include the IP3, the
P1dB and the output saturation power Psat.

• IP3: the intercept point of the output power of the
third-order non-linear and the fundamental linear terms.
Generally, the IP3 is 10 dB higher than the P1dB [77].
However, the IP3 is a theoretical value since the output
is saturated before approaching this point. Nevertheless,
the IP3 is an important index as it indicates the linearity
of the devices.

• P1dB: the output power level at which it is 1 dB less than
the ideal linear output power. It is specified to prevent
the device from running into compression and creating
distortion due to the non-linearity properties.

• Psat: the output saturation power, which corresponds to
the maximum output power of the device.

As observed in [17], the non-linearity of PA has a signifi-
cant impact on the JCRS system performance, since it directly
affects the maximum transmission power. When the output
signal power reaches the OP1dB, it starts to be suppressed,
and as a result, distortions appear. However, for a PMCW
system, since the data signal is phase shift keying (PSK)-
modulated, the non-linear compression has no impact on
its waveform. In this case, the non-linearity influences the
system performance only by limiting the transmission power.

At the receiver side, if the received signal power is below
the noise floor, the data transmission and radar sensing usu-
ally fail. Because there exist noise sources like LNA at the
receiver side, it is necessary to guarantee a relatively high sig-
nal power level at the receiver side. This requires either reduc-
ing the path loss or increasing the transmission power. As the
transmission power is mainly influenced by the configuration

of PA, PA’s Psat is chosen to analyze the influence of the
non-linear parameters on system performance. Other param-
eters, like OP1dB and IIP3, modify the signal waveform also
by compressing its power and are not investigated in this
work.

In the experiment, the following three cases are evalu-
ated: ideal RF components, meaning that the other hardware
parameters except for Psat are idealized; sub-ideal compo-
nents, in which only the non-ideal Psat and noise source at
the receiver (thermal noise, LNA NF) are included; and the
non-ideal case, where all of the non-ideal parameters are
integrated (channel noise and interference are still excluded).
The BER and MAEs are compared for the above-mentioned
three conditions. The impact of the non-linearity of PA is
described in Sec. VI-C.
Remark 8: As described in Sec. III-B, the channel attenu-

ation is 96.31 dB for the communications part and 118.44 dB
for the sensing part. Apparently, there exists a significant
difference between the communications and radar channels.
Thus, when the radar estimation becomes invalid due to
too-high attenuation, the BER is not necessarily influenced.
In order to observe the influence of Psat on both communi-
cations and radar sensing in the same interval, the communi-
cation range is tripled (to 60.84m) in this work, meaning the
communication signal is more attenuated (105.86 dB channel
attenuation). With this configuration, both the communica-
tion and radar functions experience a transition from unreli-
able to reliable in the same interval (here: Psat ∈ [−8, 4] dBm,
observed in the experiment). The same channel configuration
is also utilized in the experiment of noise in the following
sections.

D. NOISE
Since the RF components generate additional noise, their
effect on the system performance has to be taken into account.
The noise sources mainly include thermal noise, diffusion
noise, shot noise, 1/f noise and quantum noise. Thermal
noise is the most common one, its power is given by

Pn = kT1f , (18)

where k ≈ 1.38×10−23 J/K is called the Boltzmann constant.
The temperature of the resistor is denoted by T . 1f = 4GHz
corresponds to the signal bandwidth.

For an active RF device, like mixers or amplifiers, its
output noise power is usually expressed by

Pn,out = Gk1f (Tin + Teff), (19)

where G represents its power gain, kTin1f is the input noise
power, and GkTeff1f denotes the noise power generated by
the component. It is worthmentioning, that the effective noise
temperature Teff does not necessarily correspond to the actual
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temperature of the hardware components, instead, it depends
on the noise figure.

Generally, the noise figure is used to express the intrinsic
noise level of the devices and is defined as the ratio of the
SNR at the input and output port:

F =
SNRin

SNRout
. (20)

In consequence, it can be expressed by the effective noise
temperature

F =
Ps/Pn,in

G · Ps/Pn,out
=
G · Pn,in + Pn,g

G · Pn,in
= 1 +

Teff
T0

, (21)

where Ps is the input signal power, Pn,in and Pn,out denote the
noise power at the input and output ports, respectively. Pn,g
represents the noise generated by the component, whereas
T0 is defined as the effective input noise temperature or refer-
ence temperature. It is common to calculate the NF regarding
a reference temperature of T0 = 290K.
Generally, the noise figure is used to express the ability

of RF components to generate noise and thus, it is chosen
as variable in the noise tests, recording the BER and MAEs
versus NF curves. Since both transmitter and receiver include
noise sources, it is worthwhile to investigate and compare
their respective effects. To this end, the experiment on their
NFs is implemented separately: When the NF of the trans-
mitter is being tested, the NF of the receiver is set to zero
and vice versa. For simplification, the NF of PA and LNA is
used to represent the NF of the RF transmitter and receiver,
respectively. Considering the effect of PA non-linearity on
SNR [17], both NFs are evaluated with a relatively high
(15.82 dBm) and a low (−4 dBm, assumed) PA saturation
power.

Similar to the configuration for the non-linearity test, the
distance for the communication is tripled, and other parame-
ters except the NF and the PA Psat are idealized. Additionally,
the channel noise is excluded. Therefore, the system perfor-
mance is only affected by the NF of the PA or the LNA
and Psat, PA. In Sec. VI-D, the influence of noise figure is
discussed in detail.

VI. RESULTS
In the following, the results of the above-mentioned evalu-
ations of the hardware impairments and their impact on the
communications and radar sensing performance are intro-
duced. This includes the investigations of the impact of S-
parameters, the non-linearity of the PA, the noise figure at
the transmitter and receiver, and the noise in general.

A. INFLUENCE OF THE S-PARAMETERS
As explained in section V-A, the experiment for S-parameters
is implemented in the case of Eb/N0 = 1.38 dB and Eb/N0 =

7 dB, where the noise comes from thermal noise and LNA.
The S-parameters of the up-mixer, PA, LNA and down-mixer
are varied in the test. The impact of the RF components
for all-non-ideal S-parameters and all-ideal S-parameters is

FIGURE 8. Impact of S-parameters on the sensing and communications
performance in case of Eb/N0 = 1.38 dB.

compared. Moreover, the effect of the non-ideal S-parameters
of the individual devices is investigated and compared with
each other.

Fig. 8 and Fig. 9 show the BER and the MAEs for both
Eb/N0 of 1.38 dB and 7 dB, respectively. The blue solid, red
dashed and orange dotted bars represent the R-MAE, the
velocity V-MAE and the BER, respectively. The R-MAE and
V-MAE for different configurations are constant. Thus, they
are only once expressed for the case ‘all-non-ideal’.

The BER with all-ideal S-parameters is chosen as a fun-
damental line, and the impact of the devices is measured by
the difference to this fundamental value, e.g., 1BERPA =

BERPA − BERnone is used to measure the impact of PA.
In Fig. 8, the 1BER of all-non-ideal S-parameters and indi-
vidual components are 0.0178, 0.0037, 0.0078, 0.0001 and
0.0082, respectively, where the sum of the 1BER of the
individual components is 0.0198, which is 0.002 higher than
1BERall of 0.0178. The same phenomenon also exists in
Fig. 9, where the sum 1BER of the individual components is
0.0003, 0.00008 higher than the 1BERall of 0.00022. In con-
clusion, the sum of the impacts of the individual S-parameters
cannot be used to approach their co-influence.

The BER with all-non-ideal S-parameters is obviously
higher than that with all-ideal S-parameters, meaning the
non-ideal S-parameters have an impact on communications
performance. However, the effect is very limited, since its
impact on BER is negligible and cannot influence the sensing
result. Additionally, different devices have different effects
on communications reliability: in this system, the impacts,
in descending order, are from down-mixer, PA, up-mixer, and
LNA.

The S-parameters have no impact on the radar perfor-
mance, since the MAEs with different configurations remain
unchanged. Besides, the radar MAEs with the two SNRs are
still the same, where the error is still within the radar resolu-
tion. The result indicates that the radar performance is more
static to non-ideal S-parameters and noise than the communi-
cations performance. When facing non-ideal parameters and
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FIGURE 9. Impact of S-parameters on the sensing and communications
performance in case of Eb/N0 = 7 dB.

noise, radar sensing is more reliable than communications. In
conclusion, the impact of non-ideal S-parameters is negligi-
ble. It does not lead to significant performance degradation.

B. PHASE NOISE
The phase noise of the three mixers is varied in the experi-
ment, while their values at 1MHz and 10MHz are recorded
as x−values, and their impacts on BER and MAEs are
compared. Fig. 10 and Fig. 11 show the results for the
three mixers regarding the phase noise levels at 1MHz and
10MHz, respectively, where the corresponding intervals are
[−85, −65] dBc/Hz and [−105,−93] dBc/Hz, respectively,
since the transition of system performance from reliable to
unreliable locates in this interval, observed in the experiment.
The R-MAE, V-MAE and BER are denoted by the blue solid,
red dashed and orange dotted lines, respectively. The asterisk,
rectangular and circular markers denote the result for mixer 1,
mixer 2 and mixer 3 (introduced in Tab. 4), respectively. It is
obvious that the error increases with a higher PN level. With
the increase of the phase noise level, the BER increases first,
while the radar function is impacted only for higher phase
noise levels. The upper bound of the BER and the MAEs
arise from the binary random distribution of the data symbols:
when the noise level is much higher than the signal, the
results of the data detection and radar sensing become random
variables. In consequence, the result of the data detection is
a random variable and has a probability of Pr(X = 0) =

Pr(X = 1) = 0.5 with a corresponding BER of 0.5. Besides,
the values of the sensing MAEs are uniformly distributed in
[0, ru] (the range/delay cannot be negative) and [−vu, vu],
respectively.

However, when the mixers are forced to have the same PN
level at 1MHz, they still exhibit different BERs and MAEs
curves: mixer 1 has the most reliable performance against
the phase noise, since its corresponding error increases with
higher noise level than the other two mixers. Mixer 2 has
the second-best performance and performs nearly the same

FIGURE 10. BER and MAEs with same PN levels at 1 MHz for fc = 77 GHz.

FIGURE 11. BER and MAEs with same PN levels at 10 MHz for fc = 77 GHz.

as mixer 1 with a difference of 2 dBc/Hz. The third mixer
is most sensitive to the phase noise and significantly differs
from the other two mixers. The difference between the BER
or MAEs of mixer 2 and mixer 3 is around 6 dBc/Hz.

The result indicates that the PN at 1MHz is not dominant
for the system performance degradation. Note that in Fig. 6,
when the mixers are forced to have the same PN level at
1MHz, mixer 1 has the lowest noise floor, mixer 2 has a noise
floor comparable to that of mixer 1 with a difference of only
2 dBc/Hz, whereas mixer 3 has the highest noise floor, whose
value is 6 dBc/Hz higher than mixer 2. This corresponds to
their differences in Fig. 10. That is why it is necessary to
investigate the phase noise at 10MHz/ the impact of the noise
floor in more detail.

Fig. 11 gives the result for the same PN level at 10MHz,
respectively the noise floor. Obviously, the three mixers have
the same performance regardless of the difference in the
PN at lower frequency offsets. This result indicates that the
system performance is only influenced by the phase noise
level at 10MHz/the noise floor. For the designs of future
JCRS systems, it is essential to choose mixers or oscillators
with low phase noise levels at high-frequency bands.
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FIGURE 12. Reliable area of BER and MAEs with same PN levels at 1 MHz
for fc = 77 GHz.

FIGURE 13. Reliable area of BER and MAEs with same PN levels at
10 MHz for fc = 77 GHz.

Additionally, the system behavior in the reliable operation
area is zoomed in, since the users pay more attention to the
real operation performance, as given in Fig. 12 and Fig. 13,
where the newly added blue solid, red dashed and orange
dotted horizontal lines without markers correspond to the
range resolution, velocity resolution and the BER of 0.1.
Obviously, when the PN level is low, the radar sensing error
behaves as a constant and is limited in resolution, meaning the
radar function in this interval is stable and reliable. However,
the transition from a reliable operation to an unreliable one
is extremely sharp, almost vertical to the x−axis. In this
interval, even a change of 1 dBc/Hz leads to an invalid radar
function. For the PMCW system, it would be better to guaran-
tee that the phase noise floor is below −97 dBc/Hz. Actually,
most state-of-the-art mixers, like those listed in Tab. 4, can
satisfy this requirement.

C. NON-LINEARITY
Generally, the PA output saturation power and OP1dB are
higher than 10 dBm, like the PA components proposed

FIGURE 14. Impact of the PA’s saturation power on the communications
and sensing performance.

FIGURE 15. Impact of the PA’s NF on the radar sensing performance. The
BER is always 0 and thus, it is not included in this figure.

in [68], [78], [79], [80], and [81]. However, the high sat-
uration power has no impact on the performance of this
system, since the corresponding SNR at the receiver is too
high. To observe an obvious impact, the saturation power is
varied in the interval of [−8, 4] dBm. The result is given in
Fig. 14, where the R-MAE, the V-MAE and the BER are
denoted by the blue solid, red dashed and orange dotted lines,
respectively. The asterisk, rectangular and circular markers
represent the result for ideal components, non-ideal com-
ponents and sub-ideal components. Since there is no noise
source, the SNR at the receiver for ideal components is always
infinitive, the resulting BER is constant zero. It is not included
in Fig. 14, as the BER is expressed in a log scale. Besides,
the R-MAE and V-MAE for ideal components are also not
affected byPsat and are fixed at 0.03m and 0.0279m/s, within
the radar resolution.

The result with non-ideal and sub-ideal components is
influenced by PA’s Psat: The MAEs and the BER decrease
with the increase of PA Psat, meaning the higher PA satu-
ration power leads to better system performance since the
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FIGURE 16. Impact of the LNA’s NF on the communications and radar
sensing performance.

non-linearity of PA directly determines the maximum trans-
mission power. Besides, the result for non-ideal and sub-ideal
components are almost the same. Considering the non-ideal
components include all non-ideal parameters, where the latter
only includes noise sources at the RF receiver, the result indi-
cates that the noise generated at the receiver side is dominant
in the system performance degradationwhen the transmission
power is low. Moreover, the velocity estimation is the most
robust against the variation of Psat, i.e., SNR at the receiver
side.

When the non-linearity parameters of the PA are too low,
the noise at the receiver becomes the main factor that jeopar-
dizes the system’s performance. Thus, the high non-linearity
parameters are desirable in PA and other hardware designs.
Moreover, a highly linear transmitter can extend the available
range for communications and sensing.

D. NOISE
As illustrated in Sec. VI-C, the noise generated at the receiver
is one of the dominant factors in the system degradation,
especially when the received signal power is low. In order
to further confirm this conclusion, the influence of the noise
generated at the transmitter and receiver sides is tested sep-
arately. The influence of the PA NF and the LNA NF are
described in Fig. 15 and Fig. 16, respectively.

Since the noise figure of most state-of-the-art PAs is
within [10, 20] dB [68], [78], [79], [80], and [81], in the exper-
iment, the NF of the PA is varied in this interval, whereas the
LNA NF is set to zero. In Fig. 15, the blue solid lines denote
the R-MAEs, and the red dashed lines represent the V-MAEs.
The lines with the asterisk and the rectangular markers show
the result for Psat = 15.82 dBm and −4 dBm, respectively.
The number of error bits for all cases is still zero after 106 bits
transmission, thus it is not indicated in this figure. Obviously,
the R-MAE and V-MAE with different PAs Psat are equal
and remain constant as the PA’s NF varies. The reason is that
when the PA becomes the only noise source, the noise power

at the PA output port is −31.6 dBm when NF equals 20 dB,
which is much smaller than the PA’s Psat. After the channel
propagation and attenuation, the SNR is still very high at the
receiver. Therefore, the PA’s NF has almost no effect on the
system’s performance. In conclusion, the noise generated at
the transmitter side is not very essential to be considered.

Generally, the noise figure of LNAs is less than 10 dB [47],
[69], [72]. In the test, the NF of the LNA is limited to
[2, 12] dB. The MAEs and BER versus LNA NF curves are
shown in Fig. 16. The blue solid, red dashed and orange
dotted lines represent the R-MAE, the V-MAE and the BER,
respectively. The lines with the asterisk and rectangular mark-
ers denote the result with high and low PA Psat, respectively.
Note that the BER for a high PA Psat is always zero. Thus,
it is not included in this graph.

Besides, the channel attenuation for the communications
is 105.86 dB and 118.44 dB for the radar signal, while the
antennas with a gain of 16.56 dBi are installed at both the
Tx and Rx sides. The received signal powers at the commu-
nications and radar receiver are−56.92 dBm and−69.5 dBm
for Psat = 15.82 dBm, and−76.74 dBm and−89.32 dBm for
Psat = −4 dBm, respectively. According to Eq. 18 and Eq. 21,
the noise power of the LNA with an NF varying in the range
of [2, 12] dB is limited to [−80.29, −66.24] dBm. The SNR
at the receiver is relatively high in the case of the high PA
saturation power. Thus in Fig. 16, the R-MAE and V-MAE
keep constant and are limited in the radar resolution.

However, in the case of the low PA’s Psat, the useful signal
power is not dominant at the receiver anymore. Consequently,
the impact of LNA NF becomes significant, and the MAEs
and the BER increase with an increasing noise figure. The
velocity estimation has the best resistance to the noise since
its error increases when the LNA’sNF> 8 dB, while the range
estimation becomes unreliable when the NF of the LNA is
greater than 4 dB.

It follows that the noise source at the receiver has a
much greater influence than that at the transmitter. When the
received signal power is too low (due to low transmission
power, high attenuation, etc.), the effect of the receiver noise
becomes significant. According to the Friis formula for noise
factors, the NF of the LNA is dominant at the receiver. Thus,
reducing the LNA’s NF and increasing the PA’s non-linearity
parameters would be good measures to extend the reliable
communications and sensing range.

VII. DISCUSSION
This work focuses on the impact of the RF components on the
JCRS system with the waveform of PMCW at 77GHz. The
impacts of the S-parameters, phase noise, non-linearity and
noise figure are summarized:

- S-parameters: very inconspicuous influence on the sys-
tem, cannot be a dominant factor in performance degra-
dation.

- Phase noise: the phase noise of the mixers at 10MHz
and higher frequency offsets significantly impact system
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reliability. The phase noise floor should be limited to
below −97 dBc/Hz.

- Non-linearity: the non-linearity (especially for the PA)
directly influences the transmission power, thus, is an
important factor for system performance and available
distance.

- Noise figure: generally, the NF at the transmitter side
has no influence since the SNR is high. The NF at the
receiver side (especially for the LNA) is essential for
the system. When the received signal power is low (due
to e.g., low transmission power, long distance, etc.), the
noise figure has a significant impact on system reliabil-
ity.

Bozorgi et al. [25] investigated the RF hardware challenges
on the JCRS system with the waveform of FMCW. In their
research, they mainly focus on the phase noise of the mixers,
the non-linearity of the PA and the noise generated by the
LNA:

- Mixers: for an FMCW system, the phase noise influ-
ences the range estimation, while the impact on velocity
error is negligible because the range and velocity errors
are proportional to the cosine and sine values of the
channel delay τ , which is a very small value. However,
the phase noise has an influence on both range and
velocity estimation in a PMCW system, as discussed in
this work.

- PA: as discussed in [25], the higher PAOP1dB, the more
linear the transmitter. Generally, the modulated signals
have high PAPR, and the corresponding PAs are required
to work mostly at 6 dB back-off from their OP1dB to
avoid distortion. Moreover, the PA non-linearity also
limits the maximum available transmission power and
thus, the radar sensing range. For a PMCWsystem, since
the signal is PSK-modulated, the PAPR is 1, thus the
non-linearity cannot cause distortion. Therefore, the PA
can always work at maximum power without concern
with the non-linear compression, extending the maxi-
mum sensing range and reliability, which is an advantage
of PMCW.

- LNA: since the LNA is usually the first analog front-end
device at the receiver, it is the dominant factor that
affects the noise figure or SNR. For both FMCW and
PMCW systems, the LNA’s NF directly limits the max-
imum radar detection range. Additionally, it also influ-
ences the BER of communications.

Moreover, Mao et al. [35] designed a JCRS system with
the waveform in mmWave and low-THz bands, where the
impact of I/Q imbalance and LO phase noise of the mixers
are considered. From their point of view, the mixers not only
generate phase noise but also introduce image components,
which is called I/Q imbalance. However, the image compo-
nent is usually much smaller than the useful signal and thus,
it could be ignored. Additionally, the researchers consider
that for a mono-static radar transceiver, the phase noise of the
up-mixer and down-mixer could cancel each other out when

the propagation delay is sufficiently short since the mixers
use the same oscillator. This measurement could be adopted
in future works.

Moreover, studies to expand the current model to a
multi-user system are ongoing. In this context, precoder-
coder design to maximize the signal interference noise ratio
like Cui et al. [82], and power allocation like in [83] are
also discussed. Besides, we extend the analysis of hard-
ware impairments, the same as Adler et al. [49] proposed.
This includes the evaluation of mutual coupling between
antenna elements, the transmit-receive isolation in multi-
antenna arrays next to I/Q-imbalances, the amplifier non-
linearities, the A/D and D/A-converters impairments or the
phase noise.

Furthermore, various JCRS waveforms are under consid-
eration. In consequence, we are working on the extension of
our PMCW-CDMA-based model to also provide other JCRS
models based on additional waveforms. Examples of such
JCRS systems can be found for OFDM in [84] and [85],
linear frequency modulation in [86], and combined wave-
forms like flexible sensing implanted-OFDM or orthogonal
time frequency space in [87] and [13], respectively. And
they are extended by space-frequency modulated co-designs,
as proposed by Wang et al. in [88]. Especially, OFDM-based
systems represent particularly interesting options. In this con-
text, it has to be mentioned that the unfavorable behavior
of OFDM regarding the PAPR is currently discussed in the
literature and algorithms and approaches to reduce it are
currently discussed [34], [89]. Further research in this area
will form the basis for future work. Summarized, we want to
extend our PMCW-CDMA model and compare it with other
waveforms to obtain conclusions on the optimal waveform
for JCRS applications.

VIII. CONCLUSION
In this work, a short-range JCRS system with the wave-
form of PMCW at 77GHz is proposed. The RF components
are shortly introduced and the impact of their parameters,
including S-parameters, phase noise, non-linearity and noise
figures, on system performance is investigated. To the best
of the authors’ knowledge, no research has so comprehen-
sively investigated the impact of RF parameters on the JCRS
systems, especially for the PMCW-based systems. Compared
to related works [25] and [35], this work focuses more on
getting results from experiments instead of theoretical anal-
ysis. Moreover, in order to observe the impact of the indi-
vidual parameters without influence from other parameters
and RF devices, the parameters except those being tested are
idealized in the test. This setting guarantees that the observed
BER and MAEs are only influenced by the corresponding
parameter.

The results show that the S-parameters have a very limited
impact on the system. In contrast, the phase noise at 10MHz
and higher frequency offsets can affect both the communi-
cations and radar functions in a PMCW system. The PA’s
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non-linearity and the LNA’s noise figure play an essential
role in changing the SNR at the receiver. Improving these two
characteristics can help to extend themaximum sensing range
of a JCRS system.

However, the I/Q imbalances are not considered in this
work. With the I/Q imbalances, the mixers generate an image
component, which is generally much smaller than the desired
signal. In [35], the researchers consider that the image com-
ponent has a negligible impact on the result. To verify this
assumption could be a future research direction.

Besides, this work has no consideration of A/D and D/A
converters. With the signal in mmWave, the high requirement
on the sampling rate of A/D and D/A converters leads to
high costs, especially for OFDM and PMCW. Compared to
the former two waveforms, the FMCW only requires lower-
rate converters, which is an advantage. To investigate the
influence of A/D and D/A converters could be another future
research direction.

Moreover, this work only focuses on the impact of the non-
ideal parameters, while the measurement to mitigate their
impacts and make the system more resilient against other
challenges has yet to be proposed. In future research, system
resilience and reliability should be taken into consideration.
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