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ABSTRACT Constructing click models and extracting implicit relevance feedback information from
interaction between users and search engines are very important for improving the ranking of search results.
Neural networks are effective for modeling users’ click behavior, and we propose a novel Filter-Enhanced
Transformer Click Model (FE-TCM) for web search. The model uses the powerful Transformer model as
the backbone network for feature extraction and innovatively add a filter layer. Firstly, in order to reduce
the influence of noise on user behavior data, we use the learnable filters to filter the log noise. Secondly,
following the examination hypothesis, we model the attraction estimator and examination predictor
respectively to output attractiveness scores and examination probabilities. A novel transformer model is
used to learn the deeper representation among different features. Finally, we apply the different combination
functions to integrate attractiveness scores and examination probabilities into the click prediction. From our
experiments on two real-world session datasets, it is proved that FE-TCM outperforms the existing click
models for the click prediction.

INDEX TERMS Click model, click prediction, web search, transformer.

I. INTRODUCTION
Search result ranking is one of the major concerns in search

engine researches. Click models construction which aim to
improving ranking performance by using implicit relevance
feedback information from the interaction between users and
search engines has been paid much attention.

Traditional click models are based on the Probabilistic
Graph Model (PGM) framework [1], where user behaviors
are represented as a sequence of observable variables (e.g.,
clicks) and hidden variables (e.g., examination, skip, rele-
vance,etc.). PGM-based click models have strong explana-
tory power, while this kind of model needs to manually
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design the dependencies among binary variables, which may
over-simplify user behaviors [2]. With the development of
deep learning, researchers construct click models by Neural
Network (NN). NN-based click models can improve the
accuracy of user behavior prediction by enhancing expression
abilities and allowing flexible dependencies. Studies show
that NN-based click models outperform PGM-based click
models for the click prediction [2], [3], [4], [5].

Transformer [6] is the latest state of the art in sequence-
to-sequence learning, and it has demonstrated outstanding
performance in natural language processing tasks like text
classification and context prediction [7], [8]. Some recent
works have started to use Transformer to construct click
models. Li et. al. [9] proposed the InterHAt model, which
leverages an efficient attention aggregation strategy to learn
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high-order feature interaction and realize click prediction.
Bisht et. al. [10] developed the v-TCM model, which is
also based on the Transformer architecture and learns user
behaviors from vertical information.

However, user click behaviors are usually complex and
noisy, and the logged data on their behavior is inherently
noisy [11], [12]. Previous studies have shown that deep neural
networks tend to overfit on noisy data [13], [14]. When the
logged user behavior data contains noise, the performance
of Transformer based on self-attention mechanism will be
degraded because it pays attention to all feature embedding
of sequence modeling [15].

Considering the above issues, we introduce filtering
algorithms into click models and apply filtering algorithms
to attenuate the noise for sequence data [16]. We suspect that
when the sequence data was denoised, it will be easier to
capture sequence user behaviors.

In this paper, we propose a novel Filter-Enhanced Trans-
former Click Model (FE-TCM) for web search. Firstly,
following the examination hypothesis [17], we model attrac-
tiveness estimator and examination predictor respectively to
output attractiveness scores and examination probabilities.
The Transformer with multi-head self-attention mechanism
is used for feature learning and extracting the dependen-
cies between different features in user behavior sequence.
Secondly, we add learnable filters between embedding layer
and backbone network layer to reduce the influence of noise
for sequence data. Finally, we combine attraction scores and
examination probabilities through the combination layer to
complete user click prediction task.

The main contributions of this paper are as follows:
Firstly,we introduce filtering algorithms into the click models
to reduce the influence of noise on user behavior data. Sec-
ondly, we propose a novel Filter-Enhanced Transformer Click
Model (FE-TCM). FE-TCM incorporates the Transformer
with multi-head self-attention mechanism for learning the
position bias from user logs. Finally, From our experiments
on two real-world session datasets Yandex and TREC2014,
the proposed FE-TCM achieves significantly better per-
formance than existing click models in click prediction
task.

II. RELATED WORK
A. CLICK MODEL
In recent years, researchers have proposed numerous click

models to describe users’ search behaviors in search engines.
Traditional click models are based on PGM framework.
PGM-based click models treat user’s search behaviors as
a sequence of observable and hidden events, and manually
design the dependencies between these binary events, which
is flexible and explanatory. Craswell et. al. [18] first proposes
the cascade model (CM), which assumes that users scan each
search result from top to bottom until the first click. In the
CM, users always leave the search engine result page (SERP)
after first click and never return. However, User Browsing
Model (UBM) [19], Dynamic BayesianNetwork (DBN) [20],

Dependent Click Model (DCM) [21] and Click Chain Model
(CCM) [22] have been proposed to overcome the limitation
of CM.

Due to the limited expression ability of PGM, PGM-
based click models only model the important factors that
affect search behaviors. If a more complex search scenario
is to be considered in the PGM, the model will introduce
more binary variables, and also need to manually design
the dependencies among these new variables, which will
cause many difficulties in the iteration and calculation of
click models [23]. Therefore, Researchers try to construct
click models by neural networks. Borisov et. al. [2] first
proposes the neural click model (NCM). User behaviors
are modeled as a sequence of vector states, which are
iteratively updated with the interaction between users and
search engines. Click Sequence Model (CSM) [4] follows
the encoder-decoder architecture, mainly focusing on the
prediction of user click sequences in search engines.
Chen et. al. [3] proposes a context-aware model (CACM),
It models the session context with an end-to-end neural
network and jointly learns the relevance scores and the
examination probability of a specific document respectively.
Lin et. al. [5] proposes a graph-enhanced model (GraphCM),
which combines intra-session and inter-session information
by applying graph neural network and neighbor interaction
technology. The experimental results show that GraphCM
effectively alleviates the data sparsity and cold start
problem.

Our proposed model employs the latest Transformer
architecture and incorporates a filter layer remove noise
from the logs. Compared with the existing click models, its
performance has reached themost advanced level for the click
prediction.

B. TRANSFORMER
Transformer is the latest state of the art in sequence-to-

sequence learning. It is based on a self-attention mechanism,
which effectively alleviates the time dependence of RNN
on long sequences. SASRec [24] and BERT4Rec [25] have
proved the effectiveness of Transformer in sequence prob-
lems, so some recent works have started adapting transformer
for constructing click models. Li et. al. [9] proposes the Inter-
HAt model, which applies the efficient attention aggregation
strategy to learn high-order feature interaction for the task of
click prediction. Bisht and Susan [10] proposes the v-TCM
model, which is based on the Transformer structure. v-TCM
incorporates the vertical information type of each document
in SERP (vertical bias) as an additional input to the encoder
of a multi-head self-attention based transformer, apart from
the query and the ranked search engine results (position bias).
Zhou et. al. [26] proposes an advertising click rate prediction
model SACSN based on improved Transformer structure.
SACSNnot only effectivelymodels users’ historical interests,
but also considers the relationship with target advertisements.
Chen et. al. [27] proposes BST model, which incorporates
Transformer to capture the sequential signals behind users
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behavior sequence, and extensive experiments prove the
superiority of Transformer in modeling the user behavior
sequence.

Due to the superiority of Transformer in processing
sequence data, we intorduce Transformer to model users’
click sequence, and learn the deeper representation of each
feature by capturing the relationship with other features in
the behavior sequence.

III. PRELIMINARIES
In this section, we formulate the click model problem, and
then introduce the Fourier transform.

A. PROBLEM FORMULATION
Users click behaviors occur in each search session, and the

search session S can be regarded as a sequence of queries
Qn = [q1, q2, . . . , qn] submitted by users. After users submit
a query qi to the search engine, the search engine will
return a ranked list of documents Di = [di,1, di,2, . . . , di,n].
Each document di,j contains two attributes: the unique URL
identifier ui,j and the ranking position pi,j. The documents
are ranked according to their relevance to the query and
presented to users in the form of ranked list. Users examine
any document and decide whether to click, if ci,j = 1, it is
regarded as a click, and 0 if not. We can define the problem
of click models as follows:

Given the user’s queries Q = [q1, q2, . . . , qn], doc-
uments D = [d1,1, d1,2, . . . , dn,m] and clicks C =

[c1,1, c1,2, . . . , cn,m−1], for the m-th document dn,m in the
n-th query qn of session S. the task of our model is to predict
whether users will click the document (i.e. the click variable
cn,m ).
In this paper, we model examination predictor and attrac-

tiveness estimator respectively to output attractiveness scores
and examination probabilities. In the attractiveness estimator,
we take user queries q, documents d , click variables c and
ranked position p as inputs. In the examination predictor,
considering that the user’s examination operation is only
affected by his/her operation on the previous results in the
current query, we take click variables c and ranked position
p as inputs. Finally, we combine the attraction score An,m
and examination probability En,m to output the final click
probability.

B. FOURIER TRANSFORM AS FILTER LAYER
Discrete Fourier Transform (DFT) is essential in the

digital signal processing field [28]. DFT is a discrete form
of continuous Fourier Transform in both time domain and
frequency domain. In practical applications, the Fast Fourier
Transform (FFT) is usually used to efficiently calculate
DFT [29]. Given a sequence {xk} with k ∈ [0,N − 1], the
sequence is converted into frequency domain by 1D DFT:

xn =
N−1∑
k=0

xke−i
2π
N kn, n = 0, 1, . . . ,N − 1 (1)

Given the DFTxn, We can convert it into the original
sequence by inverse DFT (IDFT):

xk =
1
N
xne

2π i
N nk (2)

Because FFT can transform the input signal into frequency
domain Where periodic features are easier to capture, they
are widely used in the digital signal processing field to filter
noise signals. We consider using FFT to reduce the influence
of noise features in user sequence data.

IV. MODEL FRAMEWORK
As shown in Figure 1, we will introduce the overall
framework of FE-TCM.

A. EMBEDDING LAYER
The first component is the embedding layer, which embeds

all input features into fixed-size low-dimensional vectors.
FE-TCM takes query q, document d , user click c and
ranked position p as inputs, these original ID features are
transformed into a high-dimensional sparse features via one-
hot encoding, thenwe convert high-dimensional sparse vector
into low-dimensional dense vector through embedding layer:

vq = Embq(q), vd = Embd (d), vc = Embc(c), vp = Embp(p)
(3)

where Emb∗ ∈ RN∗×l∗ , ∗ ∈ {q, d, c, p}. N∗ and l∗ denote the
input feature size and embedding size.

B. FILTER LAYER
As shown in Figure 2, based on the embedding layer,

we develop the input features of transformer encoder by
stacking multiple learnable filter blocks. In the filtering
layer, we first perform filtering operation for each dimension
of features in the frequency domain, in order to avoid
over-fitting of FE-TCM, we perform skip connection and
layer normalization. Given the representation matrix F l ∈
Rn×d , we first perform FFT along its dimension to transform
it into the frequency domain:

X l = F(F l) (4)

where F(·) represents one-dimensional FFT, and X l repre-
sents frequency spectrum of F l . Then, We can modulate the
spectrum by multiplying a learnable filterW = Cn×d :

X̃ l = W ⊙ X l (5)

Finally, we adopt the inverse FFT to transform the
modulated spectrum back to the time domain and update the
sequence representations:

F̃ l ← F−1(X̃ l) (6)

where F−1(·) denotes the inverse 1D FFT, which converts
the complex tensor into a real number tensor. Through FFT
and inverse FFT operations, the noise of recorded data can
be effectively reduced, thus obtaining more pure feature
embedding.
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FIGURE 1. Overall framework of FE-TCM. FE-TCM consists of an attractiveness estimator and an examination predictor. The
attractiveness predictor is used to estimate the attraction score An,m. The examination predictor is used to predict the examination
probability En,m. FE-TCM integrates En,m and An,m through a combination layer to predict user click behaviors.

FIGURE 2. The overall framework of the filter layer.

In order to alleviate the problem of gradient vanishing
and unstable training problems, we also incorporate the
skip connection, layer normalization and dropout operations.
LayerNorm represents layer normalization, which is mainly
used to speed up the convergence of the model; Dropout is
a random inactivation, which is used to prevent over-fitting,
and the skip connection is adopted to reduce the learning load
of the model. The formula is as follows:

F̃ l = LayerNorm(F l + Dropout(F̃ l)) (7)

C. EXAMINATION PREDICTOR
Following the examination hypothesis [17], the probability

that users click the document depends on the user examining
the document and considering it relevant to the query. The
examination predictor aims to predict whether the user will
continue to examine the document based on his/her session
context. In FE-TCM, we follow the hypothesis of previous
work [3], [5], the user’s examination behavior is only affected
by his/her operation on previous documents. Therefore, for
the current document di,j, we apply a session-level GRU [30]
to encode the ranking position p and historical clicks c in the
same session.

xi,j = [vpi,j ⊕ vci,j] (8)

E ′i,j = GRU (x1,1, . . . , xi,j) (9)

Finally, we apply a linear layer and a sigmoid function
to realize normalization and output the final examination
probability E .

Ei,j = Sigmoid(Linear(E ′i,j)) (10)

D. ATTRACTIVENESS ESTIMATOR
Next, we will introduce the attractiveness estimator. The

attractiveness estimator aims to estimate the attractiveness
of each document di,j to the user who issues the query qi.
After the filter layer, FE-TCM embeds all the features as
inputs of Transformer encoder. Transformer learns the deeper
representation of each feature by capturing the relationship
with other features in the behavior sequence.

1) MULTI-HEAD SELF-ATTENTION LAYER
The embedding vector E is calculated by multi-head self-
attention, and the process is as follows: E is converted into
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query vector Q = EWQ
i , keyword vector K = EWK

i and
value vector V = EWV

i by WQ
i , W

K
i and WV

i respectively,
where WQ

i , W
K
i and WV

i are parameter matrices. Then we
compute the dot products of the query with all keys, divide
each by

√
dk ,and apply a softmax function to obtain the

weights on the values.

Attention(Q,K ,V ) = softmax(
QKT
√
d

)V (11)

Multi-head attention allows the model to jointly attend
to information from different representation subspaces at
different positions.Following [6], we use the multi-head
attention:

headi = Attention(EWQ
i ,EWK

i ,EWV
i ) (12)

S = concat(head1, . . . , headh)WO (13)

where headi represents the i-th self-attention. In our task, the
self-attention operation takes the filtered embedding of query
vector, document vector, ranked position vector and target
click vector as inputs, then converts them into three matrices
through linear projection, and feeds them to the attention
layer.

2) POINT-WISE FEED-FORWARD NETWORKS
The essence of multi-head attention is linear transformation,
we incorporate Point-wise Feed-Forward Networks (FFN)
to further enhance the model with non-linearity, which is
defined as follows.

F = FFN (S) = ReLU (SW (1)
+ b(1))W (2)

+ b(2) (14)

where F is the output vector of the FFN, and W (1),W (2),
b(1),b(2) are learnable parameters.
Finally, we concatenate the query vector q, the document

vector d , the click vector c and the position vector p output
by Transformer, and generate the final attraction scores A
through a linear layer and a sigmoid function.

output = [q⊕ d ⊕ c⊕ p] (15)

A = Sigmoid(Linear(output)) (16)

E. COMBINATION LAYER
The click prediction module combines the examination

probability E and attraction score A to output the final click
probability. We have implemented five different combination
functions, as shown in Table 1.
For mul function, we multiply the attraction score A with

the examination probability E directly. The exp_mul follows
the examination hypothesis and increases the model capacity
by adding learnable parameters. The linear function and
nonlinear function further discuss the relationship between
E and A. The sigmoid_log function uses sigmoid function
and logarithmic function, and finally obtain a simple formula.
Among the five combination functions, only mul, exp_mul
and sigmoid_log support the examination hypothesis.

TABLE 1. Combination functions.

TABLE 2. Configuration of FE-TCM.

TABLE 3. The dataset statistics.

F. LOSS FUNCTION
In order to learn the weights and parameters of the model,

We take the cross entropy loss function as the objective
function, and the formula is expressed as:

L = −
1
N

∑
i

∑
j

(Ci,jlogPi,j + (1− (Ci,j)log(1− Pi,j))

(17)

where n is the number of training samples.Ci,j and Pi,j denote
the true click signal and the predicted click probability of the
r-th result in the i-th query session in the testing set.

V. EXPERIMENT
In this section, we conduct experiments to answer the
following questions:

RQ1Comparedwith baseline clickmodels, Does FE-TCM
achieve the best performance in click prediction task on
Yandex and TREC2014 two datasets?

RQ2 Which combination function performs best when
integrating attraction scores and examination probabilities?

RQ3 What is the influence of different components in
FE-TCM?

RQ4 Does the learnable filters improve the model
performance?

A. EXPERIMENTAL SETUP
1) IMPLEMENTATION DETAILS

The operating system used is Windows, the GPU is
NVIDIA TITANV.We train our model with Adam optimizer.
We give detailed model parameters in Table 2.

2) DATASET
We conducted experiments on two public session datasets.

The statistics of the datasets can be found in Table 3.
(1)Yandex1: The dataset includes user sessions extracted

from Yandex logs, with user ids, queries, query terms, URLs,
their domains, URL rankings and clicks.

1https://www.kaggle.com/c/yandex-personalized-web-search-challenge
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(2)TREC20142: The dataset includes queries, URLs, URL
ranking position, clicks, and the time spent by users reading
the web page corresponding to each click.

Due to the limitation of memory, we randomly sample the
sessions in the Yandex dataset. All datasets are divided into
training set, validation set and test set according to the ratio
of 8:1:1.

3) EVALUTION METRIC
We compare our proposed model with other baseline

models in the click prediction, and we report the perplexity
(PPL) and log-likelihood (LL) of each model in the paper.
Perplexity and log-likelihood are defined as follows:

PPL@r = 2−
1
N

∑N
i=1 Ci,r logPi,r + (1− Ci,r )log(1− Pi,r )

(18)

LL =
1
MN

N∑
i=1

M∑
j=1

Ci,jlogPi,j + (1− Ci,j)log(1− Pi,j)

(19)

where r represents the ranking position on the search
engine results page, N represents the number of sessions,
M represents the number of results in a query, Ci,r is the
actual click, and Pi,r is the predicted click probability of the
r-th document of the i-th query in the test set. We average
the perplexity values of all positions to get the overall
perplexities of the model. The lower value of perplexity and
the higher value of log-likelihood correspond to the better
click prediction performance.

4) BASELINES
The existing click models can be divided into two class:

PGM-based click models and NN-based click models [31].
For PGM-based click models, we choose five representative
models: UBM, DCM, DBN, SDBN and CCM, all of which
open-source implementations are available.3 For NN-based
click models, we choose NCM and GraphCM as baseline
models.

B. PERFORMANCE COMPARISON (ANSWER RQ1)
We perform click prediction task for each click model to

compare the performance. The results are shown in Table 4,
from which we can get the following observations:

(1)Among all PGM-based click models, UBM has the
advantages of simple structure, low computational cost, and
always achieves good experimental results, so it performs
best in all PGM-based click models.

(2)NCM, GraphCM and FE-TCM are superior to all
PGM-based click models in click prediction task. GraphCM
performs best among all baseline models. GraphCM com-
bines intra-session and inter-session information by using

2https://trec.nist.gov/data/session2014.html
3https://github.com/markovi/PyClick

TABLE 4. Overall performance of each click model. The best results are
shown in bold. The lower value of PPL and the higher value of LL
correspond to the better click prediction performance.

TABLE 5. Performance comparison of models with different combination
functions.

graph neural network (GAT) and neighbor interaction tech-
niques, so GraphCM can better capture more subtle patterns
in user click behaviors.

(3)Our proposed FE-TCM obviously outperforms all
baseline models. This improvement proves the superiority
of Transformer with multi-head self-attention mechanism
in processing sequence data, and the effectiveness of the
learnable filters in alleviating the impact of noise in click
models.

C. COMBINATION FUNCTION (ANSWER RQ2)
We study the influence of different combination functions

on the performance of FE-TCM. From Table 5, we can
obtain that exp_mul function can achieve the best results in
the combination layer. Compared with mul, exp_mul and
sigmoid_log functions, the linear and nonlinear functions
have relatively poor results because they do not support the
examination hypothesis.

D. ABLATION STUDY (ANSWER RQ3, RQ4)
In order to study the contribution of each module to the

overall performance of FE-TCM, and to verify whether the
learnable filters can improve the performance of the model,
we conducted several comparative experiments. The results
are presented in Table 6.

It can be seen from Table 6, compared with long short-term
memory (LSTM), the LL value and PPL value can be
increased by about 0.1% by using gated recurrent unit (GRU)
in the examination predictor; Besides, by adding filter layers
to the examination predictor and attraction estimator, LL and
PPL are both improved, which indicates that the learnable
filters can improve the performance of GRU and Transformer
structures. When the filter layer is added to both examination
predictor and attraction estimator, the overall PPL value of the
model is increased by 1.8% on Yandex dataset, and the PPL
value is 1.2543, LL value is increased by 1.3%, and LL value
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TABLE 6. Analysis of key components of FE-TCM.

is−0.2106; For the TREC2014 dataset, the overall PPL value
of the model increased by 0.17% and the PPL value is 1.1689,
the LL value increased by 0.13%, and the LL value is -0.1475.
The results prove the effectiveness of adding learnable filters
between the embedded layer and backbone network layers.

VI. DISCUSSION AND FUTURE WORK
A. DISCUSSION
In this paper, we propose a novel Filter-Enhanced

Transformer Click Model (FE-TCM) for web search. FE-
TCM consists of an attraction estimator and an examination
predictor for click prediction. Specifically the attraction
estimator incorporates the Transformer architecture to extract
the dependence of different features in users behavior
sequence. To achieve the best performance, we further
study five combination functions to integrate attraction and
examination into click prediction.

We conducted extensive experiments on two real-world
session datasets to answer four research questions, and found
that: 1) Our proposed model outperforms existing advanced
click models in the click prediction task due to the use of the
Transformer architecture and learnable filters. 2) Transformer
with multi-head self-attention mechanism is more suitable
for capturing sequence signals, and can better learn the
position bias from user logs. This structure can be used as the
most effective feature extraction network for click prediction.
3) Click models are mainly based on logged user behavior
data to fit model parameters, which usually contains noisy
interactions. Ablation study shows that filtering algorithms
from digital signal processing can effectively alleviate
the influence of noise in click models, and proves that
adding learnable filters between the embedding layer and
the backbone network layer can significantly improve the
performance of the model. 4) Among the five combination
functions, exp_mul function has the best comprehensive
performance because it supports the examination hypothesis
and has more learnable parameters to model user behaviors
flexibly.

B. FUTURE WORK
Through these experiments, we fully understand the

advantages and limitations of FE-TCM, and these limitations
can further inspire some future work. For example, 1) For
input features, we plan to expand click models by combining
rich contextual information (e.g., dwell time, action type,
vertical information, etc.), and making full use of more user
behavior information (e.g., visual bias, mouse movement,

etc.). 2) Many existing studies have shown that incorporating
the embedding learned from graph structure can significantly
improve model performance [3], [5], [32]. Graph structure
must be exploited in the future to further improving session
and click modeling. 3) In the users’ intention prediction,
existing studies incorporate the pre-training method to calcu-
late the topic relevance and assist intention prediction [33].
Because this type of data contains query and document
information, integrating topic relevance into click models can
also be used as one of the directions to accurately predict
users’ click behaviors.

VII. CONCLUSION
In this paper, we propose a new Filter-Enhanced Trans-

former Click Model (FE-TCM) for web search. We introduce
the filtering algorithms borrowed from signal processing
field, and ablation experiments prove that the learnable filters
can effectively alleviate the influence of noise in sequence
data. In addition, we model an attraction predictor and a
examination predictor respectively, and apply Transformer to
extract the dependence of different features in users behavior
sequence. We have conducted extensive experiments on two
real-world session datasets, and proves the superiority of our
proposed model in click prediction task compared with the
existing advanced click models.
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