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ABSTRACT Battery storage units (BSUs) are usually used to perform a single function in most planning
studies related to microgrids (MGs). This paper presents an effective methodology to use the BSUs to perform
multi-function including supply/demand matching and energy arbitrage. This is done according to a system
policy containing all possible scenarios to fully utilize the BSUs to maximize the benefit. In the proposed
work, the optimal sizing of the MG system under study containing wind turbines (WTs), photovoltaic system
(PV), BSUs, and diesel units (DUs) is obtained. The main objectives of the proposed methodology are;
1) minimizing the total costs of the MG, 2) minimizing the harmful gas emissions, and 3) minimizing
the accumulated power difference between the generation from renewable energy systems (RESs) and the
demand. Due to the stochastic behavior of the output from the RESs, the uncertainties of wind speed, solar
irradiance, and temperature are considered in the study. Two modes of operation of the MG (grid-connected
and islanded) and the demand side management (DSM) are also considered. The problem is formulated as a
constrained nonlinear optimization problem and is solved using two metaheuristic optimization algorithms,
Moth-Flame Optimization (MFO) and Hybrid Firefly and Particle Swarm Optimization (HFPSO). Moreover,
the uncertainties in the different parameters are considered by using the Latin Hypercube Sampling (LHS)
method to generate samples of wind speed, solar irradiance, and temperature. To examine the proposed
methodology, different case studies are presented and discussed. Moreover, the results of the used two
algorithms, MFO and HFPSO, are compared to show their effectiveness in solving the proposed problem and
assure the optimal solution. The optimization problem is implemented and solved using MATLAB software.

INDEX TERMS Energy arbitrage, microgrid, multi-functional battery, sizing, supply/demand matching,
uncertainties.

I. INTRODUCTION

According to the definition of the MG by the U.S. energy
department, the MG is an interconnection between a group
of loads and distributed energy resources (DERs) within
specific electrical boundaries. It behaves as a single con-
trolled entity with respect to the utility grid (UG). It can
operate in grid-connected mode or islanded mode [1]. The
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MG provides several benefits, including: 1) reducing power
loss, 2) improving power quality, 3) enhancing reliability
due to restoring loads or parts of the loads in the event of
a fault in the UG, 4) increasing efficiency, and 5) helping
in feeding far loads when the transmission and distribution
infrastructures are not available. To improve the economic
and technical aspects of the MGs, Energy storage systems
(ESSs) are currently being widely utilized [2], [3], [4]. With
respect to the technical aspects, the ESSs can be used to sup-
port voltage, regulate frequency, enhance stability, support
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reliability, enhance power quality, provide ride-through sup-
port, support the compensation of an unbalanced load, and
perform peak shaving. With respect to the economic aspects,
the ESSs can be used to gain a profit from energy arbitrage
at which power is stored during low price hours to sell it to
the UG during high price hours, reduce costs related to power
quality or reliability problems, and gain profit from ancillary
services such as voltage support and frequency regulation.

A. STUDY OBJECTIVE

The main objective of the proposed study is to present a
new methodology to operate multi-functional BSUs that can
enhance the performance of the MG system as follows:

o Function 1: supply/demand matching is to store the
surplus power during the high-power time of the gen-
eration from the RESs and cover the deficit during the
low-power time of the generation from the RESs.

« Function 2: energy arbitrage is to purchase the power
from the UG during the off-peak time (low price) and sell
it again during the on-peak time (high price) resulting in
a profit.

This is done according to a proposed system policy to fully
utilize the BSUs to maximize the benefit.

To obtain realistic results, the uncertainties of several
parameters such as wind speed, solar irradiance, and temper-
ature are considered in the study. In addition, the two modes
of operation of the MG and the DSM are also considered.

B. RELATED LITERATURE SURVEY

Several studies addressed the use of the ESSs to improve the
performance of the MGs. These studies can be classified into
1) grid-connected MG studies, 2) islanded MG studies, and
3) grid-connected and islanded MG studies. These studies are
summarized in Table 1.

First, the grid-connected MG studies obtained the optimal
sizing of the MG resources without considering the uncer-
tainties of the RESs such as in [5], [6], and [7] or with taking
it into consideration such as in [8], [9], and [10]. In [5],
a study was proposed to obtain the size of the RESs in the
first step and the size of the hybrid ESS containing BSU and
super-capacitor (SC) in the second step. The objectives of
this study were to minimize costs, improve reliability, and
curtail emissions of the MG. The role of the hybrid ESS
was to compensate for the difference between the generated
and the demanded powers at any instant according to the
frequency. In [6], the optimal sizing of the MG resources
including RESs/BSUs was obtained. The objectives of this
study were to minimize the bill of energy consumption via
the use of the RESs and maximize the lifetime of the BSUs.
The BSUs maintained the balance between the generation
from the RESs and the demand. In [7], a comprehensive
optimization model was proposed to obtain the sizing of
the MG components including PV/BSU/grid converter. The
study also contained a techno-economic model based on dif-
ferent variables. The objectives of this study were as follows:
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1) maximizing the factors of the power and energy autonomy
which measured the power and energy independence of the
MG from the UG, respectively, 2) minimizing the capital
costs of the MG, and 3) minimizing the simple payback
period which measured the economic viability of the MG.
The BSU was a primary source to ensure the match between
the generation from the PV and the load. In [8], the optimal
sizing and power dispatch of the MG resources including
the RESs and the BSUs were obtained. The main objectives
of this study were to minimize the total annual costs and
maximize the profit of selling power to the UG. The uncer-
tainties of the RESs and the load were considered in the study
using suitable probability distribution functions (PDFs). The
BSUs attenuated the fluctuations of the RESs. In [9], the
optimal sizing of the MG resources including RESs/BSU
was obtained in two phases. The optimal sizing of the RESs
containing WT and PV was obtained in the first phase and
the BSU in the second phase. This study aimed to minimize
the total costs and maximize reliability. The uncertainty of
the hourly wind speed was considered only from the RESs.
The role of the BSU was to match the supply with the
demand. In [10], a stochastic model was proposed to obtain
the optimal size of the BSU. This model considered different
economic and technical factors including BSU degradation,
UG fluctuations, and reliability index. This study aimed to
minimize the capital cost of the BSU, the operating cost of
the MG, and the load curtailment cost. The uncertainties of
the generation from the RESs and the dispatchable generators
(DGs) were considered using the scenarios generation via
Monte-Carlo Simulation (MCS) and the scenarios reduction
via the fast-forward selection method. The BSU mitigated the
fluctuations of the generated power from the RESs. The lim-
itations of the aforementioned studies include the following:
1) the BSU performed only one function, although it could
perform multi-function, 2) these studies considered only the
grid-connected mode of the MG, 3) most of these studies did
not consider the DSM, despite its benefits to the operation
of the MG [11], 4) most of these studies did not consider
the harmful gas emissions, despite their importance from the
environmental aspect, 5) the uncertainties of the RESs were
not considered in some of these studies.

Second, the islanded MG studies obtained the optimal siz-
ing of the MG resources without considering the uncertainties
of the RESs such as in [12], [13], and [14] or with taking it
into consideration such as in [15] and [16]. In [12], the opti-
mal design of the MG system containing RESs/BSUs/DUs
was obtained. The objective of this study was to minimize
the net present cost considering several constraints such
as system reliability, customer satisfaction, and renewable
energy use percentage. The BSUs covered the load in case
of generation absence. In [13], the optimal sizing of the MG
components containing RESs/BSUs/DUs was obtained. The
objectives were to minimize the cost of energy (COE) and
minimize the loss of power supply probability. The role of
the BSUs was to do the supply/demand matching function.
In [14], the optimal sizing of the MG components containing
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TABLE 1. Related literature survey.

Ref. | Modes* | RESs ESSs ESSs functions Uncertainties | DSM Objectives Optlml.zatlon
techniques
- Load shifting or RESs & - Minimize the investment cost of the
WT energy arbitrage in G demand & BSUs and the operation cost of the MG
2] G&l & PV BSUs - Unserved energy electricity X inG MILP
reduction in I pricing - Minimize load curtailment cost in I
- Minimize costs of the MG .
5] G Xg\s, Bsslé& S“ﬁgﬁ?“‘i X X | - Improve reliability of the MG Ite:ﬁn;fi tsherimh
e - Curtail emissions of the MG e
- Minimize the bill of energy
[6] G 8??\/ BSUs Supnlzl};-:eizqunand X X consumption via the use of the RESs SQP
atching - Maximize the lifetime of the BSU
- Maximize the factors of the power
: and energy autonomy
[7] G PV | BSU S“prflgytc‘fl??and X X | - Minimize the capital costs of the MG PSO
g - Minimize the economic viability of
the MG
. - Minimize the total annual costs
WTs Attenuation of the RESs & - .
[8] G &PV BSUs RESs fluctuations demand v - Maximize the profit of selling power MILP
to the UG
S Two constrained
WT Supply-demand . - Minimize the total costs . .
9] G &PV BSU matching Wind speed X - Maximize the reliability based 1teraFlve search
algorithms
- Minimize the capital cost of the BSU
WT Mitigation of the - Minimize the operating cost of the
[10] G & PV BSU RESs fluctuations RESs & DGs X MG MIQP
- Minimize the load curtailment cost
WTs Supply-demand S EO, AEFA, HHO,
[12] I &PV BSUs matching X X Minimize the net present cost STOA, and GWO
- Minimize the cost of energy
[13] I WIs | psus Supply-demand X X | - Minimize the loss of power supply hHHO-AOA
& PV matching o
probability
[14] I WTs BSUs Kzg)érrl%i\io:;s:i? X X - Minimize the cost of energy WOA, MFO, WCA,
& PV p load - Maximize the reliability and PSOGSA
BSUs Supply-demand
[15] 1 PV & pply-dc PV & demand X Minimize the total costs of the system GA and MILP
matching
HSUs
WT storing the excess RESs & Minimize the total costs (planning and
[16] I & PV BSU energy demand X operational). SQP & PSO

* MG modes are: grid-connected (G) and islanded (I)

RESs/BSUs/DU was obtained to minimize the COE and
maximize the reliability. The role of the BSUs was to keep
a constant power flow to the load. In [15], the optimal sizing
of the MG resources containing PV, hydrogen storage units
(HSUs), and BSUs was obtained to minimize the total costs of
the system. Then, a unit commitment problem was proposed
to obtain the optimal plan of operation. The BSUs and HSUs
were auxiliary storages to ensure the balance between the
generation and the demand. The optimal sizing of the MG
resources containing RESs/ESS/DU/biogas generator was
obtained in [16] to minimize the total costs (planning and
operational). The ESS stored the excess energy after demand
satisfaction. Similarly, the aforementioned islanded MG stud-
ies contained the same limitations as the grid-connected stud-
ies including considering one function of the BSU, consider-
ing one mode of operation of the MG, the absence of DSM,
the absence of the environmental aspect, and the application
of the deterministic approach in several studies.

Finally, the grid-connected and islanded MG modes were
considered in some studies such as in [2]. In this study,
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an expansion planning model was proposed to obtain the
optimal size, technology, number, and maximum depth of
discharge of the BSUs. The objective of this study was to
minimize the investment cost of the BSUs and the operation
cost of the MG (in the grid-connected mode only) or load
curtailment cost (in the islanded mode only). The uncertain-
ties of RESs, demand, and electricity pricing were considered
depending on the forecasted data. The BSUs performed either
load shifting or energy arbitrage in the grid-connected mode
and reduced the unserved energy in the islanded mode.
Compared to the proposed methodology, the limitations of
the study in [2] are as follows: 1) the study did not aim to size
the MG generation units as well as the BSUs. It rather aimed
to upgrade an existing MG with BSUs, 2) the study did not
clarify if the BSUs could perform both functions at the same
time, 3) the study did not consider the harmful gas emissions,
despite their importance from the environmental aspect, 4) the
study did not clarify how the DSM was used, despite mention-
ing that one of the objectives was to perform load shifting, 5)
the study aimed to minimize the cost without replacing the
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BSUs. However, this did not allow the utilization of the full
capabilities of the BSUs, especially because no system policy
or Energy Management System (EMS) was used, 6) The
uncertainties were considered using the forecasting errors
which is not an accurate representation of the data due to the
lack of different scenarios, and 7) the performance of the MG
was not clearly presented during the worst-case scenario, in
which the generation is lower than the demand, the BSUs are
fully discharged, and the power deficit is higher than the grid
limit.

C. OPTIMIZATION TECHNIQUES

The previously mentioned studies used several optimization
techniques which can be classified into three main categories
as follows: 1) mathematical optimization techniques, 2) meta-
heuristic optimization algorithms, and 3) hybrid metaheuris-
tic optimization techniques.

First, mathematical optimization techniques such as Mixed
Integer Linear Programming (MILP), Sequential Quadratic
Programming (SQP), Mixed Integer Quadratic Programming
(MIQP), and iterative search algorithms have good con-
vergence characteristics. On the other hand, its obtained
optimal solution, especially in the complex constrained
non-linear optimization problems, may be a local optimal
solution and not a global one. This is due to the depen-
dence of these techniques on the initial value and gradient
information [17], [18].

Second, metaheuristic optimization algorithms are divided
into four types as follows [19], [20], [21]:

i) swarm intelligence-based algorithms that depend on the
social behavior of insects, birds, animals, fishes, etc. Exam-
ples of this category are; Moth-Flame Optimization (MFO),
Particle Swarm Optimization (PSO), Firefly Algorithm (FA),
Grey Wolf Optimization (GWO), Harris Hawks Optimizer
(HHO), Sooty Tern Optimization Algorithm (STOA), Whale
Optimization Algorithm (WOA), and Water Cycle Algorithm
(WCA).

ii) physics-based algorithms that depend on the physical
rules in the universe (related to gravity, inertia, mass, volume,
etc.) such as Equilibrium Optimizer (EO), Artificial Elec-
tric Field Algorithm (AEFA), Arithmetic Optimization Algo-
rithm (AOA), and Gravitational Search Algorithm (GSA).

iii) Evolutionary algorithms that depend on natural evolu-
tion like genetic recombination, mutation, and natural selec-
tion. Examples of this category are; Genetic Algorithm (GA)
and Differential evolution (DE).

iv) human-based algorithms that depend on human behav-
ior such as Teaching Learning-Based Optimization (TLBO)
and Tabu Search (TS).

Compared to mathematical optimization techniques,
metaheuristic optimization algorithms can solve complex
optimization problems effectively and obtain the global opti-
mal solution in less time [22], [23], [24]. These techniques
are suitable to handle MG optimization problems due to
their flexibility, robustness, efficiency, accuracy, and short
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convergence time [22]. Due to the previous advantages, the
metaheuristic optimization algorithms are more suitable for
solving non-convex optimization problems which have global
and local solutions [18], [25], [26], [27]. Moreover, it can
solve the convex optimization problem effectively. However,
these techniques need tuning of specific parameters to ensure
convergence to the global optimal solution.

Finally, hybrid optimization techniques depend on the
combination of two or more different techniques to over-
come their shortcomings and merge their strengths. Exam-
ples of this category are; hybrid Harris Hawks Opti-
mizer and Arithmetic Optimization Algorithm (hHHO-
AOA) and Hybrid Particle Swarm-Gravitational Search
Algorithm (PSOGSA).

In the proposed work, two metaheuristic optimization algo-
rithms are chosen to obtain the global optimal solution of
the constrained non-linear optimization problem under study.
These algorithms are as follows:

¢ Moth-Flame Optimization (MFO) algorithm which is
considered one of the swarm intelligence-based algo-
rithms.

o Hybrid Firefly and Particle Swarm Optimization
(HFPSO) algorithm which is considered one of the
hybrid optimization techniques.

A comparison is done between them to check the aforemen-
tioned advantages of the metaheuristic optimization algo-
rithms either individual or hybrid and assure the optimal
solution of the proposed optimization problem.

D. CONTRIBUTIONS AND PAPER ORGANIZATION
Compared to the previously mentioned studies, the main
contributions of this work include the following:

o The BSUs are used to perform multi-function includ-
ing supply/demand matching and energy arbitrage to
enhance the performance of the MG system under study,

« Environmental aspect is considered,

« Two operation modes of the MG, grid-connected and
islanded, are considered,

o The DSM is considered, and

o The uncertainties of the RESs including wind speed,
solar irradiance, and temperature are considered.

The organization of this paper is as follows: the system
under study and the proposed system policy of the MG are
introduced in Section II. The modeling of uncertainties is
presented in Section III. In Section IV, the proposed opti-
mization problem is formulated. The optimization algorithms
that are used to solve the formulated sizing problem are
discussed in Section V. In Section VI, the case studies and
the obtained results are presented and discussed. Finally, the
conclusions are summarized in Section VII and the future
work is mentioned in Section VIII.

Il. MG OPERATION POLICY
This section includes the MG system under study and the MG
operation policy.

VOLUME 11, 2023
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DUs BSUs
FIGURE 1. The MG system under study.

A. THE MG SYSTEM UNDER STUDY
Fig. 1 shows the architecture of the MG under study.
It includes the following: 1) RESs including WTs and PV,
2) BSUs, 3) DUs, 4) Load demand, and 5) EMS which
ensures the execution of the proposed system policy to fully
utilize the BSUs capabilities. The connection between the
MG and the UG is assumed to be through a single point of
interconnection.

The BSUs are considered to perform two functions to
enhance the performance of the MG as follows:

o Function 1: supply/demand matching is to store the
surplus power during the high-power time of the gen-
eration from the RESs and cover the deficit during the
low-power time of the generation from the RESs.

o Function 2: energy arbitrage is to purchase the power
from the UG during the off-peak time (low price) and sell
it again during the on-peak time (high price) resulting in
a profit.

The DUs are used to cover the deficit between the generation
from the RESs and the demand in case of the unavailability
of the BSUs and the UG.

The DSM is used in this study to control the demand of
the MG in different cases by dividing the loads into three
different categories as follows: (1) Essential Demand (ED)
that is completely supplied at its desired time, (2) Partially
Shiftable/Curtailable Demand (PSCD) at which the unsup-
plied part of the demand can be shifted to another time within
the same day when there is surplus power from the RESs
and the remaining part may be curtailed. In this case, the
customers receive money credits for both the shifted and cur-
tailed parts of the demand. Finally, (3) Partially Curtailable
Demand (PCD) at which the unsupplied part of the demand
can be totally curtailed in case of generation deficit; hence,
the customers receive money credit for the curtailed demand.
The demand of the second and third categories that must be
supplied after using the DSM equals 60% of the demand
before using the DSM. In the proposed methodology, the
percentage of the fixed loads is assumed to be 60% while
the shiftable/curtailable loads are 40%. These percentages are
determined depending on the types of loads in the demand of
the MG system and the request of the project owner [28].
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B. THE SYSTEM POLICY OF THE MG

To ensure the proper operation of the MG and the proper use
of the BSUs, several expert system rules should be considered
to develop the system policy. In this work, the system policy is
divided into six cases to cover all possible scenarios between
the generation from the RESs, the demand, the time of use,
and the connection status between the MG and the UG as
shown in Fig 2. These cases can be summarized as follows:

1) GENERATION > DEMAND, OFF-PEAK TIME,
GRID-CONNECTED MODE (G>D, FP, GC)

o Firstly, the demand is satisfied by the RESs. This
demand may be the first type (ED) or the second type
(PSCD) according to the generation from the RESs at
this moment.

« Secondly, the BSUs are charged from the surplus power
of the RESs (Function 1).

o Thirdly, if this surplus power cannot fully charge the
BSUs, additional power is purchased from the UG until
it is fully charged (Function 2).

« Finally, any additional excess power from the RESs after
fully charging the BSUs is sold to the UG up to the grid
limit otherwise, the RESs power is curtailed.

2) GENERATION > DEMAND, ON-PEAK TIME,
GRID-CONNECTED MODE (G>D, NP, GC)

o Firstly, the demand is satisfied by the RESs. This
demand may be the first type (ED) or the second type
(PSCD) according to the generation from the RESs at
this moment.

« Secondly, the surplus power from the RESs is sold to the
UG up to the grid limit.

o Thirdly, the excess power above the grid limit is used
to charge the BSUs (Function 1). If the BSUs are fully
charged, then the remaining power from the RESs is
curtailed.

« Finally, the BSUs are discharged to sell the power to the
UG (Function 2) up to the grid limits.

3) GENERATION < DEMAND, OFF-PEAK TIME,
GRID-CONNECTED MODE (G<D, FP, GC)

« Firstly, a part of the demand is satisfied by the RESs.
This demand may be one of two types, either the
PSCD or the PCD, according to the availability of
the RES.

« Secondly, the power deficit between the generation from
the RESs and the demand is satisfied by buying the
power from the UG.

« Thirdly, if the power deficit is higher than the grid limit,
the remaining power will be taken from the BSUs (Func-
tion 1). If the BSUs are fully discharged, the remaining
power will be taken from the DUs.

« Finally, the power is purchased from the UG to charge
the BSUs to be fully charged if the power deficit is
satisfied (Function 2).

29525



lEEEACC@SS 1. M. Ibrahim et al.: Sizing of MG System Including Multi-Functional Battery Storage and Considering Uncertainties

Not fully Power >
: harged BSUs : grid limit :
Charging the BSUs Cha}'gmg the BSUs The surplus power Charging the BSUs
from the surplus again from the UG is sold to the UG from the extra power
power (Function 1) (Function 2) 15 sold to the (Function 1)
5 g
o< N o<
Ao = Ao
¢ g = § cg
a3 5 A a3
[¢] [¢]
= Power > a
. rid limit o ; ;
Additional power g— Power over the limit 3)1s011;211£1g1ng the E:S:}Jls Remaining power
will be sold to UG will be curtailed 08¢’ bhe Power 10 fie will be curtailed
UG (Function 2)
(a) G=D, FP,GC (b) G=D, NP, GC
. Fully
Deficit > discharged
Deficit is satisfied | 8rid limit Remaining power wil Deficit is satisfied by | BSUs Remaining power
by buying power be taken from the discharging the BSUs will be taken from
from the UG BSUs (Function 1) (Function 1) the UG
2q w2 wi & |73
= & 2N =g= Z8=3 a z
g 2 R E cE 2 = o
E. - wn gg < «“ g = g 7
= A & g_ < =V
Charging the BSUs Remaining power Discharging the BSUs Remaining power
from the UG will be taken from to sell the power to the will be taken from
(Function 2) the DUs UG (Function 2) the DUs
(c¢) G<D,FP,GC (d) G<D, NP, GC
Charging the BSUs Deficit is satisfied by
from the surplus discharging the BSUs
power (Function 1) (Function 1)
£ 5
= [eRe>!
2 ZE2
c s w gy <
2 2
[¢]
o
-, Remaining power
Additional power will be taken from
will be curtailed the DUs
(e) G=D,1 () G<D, I

FIGURE 2. MG system policy cases (six cases).

4) GENERATION < DEMAND, ON-PEAK TIME, « Secondly, the power deficit is satisfied by discharging
GRID-CONNECTED MODE (G<D, NP, GC) the BSUs (Function 1).

« Firstly, a part of the demand is satisfied by the RESs. « Thirdly, if the BSUs are fully discharged, the required
This demand may be one of two types, either the power is purchased from the UG. If the required power
PSCD or the PCD, according to the availability of is higher than the grid limit, the power is taken from the
the RES. DUs.
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FIGURE 3. Comparison between MCS and LHS methods in sampling.

« Finally, if the deficit is satisfied and the BSUs are not
fully discharged, the BSUs are discharged to sell the
power to the UG up to the grid limits (Function 2).

5) GENERATION > DEMAND, ISLANDED MODE (G>D, I)

o Firstly, the demand is satisfied by the RESs. This
demand may be the ED or the PSCD according to the
generation from the RESs at this moment.

o Secondly, the BSUs are charged from the surplus power
of the RESs (Function 1).

« Finally, if the BSUs are fully charged, the remaining
power from the RESs is curtailed.

6) GENERATION < DEMAND, ISLANDED MODE (G<D, I)

e Firstly, a part of the demand is satisfied by the RESs.
This demand may be one of two types, either the PSCD
or the PCD, according to the availability of the RES.

e Secondly, the power deficit is satisfied by discharging
the BSUs (Function 1).

o Finally, if the BSUs are fully discharged and the power
deficit is not satisfied, the required power will be taken
from the DUs.

Ill. MODELING OF UNCERTAINTIES
A. LATIN HYPERCUBE SAMPLING (LHS) METHOD
The LHS method divides the sample space into small regions
(hypercubes) with equal probability and then generates the
samples within these regions. The generated samples fill the
regions effectively without clustering the generated samples
together which may occur in the Monte Carlo Simulation
(MCS) method.

The LHS method is used in the proposed work due to two
main advantages compared to the MCS [29], [30], [31], [32]:

« Higher efficiency in sampling as shown in Fig. 3. As a
result, the original probability distribution of the uncer-
tain parameters is fully maintained in the produced sam-
ples, and

o Lower number of simulations and computations.

The steps of the LHS method can be summarized as follows
[32]:
1) Dividing the sampling space of the uncertain parameter
into n intervals with equal probability.
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2) Obtaining the probability of randomly selected num-
ber (s;;) from the interval [ii-1/n, ii/n]. The number is
selected using the following equation:

num i — 1

Sii = ——
n

Jii=1,2,..,n (1

where 7 is the number of intervals in the sampling space
of the LHS method and num is a random number in the
range [0,1].

3) Transforming the obtained probabilities in step (2) into
the corresponding samples values using the inverse
transformation of the probability density function using
the following equation

xii = F~(si) 2)

where x;; is the corresponding sample value of the
randomly selected number s;; and F —1 is the inverse
of the probability distribution function.

B. MODELING UNCERTAINTIES IN WIND SPEED, SOLAR
IRRADIANCE, AND TEMPERATURE

There are several steps to consider the uncertainties of the
wind speed, solar irradiance, and temperature in the proposed
work as follows:

1) The historical data (10 years) of the hourly wind speed,
solar irradiance, and temperature are obtained [33].

2) The obtained historical data are classified into twelve
months and then a suitable distribution fitting is
obtained for each hour in each month. The Weibull
distribution function is used to fit the wind speed
data and the Normal (Gaussian) distribution function
is used to fit the solar irradiance and temperature
data [8], [34], [35], [36]. The probability distribution
function or probability density function (PDF) of the
Weibull distribution function is calculated using the
following equation:

k svyk—1 N
fFo==(3) ew (— () ) 3
¢ \c c
where k and c are the shape and scale parameters of the
Weibull function (positive scalar values), respectively.
In Equation (3), the hourly wind speed data are con-

verted to be at the hub height of the turbine using the
following power-law equation [37]:

v h 0.143
v (h_) @

where v and v, are wind speeds (m/s) at height # and
h,, respectively. h and h, are the hub height of the WT
(h = 50 m) and the height of the wind speed data (h, =
10 m), respectively.

The PDF of the Normal distribution function is calcu-
lated using the following equation:

1 —(x — p)?
omexp(T)x eR (5

29527

f )=



IEEE Access

1. M. Ibrahim et al.: Sizing of MG System Including Multi-Functional Battery Storage and Considering Uncertainties

TABLE 2. Weibull and normal distribution fittings at 6 am.

Data Wind speed Solar irradiance Temperature
PDF Weibull Normal Normal
Parameter 1 Cc=5.2833 o=119.5024 0=10.4911
Parameter 2 k=2.3076 1=26.0039 u=2.008
0.8 Histogram | 7
PDF
0.16 - ]
014}
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FIGURE 4. Histogram and PDF of the January wind speed data at 6 am.
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FIGURE 5. Histogram and PDF of the January solar irradiance data at
6 am.

where u and o are the mean (—oo < p < o0) and the
standard deviation (o > 0) of the Normal distribution,
respectively.
As an example, Table 2 shows the obtained parameters
from the Weibull and Normal distribution fittings for
the wind speed, solar irradiance, and temperature at
hour 6 am in January month, respectively. Fig. 4, Fig. 5,
and Fig. 6 show the histogram and the PDF of the
January wind speed, solar irradiance, and temperature
at 6 am, respectively.

3) Using the LHS method, 100 scenarios of each hour
in each month are generated for the wind speed, solar
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FIGURE 6. Histogram and PDF of the January temperature data at 6 am.

irradiance, and temperature. This is done by using the
parameters obtained in Step (2) to obtain a distribution
with the same parameters for each hour and then gen-
erate the samples which represent this distribution for
each hour in each month. Finally, 100 scenarios of one
year for the hourly wind speed, solar irradiance, and
temperature are obtained to be used in the stochastic
optimization problem.

IV. OPTIMIZATION PROBLEM FORMULATION

The objective of the formulated problem is to find the sizes of
the RESs, BSUs, and the DUs to achieve the main objectives
of the proposed study as follows:

« First objective:

This objective is achieved by minimizing the total costs
of the MG system including initial costs, operation and
maintenance costs, costs of purchasing/selling energy
from/to the UG, penalty costs due to emissions from the
DUs, curtailment costs, and salvage costs.

« Second objective:

This objective is achieved by minimizing the costs
related to the emissions of the harmful gases produced
by the DUs. These harmful gases include CO,, N, O, and
CH4 [38].

« Third objective:

This objective is achieved by minimizing the accumu-
lated power difference between the generation from the
RESs and the demand within the MG system.

The proposed optimization problem is a nonlinear multi-
objective problem and is converted into a single-objective
problem using the weighted sum method. The objective func-
tion of the proposed optimization problem can be described
using (6)-(20) as follows:

C AP
Minimize Obj = Wy —24L_ 4 w, (©6)
Ciotalmax max
Crotat = Cin + PWF](C()[) + Cgr + Cem + Ceu)
— PWF3(Ca) )

Cin = Ci,wrNwr Py + Ci pyNpy Ppy)
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+ CeEg™ + CpPy" + Ciiesel Pyrey  (8)
Cop = Co,wrNwr Py
+ Co,pvNpv Py, + CoPE" + Co,diesel

©)
T > T
Co,diesel = ar Zt:l Pdiesel ) + bf Zt:l Pieser (1)
+cr Tiesel (10)
T
Cor =2 Co(OOPy—y (1)
T
=D G OPy—y () (11)

T T
Com = (ae Zt:] Pzziiexel(t) + be Z,:] Pdiesel (1)

+ T diesel) (aCOQ + an,0 + aCH4) Cemfcoeﬁ‘

(12)
Ccu = CcufG + CcufD (13)
Ccu_G = CdumpEdump (14)
T T
CcufD = Csh Zt:l Psh(t) + Cnonsh Zt:l Pnonsh(t)
(15)
Csa = 0.1Ciyy (16)
1+d)! —1
PWF,| = % (17)
d(1+d)
1
PWF) = — 18
T a+a e
N =T
AP=3  1Ap@®)] (19)
8p (1) = (NP, )+ NusPrs ) =P (1)
(20)

where W and W, are the weights of the objectives in the
objective function, Cyygimax 1 the maximum value of the
total costs of the MG ($), AP,q is the maximum value of the
accumulated power difference between the generation from
the RESs and the demand after the DSM (kW), Cyyq; is the
total costs of the MG ($), AP is the accumulated power differ-
ence between the generation from the RESs and the demand
after the DSM (kW), Ciy, Cop,Cgr, Cem, Cey, and Cs, are
the initial costs, operation and maintenance costs, purchas-
ing/selling energy from/to the UG costs, penalty costs due
to produced emissions from the DUs, curtailment costs,
and salvage costs ($), respectively, PWF| and PWF, are
present worth factors to convert the costs from annual value
into present value and from future value into present value,
respectively, C; wr, Ci pv, Cowr, and Cg py are the initial
cost and the operation and maintenance cost of the WTs
and the PV ($/kW), respectively, Cg, Cp, and Cp are the
initial cost per unit energy ($/kWh), initial cost per unit
power ($/kW), and operation and maintenance cost ($/kW)
of the BSUs, respectively, Cgieser and Co gieser are the initial
cost ($/kW), and operation and maintenance cost ($) of the
DUs, respectively, Cp, (t) and Cs (¢) are the instantaneous
price of buying/selling energy from/to the UG ($/kWh),
respectively, Cepm—coeff 1 the penalty cost coefficient of the
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emissions produced from the DUs ($/kg), Cey_ ¢ and Cey p
are the total costs of generation curtailment and demand
curtailment ($), respectively, Cgymp is the cost of dumped
energy from the generation ($/kWh), Cyj, and Cjpsp are the
penalty costs of the demand to be shifted to another time
(shiftable) and the demand to be curtailed (non-shiftable)
($/kWh), respectively, Nyr and Npy are the numbers of
the WTs and PV, respectively, P;ﬁ, P;,a‘f ,P;ap , and P;?gy ol
are the power ratings of WT, PV, BSUs, and DUs (kW),
respectively, E; " is the energy rating of BSUs, az, by, and cf
are the coefficients of the fuel cost of the DUs ($/kW?2h,
$/kWh, and $/h), respectively, a., b., and c, are the coef-
ficients of emissions of the DUs (L/szh, L/kWh, and
L/h), respectively, aco,,@n,0, and acy, are the coeffi-
cients of the gases CO,, N,O, and CHy produced from the
DUs (kg/L), respectively, Py—_p (t) and Py_y (¢) are the
instantaneous purchased power from the UG to the MG
and the sold power from the MG to the UG, respectively
(KW), Paieser (t) sPsn (t) s Puonsh (t) , Ppy (2) , Pwr (¢) , and

Ps_psu (t) are the instantaneous DU s output power, shiftable
demand power, non-shiftable demand power, PV output
power, WTs output power, and demand power after applying
the DSM (kW), respectively, Egymp is the total dumped energy
from the RESs (kWh), Tgieser is the working hours of the
DUs, Ap (¢) is the instantaneous power difference between
the generation from the RESs and the demand after the DSM
(kW), d is the average annual discount rate, / is the number
of years per the study period (years), T is the total hours per
the study period, and ¢ is the time index.

The objective function (6) includes two terms. The first
term represents the total costs of the MG which are calculated
by (7). The second term represents the accumulated power
difference between the generation from the RESs and the
demand after applying the DSM which is calculated by (19).
The total costs of the MG include the initial costs as in (8),
operation and maintenance costs as in (9), the costs of pur-
chasing/selling energy from/to the UG as in (11), the penalty
costs due to produced emissions as in (12), curtailment costs
as in (13), and salvage costs as in (16).

The curtailment costs are divided into the costs of genera-
tion curtailment and demand curtailment which are calculated
by (14) and (15). The present worth factors in (17) and (18)
are used to convert the annual value and the future value
of the annual and the future costs in (7) into present value,
respectively. Equations (19) and (20) calculate the accumu-
lated power difference between the generation from the RES
and the demand after applying the DSM.

The optimization problem is subjected to several technical
constraints as follows:

The power balance of the MG system:

Npy Ppy (t) + Nwr Pwr () = Pp (t) + Puieset ()
+ Py—m (O) — Py—u (8) — Paump (£) — Pa—psm (t)
- Plosse& (t) = 0’ Vi (21)
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The constraints related to the BSUs:

Ep(t+ At) = Ep (t) + AtPp (t) nen Vi (22)

Pg (1)
Ep(t + At) = Ep(t) — At vt (23)
Ndisch
0<Pp(t) < P;”p vt (24)
SoCminEp” < Ep (1) < SoCpaxEg™ Vi (25)
Epmin < E5" < Ep (26)
Eg (1) = Ey"” 27)
The constraint related to the DUs:
0< Piesel (1) < PZ?:;E[ Vi (28)
The constraints related to the RESs:
0; Veo < Vi(t) < Vi
t —_ .
Pur (1) = | P 2DVl <,
Vr — Vei

ng; Ve SV () < Veo

(29)
cap G(t)

Ppy (t) = fpvPpy @[1 +ar (T(t) — Tsre)l (30
Nwr min < Nwr < NWT max (3D
Npv min < Npv < NPV max (32)

The constraint related to the MG-UG:

—Pgrid max€ < Py—m (t) < Porid max€ (33)
—Pgridmaxe < Pp—v (1) < Pgrid max€ (34)
1 Grid — ted
e — T1 connecte (35)
0 Islanded

where Pp (t), Pgump (1), and Py () are the instanta-
neous BSUs power, curtailed power from the RESs, and
power losses (5% of the demand power) (kW), respec-
tively, Ep (¢) is the instantaneous energy of the BSUs (kWh),
nen and ngisen are the charging and discharging efficiency of
the BSUs, respectively, At is the data time step (1 hour),
SoCin and SoC 4, are the minimum and maximum state
of charge of the BSUs, respectively, nglf:lm and Eg,f’f;ax
are the lower and upper limits of the energy rating of
the BSUs, respectively, v,,(¢) is the instantaneous wind
speed (m/s), Vi, Veo, and v, are the cut-in, cut-out, and
rated wind speed (m/s), respectively, fpy is the derating
factor of the PV, G(¢r) and T(t) are the instantaneous
solar irradiance (W/m?2) and temperature (°C), respectively,
Gstc and Tstc are solar irradiance and temperature at
the standard conditions, respectively, ar is the temperature
coefficient, Npv minsNWT min NPV . max » and NWT max are the
lower and the upper limits of the PV and WTs number,
respectively, Pgyig max is the maximum allowable limit of the
power transfer between the MG and the UG (kW), and ¢ is
the status of the connection between the MG and the UG.

First, Constraint (21) ensures that the power balance of the
MG must be satisfied at each time interval.
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Second, the constraints related to the BSUs include (22)
and (23) which describe the charging and the discharging
of the BSUs, (24)-(26) which ensure that the instantaneous
power, the instantaneous energy, and the energy capacity of
the BSUs must be within the lower and the upper limits, and
(27) assumes that the BSUs are fully charged at the start of
the study period.

Third, Constraint (28) ensures that the instantaneous power
of the DUs must be within the lower and the upper limits.

Fourth, the constraints related to the RESs include (29) and
(30) which calculate the instantaneous power of the RES, and
(31) and (32) which ensure that the numbers of the WTs and
PV must be within the lower and the upper limits.

Fifth, the constraints related to the power transfer between
the MG and the UG include (33)-(35) which ensure that the
purchasing/selling of the energy from/to the UG must be
within the maximum allowable limits. Equation (35) shows
that the MG is either grid-connected or islanded. The island-
ing of the MG is classified into intentional islanding and
unintentional islanding according to IEEE standard 1547-
2018 [39], [40]. The islanding hours are assumed to be 10%
of the total hours.

V. METAHEURISTIC OPTIMIZATION ALGORITHMS

The formulated optimization problem is solved using two
metaheuristic optimization algorithms: the moth-flame opti-
mization (MFO) algorithm and the hybrid firefly and particle
swarm optimization (HFPSO) algorithm.

A. MOTH-FLAME OPTIMIZATION (MFQO) ALGORITHM
Several studies used the MFO algorithm in solving the opti-
mization problems related to the power systems, especially
the MG, and mentioned that the MFO obtained the best
solution compared to other algorithms such as in [41], [42],
and [43]. The MFO algorithm [44], [45] is a metaheuristic
optimization algorithm that depends on the behavior of the
moths’ insects in nature. From the interesting facts about the
moths, they fly at night depending on the moonlight using the
mechanism of transverse orientation for navigation.

In this mechanism, the moth flies at a fixed angle with the
moon which is an effective way in case of traveling a long
distance in a straight path. The moths will use this mechanism
and it will be efficient if the light source is far away like the
moonlight. If the light source is near, the moths will not travel
in a straight path, they will fly in a spiral path around the light.

There are three conditions that must be involved when
using the logarithmic spiral that is described using (36) and
(37) and shown in Fig 7. These conditions are as follows:

o The initial point of the spiral starts from the moth.

o The final point of the spiral is at the flame position.

o The fluctuation range of the spiral shouldn’t exceed the
search space.

S(M;, Fj) = D; - & - cos(2m1,) + F; (36)
D; = |F; — M;| 37
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FIGURE 7. Logarithmic spiral and the position according to tx.
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FIGURE 8. The flow chart of the MFO algorithm.

where S, M;, Fj, ty,b, and D; are the logarithmic spiral of the
MFO algorithm, an indication of i moth, an indication of j
flame, a random number in the range [—1,1], constant is used
to define the logarithmic spiral shape, and distance between
it moth and j' flame, respectively.

In (36) and Fig. 7, the next position of the moth relative to
the flame is done according to the value of the ¢, parameter.
t, = —1 represents the closest position to the flame and ¢, =
1 represents the farthest position to the flame.

The steps of the MFO algorithm in solving any optimiza-
tion problem are shown in Fig. 8.
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The steps of the MFO algorithm in solving the proposed
optimization problem are summarized in the following steps:

e Defining the parameters of the MFO algorithm includ-
ing the maximum number of iterations, the number of
the populations, and the upper and lower bounds of the
design variables (sizes of the MG resources).

e Reading the hourly WTs power, PV power, demand
power, pricing of the purchased/sold power from/to the
UG, time of use, and the connection status between the
MG and the UG. The hourly WTs and PV powers are
obtained depending on the LHS method as mentioned
in step (3) in Section III-B.

e Generating the initial populations of moths randomly
which represent potential solutions, calculating the fit-
ness function of these moths (objective function) using
Equations (6)-(20), and determining the best position
by flames which has the lowest objective function and
satisfies all the technical constraints described by Equa-
tions (21)-(35).

e Updating the position of each moth with respect to the
corresponding flame using Equations (36) and (37),
calculating the fitness function, and obtaining the best
position same as the previous step. This step is repeated
till reaching the maximum number of iterations.

e Obtaining the best position of the moths (best solution).

B. HYBRID FIREFLY and PARTICLE SWARM
OPTIMIZATION (HFPSO) ALGORITHM
Several studies used the HFPSO algorithm in solving the
optimization problems related to the power systems, espe-
cially the MG, and mentioned that the HFPSO obtained the
best solution compared to the FA and the PSO algorithms or
other techniques such as in [46], [47], and [48]. The HFPSO
algorithm [46] is a metaheuristic optimization algorithm that
mixes the firefly algorithm (FA) and the particle swarm opti-
mization (PSO) algorithm to make a new robust and fast
optimization technique. In HFPSO, either the PSO or the FA
is used according to the type of search for the optimal solution
(global or local). In the global search, the HFPSO uses the
PSO because it has a fast convergence in the exploration
step and it uses the FA in the local search because it has a
fine-tuning in the exploitation step.

The usage of the PSO and the FA are described using (38)-
(43) as follows [46]:

true, if fitness (particlem ) < gbest™ !

i

f G, itr)y = ) )
false, if fitness (particle;’r) > gbest™ !
(38)
. . —yr? . itr—1
X;(itr +1) = X; (itr) + Bye "' (X,- (itr) — gbest )
+ ae; (39)
Vititr +1) = X; (itr + 1) — Xi_semp (40)
Vi (itr + 1) = wV; (itr) + c1r1 (pbest; (itr) — X;(itr))
+ cary (gbest (itr) — X;(itr)) 41
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FIGURE 9. The flow chart of the HFPSO algorithm.

Xi (itr + 1) = X; (itr) + Vi(itr + 1) (42)
w = w; — (Wi — wr)/itrmax) X itr 43)

where V; and X; are the velocity and position of i parti-
cle or firefly, X; semp is the temporal position of ith firefly,
¥, Bo, and r;; are the light absorption coefficient, attractive-
ness coefficient, and distance between two fireflies in the
FA, respectively, a is random number in the range [0,1],
gbest and pbest are global best particle and best particle in
the PSO, respectively, r; and r, are random coefficients in
the range [0,1], c; and c¢; are acceleration coefficients of the
PSO, w is the inertia weight of the PSO, itr and itry,,, are
the current iteration and the maximum number of iterations,
respectively, and MaxFES is the maximum number of fitness
evaluations.

Equation (38) describes the comparing step between the
FA and the PSO. If the fitness value of the optimization
problem is improved in the last iteration, the FA is used, the
current position is saved in a temporary variable (Xi,(,m,,) , and
anew position and velocity are calculated using (39) and (40),

29532

respectively. If the fitness value is not improved, the PSO is
used, and the position and velocity are updated using (41)
and (42). The steps of the HFPSO algorithm in solving any
optimization problem are shown in Fig. 9.

The steps of the HFPSO algorithm in solving the proposed
optimization problem are summarized in the following steps:

e Defining the parameters of the HFPSO algorithm
including the maximum number of iterations, the num-
ber of populations, and the upper and lower bounds of
the design variables (sizes of the MG resources).

e Reading the hourly WTs power, PV power, demand
power, pricing of the purchased/sold power from/to the
UG, time of use, and the connection status between the
MG and the UG. The hourly WTs and PV powers are
obtained depending on the LHS method as mentioned
in step (3) in Section III-B.

e Generating the initial positions and velocities of the
particles randomly which represent potential solu-
tions, calculating the fitness function of these parti-
cles (objective function) using Equations (6)-(20), and
determining the best particle and the global best particle
which has the lowest objective function and satisfies all
the technical constraints described by Equations (21)-
(35).

e Improving the fitness function according to Equation
(38). The improvement is done using either the FA via
Equations (39) and (40) or the PSO via Equations (41)
and (42). After that, checking the updated values of the
position and velocity is done to be within limits. This
step is repeated till reaching the maximum number of
iterations.

e Obtaining the global optimal solution and its fitness
value.

VI. CASE STUDIES AND RESULTS

In Table 3, the parameters of the optimization problem are
included [5], [38], [49], [50], [51], [52], [53]. The types of
the used WTs, PV, and Li-ion BSUs are 330 kW Italtech, Top
class 500-525, and Sunverge, respectively. The MG system
under study is assumed to be located at Zafarana on the Red
Sea, Egypt with Latitude: 29.239° North, Longitude: 32.598°
East, and Site altitude: 287 meters [33].

The used electricity tariffs are included in Table 4 [53].
As shown in Table 4, the on-peak time is within the hours 10-
17 in the winter season, the hours 17-24 in the spring season,
the hours 1 and 16-24 in the summer season, and the hours
15-22 in the fall season.

The optimization problem is implemented and solved
using MATLAB software (m-file) on a computer of proces-
sor Intel(R), Core (TM), i7-4500U, CPU @1.80 GHz, and
2.4 GHz.

In this section, the results are presented and discussed as
follows:
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TABLE 3. Parameters of the optimization problem.

TABLE 4. Electricity tariffs.

o First, three case studies are presented to illustrate the
system policy and the role of the multi-functional BSUs
in different MG operating conditions.

e Second, three case studies are presented to show the
importance of considering the stochastic behavior of
different parameters and the DSM in the proposed
methodology.

e Third, two case studies are presented to show the effect
of changing the percentage of the fixed loads in the
DSM on the optimal sizing of the MG.

e Finally, a comparison is presented between the used
two metaheuristic optimization algorithms, MFO and
HFPSO, to show their ability in solving the proposed
optimization problem and to assure the optimal solu-
tion.

A. DIFFERENT OPERATING CONDITIONS OF THE MG
There are 100 scenarios of one year as mentioned before in
Section ITI-B. As an example, three sample days are chosen
from the study period to illustrate the system policy and the
role of the multi-functional BSUs in different MG operating
conditions. The sample days represent three different cases
of the generation from the RESs compared to the demand as
follows:
« First sample day (S1), the generation from the RESs <
the demand.
o Second sample day (S2), the generation from the RESs
>< the demand. However, in this sample day, the hours
with power deficit > the hours with surplus power.
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WTs and PV Hour Winter Spring Summer Fall

Cowr > Cipy (S/kW) and Copr» Copy (S/KW- 2346, 2025 and 33, ($/kWh) ($/kWh) ($/kWh) ($/kWh)
year) and lifetime of WT, PV (years) 16 and 25 1 0.08 0.08 0.24 0.08
Por s Psy? (kW/one unit) 330,0.5 2 0.16 0.08 0.08 0.08
Ve, Vr, Voo (V5) . . 3,11.9,25 3 0.16 0.08 0.08 0.08
((:')2-,;5 (W), Tsre (°C), fov (%), ar (%/°C), apy 1000, 25é§5, -0.48, 7 LG 503 503 508
BSUs (LI-ion Type) 5 0.16 0.08 0.08 0.08
Cg (8/kWh), Cp ($/kW), Co ($/kW) 546.6,19.8,0 6 0.16 0.08 0.08 0.08

0, . 0, . 0, 1 1
?;ga(rs/;)l Naiscn (%), SOCpin (%), and lifetime 92,92, 10, and 10 7 016 0.08 016 016
DUs 8 0.16 0.08 0.16 0.16
Caieser (8/kW) and lifetime (years) 500 and 20 9 0.16 0.16 0.16 0.16
as ($/kW?h), by ($/kWh), ¢; ($/h) 0»000204533;‘,12-0156, 10 0.24 0.16 0.16 0.16
- 11 0.24 0.16 0.16 0.16
a, (L/KW?h), b, (L/kWh), c, (L/h) 0.0001, 0.1697, 35.8 = 3 e e e
@co, Any0s Acn, (KQ/L) and C,p, ($/kg) 2.557, 0.0004,

0.000133 and 0.05 13 0.24 0.16 0.16 0.16
UG 14 0.24 0.16 0.16 0.16
Pyria max (KW) ' | 4000 15 0.24 0.16 0.16 0.24
Caump) Csh» Cron sn ($/KWh) cumen [ 0.03,0.03,0.089 10 024 0.16 024 024
e PWE — 17 0.24 0.24 0.24 0.24
d (%), I (years) | 6, 10 18 0.16 0.24 0.24 0.24
Optimization problem 19 0.16 0.24 0.24 0.24
Wi, We 0.5,0.5 20 0.08 0.24 0.24 0.24
Cooratmar (8) and AR, .. (kW) T, 21 0.08 024 0.24 0.24
Max. no. of iterations and populations 100 and 20 22 0.08 024 024 024
23 0.08 0.24 0.24 0.08
24 0.08 0.24 0.24 0.08

o Third sample day (S3), the generation from the RESs
>< the demand. However, in this sample day, the hours
with power deficit < the hours with surplus power.

Fig. 10 shows the power patterns of the three selected
samples including the generation from the RESs, the demand
before the DSM, the demand after the DSM, the BSUs, the
UG, and the DUs, respectively. In Fig. 10(d), if the power of
the BSUs is positive, the BSUs are charged and vice versa.
Also, in Fig. 10(e), if the power of the UG is positive, this
power represents sold power from the MG to the UG. If the
power of the grid is negative, this power represents purchased
power from the UG to the MG.

From the power figures, the following observations can be
recorded:

1) OPERATION OF THE BSUs
As shown in Fig. 10(d), the BSUs do the following functions
on the first sample day (S1):

o Function 1 (generation/demand matching): The BSUs
are discharged at hours 5 and 6 to satisfy the power
deficit from the RESs.

« Function 2 (energy arbitrage): There are two times of
energy arbitrage within the selected day. The first one
is done during hours 7, 8, 10, and 11 as the BSUs are
charged at hours 7 and 8 (off-peak time) and discharged
at hours 10 and 11 (on-peak time) because the on-peak
time in this sample is within the hours 10-17. The second

29533



IEEE Access

1. M. Ibrahim et al.: Sizing of MG System Including Multi-Functional Battery Storage and Considering Uncertainties

10000 -~
—S1
8000 A —S2
N —3S3
Z 6000 -
o}
£ 4000 -
[=W
2000 -
O T T T T T T T T T T T
1 3 5 7 9 11 13 15 17 19 21 23
Time (hour)
(a)
8000 A S1
6000 - 82
s —3S3
2
5 4000 A
z
o
=%}
2000 -
0 T T T T T T T T T T T
1 3 5 7 9 11 13 15 17 19 21 23
Time (hour)
4000 -~ ]
—S2
2000 A $3
- /\
<
5 0 T T T T
g 7 21
=9
-2000 A
-4000 -

Time (hour)

(©

8000

6000

4000

Power (kW)

2000

6000
4000
< 2000

Power (kW)
o

-2000 A

-4000
-6000

-200

Power (kW)
o & b
S © o
S o© o

-1000

1 — 1
—S2
1 5 7 9 11 13 15 17 19 21 23
Time (hour)
(b)
] —S1
. —S2
i —3S3
\K/ v \/ 19 21 23
Time (hour)
(d)
| 5 7 9 11 13 15 17|19/21 2
) —SI1
—S2
- —3S3

Time (hour)

(®

FIGURE 10. The power figures of the selected three sample days include; (a) total power generation from the RESs, (b) demand power before
the DSM, (c) demand power after the DSM, (d) BSUs power, (e) UG power, and (f) DUs power.

time is done during hours 20-23 as the BSUs are charged
at hours 20-23 (off-peak time), but the BSUs are not
discharged as no other on-peak time is available till the
end of this day.

this sample is within hours 10-17. The second time is
done during hours 18 and 19 as the BSUs are charged at
hours 18 and 19 (off-peak time), but the BSUs are not
discharged as no other on-peak time is available till the

end of this day. As shown, the BSUs perform the two
functions together at hour 10.
On the third sample day (S3), the BSUs do the following
functions:

On the second sample day (S2), the BSUs do the following

functions:

o Function 1 (generation/demand matching): The BSUs
are discharged at hours 2, 3, and 10 to satisfy the power
deficit from the RESs.

o Function 2 (energy arbitrage): There are two times of

e Function 1 (generation/demand matching): The BSUs
are charged at hour 2 from the surplus power from the

energy arbitrage within the selected day. The first one
is done during hours 4, 10, and 11 as the BSUs are
charged at hour 4 (off-peak time) and discharged at hours
10 and 11 (on-peak time) because the on-peak time in
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RESs.

e Function 2 (energy arbitrage): There is only one time of
energy arbitrage during hours 2, 3, 16, and 17 within the
selected day as the BSUs are charged at hours 2 and 3
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(off-peak time) and discharged at hours 16 and 17 (on-
peak time) because the on-peak time in this sample is
within hours 1 and 16-24. As shown, the BSUs perform
the two functions together at hour 2.

2) OPERATION OF THE DUs
On the first sample day (S1), the MG is disconnected from the
UG within hours 5, 6, 18, and 19. As shown in Fig. 10(f), the
DUs supply the demand during hour 19 to cover the power
deficit because the MG is islanded and the BSUs are empty.
On the second sample day (S2), the MG is disconnected
from the UG within hours 2, 3, and 24. As shown in Fig. 10(f),
the DUs don’t supply the demand during any hour of the day.
On the third sample day (S3), the MG is disconnected from
the UG at hour 24. As shown in Fig. 10(f), the DUs supply
the demand during hour 24 to cover the power deficit because
the MG is islanded and the BSUs are empty.

3) POWER TRANSFER WITH THE UG
As shown in Fig. 10(e), the purchased/sold power from/to the
UG on the first sample day (S1) occurs as follows:

o The power is purchased from the UG during hours 1-3,
7, 8, 15, 17, and 20-24 to cover the power deficit and
during hours 7, 8, and 20-23 to be used for the energy
arbitrage.

o The power is sold to the UG during hours 10 and 11 due
to the energy arbitrage process.

On the second sample day (S2), the purchased/sold power
from/to the UG occurs as follows:

o The power is purchased from the UG during hours 5, 12-
16, 18, and 20-23 to cover the power deficit and during
hours 4, 18, and 19 to be used for the energy arbitrage.

o The power is sold to the UG during hours 1 and 11 from
the surplus power from the RESs and during hours
10 and 11 due to the energy arbitrage process.

On the third sample day (S3), the purchased/sold power
from/to the UG occurs as follows:

e The power is purchased from the UG during hours 3,
22, and 23 to cover the power deficit and during hours
2 and 3 to be used for the energy arbitrage.

e The power is sold to the UG during hours 1, 4-7, 10-15,
and 21 from the surplus power of the RESs and during
hours 16 and 17 to be used for the energy arbitrage.

4) TYPES OF DEMAND
As shown in Fig. 10(a)-(c), the three types of demand occur
on the first sample day (S1) as follows:

o The ED occurs during hours 9, 10, and 13.

e The PSCD occurs during hours 1-3 as a part of the
demand is shifted from hours 1, 2, and 3 to hours 9,
10, and 13 (total shifted demand = 2026 kW from total
unsupplied demand = 6289 kW), respectively.

o The PCD occurs during hours 4-8, 11, 12, and 14-24
(total curtailed demand = 31205 kW).
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On the second sample day (S2), the three types of demand

occur as follows:

o The ED occurs during hours 1, 7-9, 11, and 19.

e The PSCD occurs during hours 2-6 as a part of the
demand is shifted from hours 2-6 to hours 7-9, 11, and 19
(total shifted demand = 6759 kW from total unsupplied
demand = 8979 kW), respectively.

o The PCD occurs during hours 10, 12-18, and 20-24 (total
curtailed demand = 24205 kW).

On the third sample day (S3), the three types of demand

occur as follows:

e The ED occurs during hours 1, 2, 4-7, 10-15, 17, and
21.

e The PSCD occurs during hours 3, 8, 9, 16, and 18 as a
part of the demand is shifted from hours 3, 8, 9, 16, and
18tohours 4,10, 11, 17, and 21 (total shifted demand =
2895 kW from total unsupplied demand = 2986 kW),
respectively.

e The PCD occurs during hours 19, 20, and 22-24 (total
curtailed demand = 5407 kW).

5) CASES RELATED TO THE GENERATION AND DEMAND
On the first sample day (S1), the hours of the system policy
cases are as follows:

o Case 1 occurs during hours 4 and 9.

o Case 2 occurs during hours 10-14 and 16.

o Case 3 occurs during hours 1-3, 7, 8, and 20-24.

o Case 4 occurs during hours 15 and 17.

o Case 5 occurs during hours 18.

o Case 6 occurs during hours 5, 6, and 19.

On the second sample day (S2), the hours of the system
policy cases are as follows:

o Case 1 occurs during hours 1, 4, 6-9, and 19.

o Case 2 occurs during hours 11 and 17.

o Case 3 occurs during hours 5, 18, and 20-23.

o Case 4 occurs during hours 10 and 12-16.

o Case 5 occurs during hours 24.

« Case 6 occurs during hours 2 and 3.

On the third sample day (S3), the hours of the system policy
cases are as follows:

o Case 1 occurs during hours 2 and 4-15.

o Case 2 occurs during hours 1 and 16-21.

o Case 3 occurs during hour 3.

o Case 4 occurs during hours 22 and 23.

o Case 5 doesn’t exist.

« Case 6 occurs during hour 24.

After comparing the three sample days (S1, S2, and S3),
the following points which are related to the operation of the
MG components and the UG can be concluded:

e The hours of the BSUs operation are the highest on
the first sample day (10 hours) and lowest on the third
sample day (4 hours). As a result, the operation of the
BSUs increases as the power deficit increases during
the hours of the day. This reflects the important role of
the BSUs in the MG to enhance the MG performance.
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FIGURE 11. Deterministic and stochastic case studies.

e The DUs operate according to the status of the BSUs
and the power deficit from the RESs during the island-
ing hours of the MG. As an example, the DUs supply
the demand during one hour of the islanding hours on
the first sample day because the BSUs are empty during
this islanding hour. However, the BSUs cover the power
deficit during the other islanding hours on this day.

e With respect to the power transfer with the UG, the
power selling to the UG increases as the power surplus
from the RESs and the energy arbitrage (on-peak time)
increase. As a result, the highest power selling occurs
on the third sample day (14 hours) and the lowest
power selling occurs on the first sample day (2 hours).
On the other hand, the power purchasing from the UG
increases as the power deficit from the RESs and the
energy arbitrage (off-peak time) increase. As a result,
the highest power purchasing occurs on the first sample
day (12 hours) and the lowest power purchasing occurs
on the third sample day (5 hours).

e Withrespect to the demand curtailment, the curtailment
of the demand is the highest on the first sample day and
lowest on the third sample day. As a result, it increases
with the increase of the power deficit from the RESs
during the hours of the day.

B. DETERMINISTIC VS. STOCHASTIC AND IMPACT OF THE
DSM

Three case studies are presented to investigate the need of
considering the stochastic behavior of different parameters,
as well as considering the DSM in the proposed work. These
cases are as follows:

o Case 1: uses the deterministic model without consider-
ing the DSM.

o Case 2: uses the stochastic model without considering
the DSM.

o Case 3: considers the stochastic model and the DSM.

Table 5 and Fig. 11 show the optimal sizing of the MG for
the three case studies and show the effect of each case study
on the three main objectives of the proposed work.
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TABLE 5. Results of the three case studies.

Case 1 Case 2 Case 3
Nyr No. of units 30 31 22
Npy No. of units 7836 5977 5080
Eg™, kWh, 6371, 9999, 6893,
pEep kW 6232.5 9781.6 6743.2
PP kW 7024.7 6956.5 3781.8
(x10% $ 68.2 56.6 43.1
Crorat p.u. 0.9368 0.7775 0.5925
(x10%) kg 19.1 10.9 2.1
Com (x10% $ 0.953 0.546 0.105
p.u. 0.0131 0.0075 0.0014
. (x10% kW 209.9 2107 83.7
ar pu 0.8586 0.8617 0.3425
obj p.u. 0.8977 0.8196 0.4675

TABLE 6. Results of changing the percentage of the fixed loads.

30% 60%
Nyt No. of units 16 22
Npy No. of units 4332 5080
E;", PP kWh, kW 1076, 1052.6 6893, 6743.2
PP kW 1899.3 3781.8
(x109 $ 36.8 43.1
Ctotul
p.u. 0.5067 0.5925
(x10° kg 0.79 2.1
Com (x10% $ 0.039 0.105
p.u. 0.0005 p.u. 0.0014
R (x10%) kW 26.7 83.7
AP
p-u. 0.1094 0.3425
obj p.u. 0.3081 0.4675

To show the effect of considering the stochastic behavior of
different parameters without considering the DSM, the results
of the first and second cases are compared. As shown in
Table 5 and Fig. 11, there are noticeable differences between
the total costs and the harmful gas emissions and a very small
difference between the total accumulated power difference
for the two cases. Furthermore, the results of the second case
are considered more accurate because it reflects the stochas-
tic behavior of the uncertain parameters in the proposed
methodology.

To show the effect of considering the DSM with the
stochastic model, the results of the second and third cases
are compared. As shown in Table 5 and Fig. 11, considering
the DSM in the third case (proposed methodology) reduces
the total costs of the MG, the harmful gas emissions, and the
total accumulated power difference. In the third case, the total
costs are reduced by 13.5 x 10°$ (23.9%), the emissions are
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FIGURE 12. 30% and 60% fixed loads in the DSM.

reduced by 8.8 x 10° kg (80.7%), and the accumulated power
difference is reduced by 127 x 10° kW (60.3%).

Thus, considering both the uncertainties and the DSM in
the proposed methodology leads to the best accurate results.

C. EFFECT OF CHANGING THE PERCENTAGE OF THE
FIXED LOADS IN THE DSM

The percentage of the fixed loads has no fixed value but
is decided based on the system policy and agreement with
the customers. In this subsection, the effect of changing the
percentage of the fixed loads (30% and 60%) on the optimal
sizing of the MG and the values of the three objectives are
shown in Table 6 and Fig. 12.

As shown in Table 6 and Fig. 12, increasing the percentage
of the fixed loads in the DSM leads to an increase in the
total costs of the MG, the harmful gas emissions, and the
total accumulated power difference. As shown, the change in
this percentage affects slightly the total costs and the harmful
gas emissions. However, the accumulated power difference is
more affected, so the optimal sizing of the MG is increased
to cover this change in the accumulated power difference
between the generation from the RESs and the demand.

D. COMPARISON BETWEEN HFPSO AND MFO

In this subsection, the ability of the used metaheuristic opti-
mization algorithms, MFO and HFPSO, in solving the pro-
posed optimization problem is presented. As a result of mul-
tiple runs of the MATLAB software, the optimal solution of
the proposed optimization problem using the MFO and the
HFPSO is presented in Table 7. Fig. 13 shows the conver-
gence curve of the MFO and HFPSO techniques.

From Table 7 and Fig. 13, it is noticed that the obtained
optimal solution is the same for the MFO and the HFPSO, but
the MFO converges faster than the HFPSO. This reflects that
the obtained solution from the two techniques is considered
the global optimal solution. Fig. 13 shows that the used
optimization techniques (MFO and HFPSO) are considered
robust methodologies. This is due to the two techniques that
can reach the global optimal solution with a few iterations
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TABLE 7. Results of the optimization problem using MFO and HFPSO.

HFPSO MFO
Nz, Noy unit 22, 5080 22, 5080
EP, psep kWh, kW 6893, 6743.2 6893, 6743.2
P kW 3781.8 3781.8
$ 43125473.74 4312547374
Ctotal
pu 0.5924732 0.5924732
~ kW 83746579.82 83746579.82
aP pu 0.3425080 0.3425080
obj pu 0.4674905 0.4674905

(lower than 100 iterations) despite the complexity of the
proposed optimization problem. The figure also shows that
the number of iterations of the MFO to reach the optimal
solution (47 iterations) is lower than HFPSO (69 iterations).
This proves that the MFO technique is better than the HFPSO
technique in solving the proposed optimization problem with
respect to the speed to reach the optimal solution.

VII. CONCLUSION

An effective MG planning methodology is presented in this
paper which allows the BSUs to perform multi-function. The
functions considered in this study are supply/demand match-
ing and energy arbitrage. The first function (supply/demand
matching) is to store the surplus power during the high-power
time of the generation from the RESs and cover the deficit
during the low-power time of the generation from the RESs.
The second function (energy arbitrage) is to purchase the
power from the UG during the off-peak time (low price) and
sell it again during the on-peak time (high price) resulting
in a profit. The obtained optimal sizing of the MG resources
including the RESs/BSUs/DUs enhances the performance of
the MG system. This is achieved by minimizing the total costs
of the MG, the harmful gas emissions, and the accumulated
power difference between the generation from the RESs and
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the demand. To obtain realistic results, the uncertainties of
several parameters such as wind speed, solar irradiance, and
temperature are considered in the study. In addition, the two
modes of operation of the MG (grid-connected and islanded)
and the DSM are also considered. The results show the ability
of the proposed system policy to operate the MG efficiently
under different operating conditions to ensure achieving
profits for the MG. Moreover, the benefits obtained from
installing BSUs are maximized due to their multi-functional
operation. The results of the different case studies show that
considering the uncertainties and the DSM with the aid of the
multi-functional BSUs in the proposed methodology leads to
accurate results while achieving benefits to the system owner.
The results also show that the optimal sizing of the MG is
affected by the percentage of fixed loads in the DSM. Finally,
a comparison is done between the two used metaheuristic
optimization algorithms, MFO and HFPSO, to assure the
optimal solution and show their robustness in solving the
proposed constrained nonlinear problem. This comparison
shows that the same optimal solution is obtained, but the MFO
algorithm is better than the HFPSO algorithm with respect to
the speed to reach this optimal solution.

To apply the proposed methodology in a real micro-
grid scenario, different factors should be considered in the
offline procedure of the planning phase. These factors include
the limitations with respect to the geographical location
of the MG which can affect the number of installed units.
Also, the methodology requires accurate historical data on
the weather and demand. The electricity pricing scheme spec-
ified by the utility operator is also an important factor to be
considered. In addition to the accurate coefficients related to
harmful gas emissions based on environmental constraints.

VIil. FUTURE WORK
The proposed methodology can be extended to include the
following points in future studies:

e Use of different types of energy storage systems at
different time scales.

e Performing different functions than those considered in
this study, such as stability and power quality enhance-
ment of the MG.

e Studying load demand forecasting in urban community
cluster MGs using machine learning methods.
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