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ABSTRACT Deep hashing has been widely used as a solution to encoding binary hash code for approxi-
mating nearest neighbor problem. It has been showing superior performance in terms of its ability to index
high-level features by learning compact binary code. Many recent state-of-the-art deep hashing methods
often use multiple loss terms at once, thus introducing optimization difficulty and may result in sub-optimal
hash codes. OrthoHash was proposed to replace those losses with just a single loss function. However, the
quantization errorminimization problem inOrthoHash is still not addressed effectively. In this paper, we take
one step further - propose a single-loss model that can effectively minimize the quantization error without
explicit loss terms. Specifically, we introduce a new way to measure the similarity between the relaxed codes
with centroids, called relative similarity. The relative similarity is the similarity between the relative position
representation of continuous codes and the normalized centroids. The resulting model outperforms many
state-of-the-art deep hashing models on popular benchmark datasets.

INDEX TERMS Image retrieval, quantization, supervised deep hashing, neural network, convolutional
neural network.

I. INTRODUCTION
In the big data era, there is an increasing demand for
an efficient way to quickly retrieve images from a set of
query images in giant image databases. Many image retrieval
algorithms for approximating nearest neighbors have been
proposed, ranging from Tree [2], [3], [4], Ranking [5],
to hashing techniques [6], [7]. Hashing techniques have
empirically shown their advantages compared to other meth-
ods in terms of time and space complexity. Hashing is a
mapping function that generates compact binary codes to
represent the images (indexing process) in order to store and
retrieve images from the database efficiently later (retrieval
process), as illustrated in Figure 1. Comparing images by
their binary hash codes in the Hamming space is very efficient
because it only requires a logical bit-wise XOR operation,
followed by a popcount. Combined with hash code search-
ing algorithms [8], this can significantly reduce computa-
tional time to search for images in large high-dimensional
databases. The goal of learning to hash is to learn a hash func-
tion that can preserve the semantic difference between data
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points. Images with similar semantics should be assigned to
similar hash codes, while distinct images should be assigned
to very different hash codes. Learning to hash can also lever-
age deep learning to become deep hashing, which shows
much more performance than conventional methods. With
the rise of deep learning [9], many powerful yet efficient
neuron network architectures have been proposed [10], [11],
[12], [13], [14] and rapidly incorporated into deep hashing
[15], [16], [17], [18], [19]. As a result, deep hashing can
encode compact binary codes representing complex, high-
level features.

In order to quantize the Euclidean space into the discrete
Hamming space, deep hashing methods often use a quanti-
zation layer. Quantization error is the amount of information
loss caused by this quantization process. Many deep hash-
ing methods often include quantization error minimization
objectives (Figure 2) by explicitly adding some penalty terms
into the loss function [20], [21], [22], [23]. These penalty
terms often aim to reduce the Euclidean distance (Figure 3a)
between these two representations. However, this generally
makes the training process harder and can lead to sub-optimal
solutions. Recently many efforts have aimed to reduce the
total number of loss terms added to the loss function [1], [24].
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FIGURE 1. Overview of the image indexing and retrieval framework.
Images in the database get pre-processed, and their key features are
extracted into an indexed feature database (indexing process). In order to
retrieve the top R retrieved items (retrieval process), query images
representing users’ intentions will search through this indexed feature
database.

FIGURE 2. The illustration of high quantization error (a) and low
quantization error (b) of the learned hash code in the Euclidean space.

FIGURE 3. The visualization of how quantization error is measured.
Quantization error is the amount of information loss caused by the
quantization layer, i.e., the difference between the continuous hash code
in the Euclidean space and its discrete representation in the Hamming
space. This difference can be measured by the Euclidean distance (a) or
angular distance (b).

OrthoHash [1] proposed directly merging the quantization
error optimization objective into the main loss function by
only minimizing the angle instead (Figure 3b). Nevertheless,

we find that the quantization error can be further optimized
to achieve even better performance.

This paper presents a new approach to address the issue
of quantization error in a unified loss manner using a novel
concept called ‘‘relative similarity’’. A new layer called the
Relative Transform layer is introduced and combined with
the scaled dot-product similarity, leading to a model that can
learn hash codes with low quantization error without the need
for additional loss terms.We have conducted extensive exper-
iments to illustrate the effectiveness of our model compared
to many recent state-of-the-art methods. Our model outper-
forms many current state-of-the-art methods on single-label
datasets while having a competitive performance on multi-
label datasets. Concretely, our model RelaHash generally
achieves new state-of-the-art performance on CIFAR-10 [25]
and ImageNet100 [26] datasets. Interestingly, we also have
some considerable improvements, about 2.6%-11.5% on
ImageNet100 16-bits settings compared to other methods.

In this paper, ourmain contributions are as follows:

1) We introduce a new transformation layer that implicitly
embeds the minimizing quantization error objective
into the softmax loss without the need for additional
loss terms.

2) We propose a novel method to measure similarity
between points in space, called Relative Similarity.

3) We demonstrate the effectiveness and robustness of our
model - RelaHash - compared to recent state-of-the-
art methods on several popular benchmark datasets and
establish new state-of-the-art.

Our work in this paper is organized as follows: We review
related work on deep hashing in Section II. Then, we present
the detail of our proposed method in Section III. The exper-
imental results and some visual analysis of our approach are
provided in Section IV. Finally, we draw some conclusions
in Section V.

II. RELATED WORK
Hashing is divided into data-dependent and data-independent
methods. Data-independent hashing methods [6], [27] are
to design hash functions that do not rely on underlying
data. On the other hand, data-dependent hashing methods
are learning to hash based on data. With the advancement
of deep learning [9], learning to hash begins to leverage the
deep learning power, to become deep hashing [8], [28], [29].
Deep hashing can be unsupervised or supervised, whereas
supervised methods have empirically shown much better per-
formance over unsupervised ones because they can derive
semantic similarity from labeled data. HashGAN [16] uses
labels to obtain pairwise similarity information for augment-
ing the training data. These labels also allow DFPH [30] to
extract multi-level visual and semantic information contained
in images. Besides, DOH [31] utilizes labels to learn local
and global semantics using two subnetworks, whereas [32]
makes use of multi-label to learn instance-aware represen-
tations split into groups, each group represents a category.
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Additionally, HashFormer [17] directly optimizes retrieval
accuracy by using labels to compute its average precision
loss. Based on how similarity between data points is mea-
sured, supervised deep hashing methods can be further cate-
gorized into pairwise [16], [22], [33], triplet-wise [34], [35],
and pointwise [1], [36], [37] methods. Among them, pairwise
and triplet-wise methods are prone to imbalance data, have a
high learning time complexity of at least an order of O(N 2),
and are hard to cover the entire data distribution. Thus, point-
wise methods are generally better and suitable for real-world
application [1], [37]. Learning in a pointwise manner with
a set of target centroids has increasingly shown great per-
formance compared to other methods. Data points that have
mutual labels are converged to the same hash centroids. CSQ
[37] uses fixed centroids generated by the Hadamard matrix,
while DPN [36] uses hinge-like polarized loss to converge
to randomly generated target vectors. OrthoHash [1] also
proposed Maximum Hamming Distance algorithm that can
heuristically find optimal centroids [38]. Our method takes
a similar approach to learning hash code with pre-defined
centroids in the Hamming space.

Several factors contribute to the quality of learned hash
codes, such as vanishing gradient [20], [33], code-balance
[24], [39], and quantization error [24].

Hashing is a binary optimization problem, which is proved
to be NP-hard. Learning to hash is to learn a mapping from
a continuous distribution to a discrete distribution. Continu-
ous values will be quantized into discrete values through a
quantization layer - where the sign function is often used.
The gradient of the sign function, however, is ill-defined.
Its gradient is 0 for all non-zero values, which makes it
impossible for the network to learn through backpropagation
with gradient descent. Existing methods often find ways to
get around this problem, such as by softening the discrete
constraints [33] or by using the straight-through estimator
layer [40] to custom the backpropagation flow [20], [39].
These methods involve sophisticated ways to modify the
computational graphs, resulting in complicated optimiza-
tion. Our method avoids these complicated problems by
using a different approach that does not need to involve the
non-differentiable sign function at training time.

Quantization error is the amount of information lost when
relaxed hash codes pass through the quantization layer. This
error occurs when using a discrete distribution to approximate
a continuous distribution. Minimizing this error often leads
to improvement in retrieval performance. Existing methods
usually penalize this error by introducing additional loss
terms such as the Minkowski distance between the relaxed
and the discrete hash codes [20], [21], [22], [23]. HSWD [24]
proposed tominimize this error by penalizing theWasserstein
distance between these relaxed codes with a uniform dis-
crete distribution. HHF [41] tries to balance between metric
loss and quantization loss by designing an inflection point.
By adding another loss term, we have to make an extra effort
to balance these losses, making the training process more

difficult and possibly producing suboptimal hash codes [20].
This paper proposes a method to reduce quantization errors
naturally.

Some point-wise methods such as CSQ [37] and DPN
[36] use pre-transformations on learning hash code before
comparing them with centroids. CSQ uses the tanh function
before computing BCE, whereas DPN employs a ternary
assignment before going to the Polarization Loss to gain
better performance. Our method uses Relative Transform as
a proxy to learn the continuous codes with low quantization
constraints. The obtained Relative Position representations
from this function are adjusted in the continuous space by
taking into account the total squared norm of each instance,
which results in these representations being pulled toward the
center. These adjustments will update the continuous codes
appropriately through backpropagation.

The use of angle-based techniques to measure similarity
between data points to learn hash codes has recently shown
promising results [1], [42], [43]. These methods can utilize
previous work in metric learning problems about margin loss,
such as A-Softmax [44], L-Softmax [45], and Large Margin
Cosine Loss [46], to further minimize intra-class distances
while maximizing inter-class distances at the same time.
OrthoHash [1] has found a way to integrate the quantization
error into the main loss by maximizing cosine similarity
between data points and centroids, resulting in a single-loss
model that allows end-to-end training. Ourmethod inherits all
these advantages since we closely follow these approaches.

III. RelaHash: DEEP HASHING WITH RELATIVE POSITION
This section begins by mathematically defining the hashing
problem and formulating our model. We then present our new
formula to measure similarity and apply it to the supervised
deep hashing problem. After that, we discuss the optimiza-
tion process, including the derivatives and time complexity of
the transformation function.

Here are the mathematical definitions of our supervised
deep hashing problem. Let X = {xn}Nn=1 be N data points
and Y = {yn ∈ {0, 1}M }N as their corresponding label of M
classes. Our learning goal is a non-linear hash function f that
maps from X to K -bits binary codes, as follows:

H = f (X ) = sgn(Z) (1)

where the function is given by:

f : X →H = {hn ∈ {−1, 1}K }Nn=1 (2)

where sgn(z) is the element-wise sign function, return 1 if
z ≥ 0 and −1 otherwise, and Z = {zn ∈ RK

}
N
n=1 is the

relaxed codes computed by the backbone φ(·) following by a
latent layer.

Z = φ(X )W (3)

where φ(X ) ∈ Rd is the output of the backbone φ, andW ∈
Rd×K denotes the weights of the latent layer. We define a set
ofM centroids C = {ci ∈ {−1, 1}K }Mi=1, where each centroid
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FIGURE 4. Overview of RelaHash’s architecture. First, the backbone φ

computes deep representation features of images, followed by a
fully-connected hash layer W and a batch norm layer to compute K -bit
relaxed hash codes. These continuous codes Z can go through the
quantization layer (sgn function) to get output binary codes. To train
these continuous codes Z , we calculate their Relative Similarity with
centroids C and then use their corresponding labels Y to compute
Softmax Loss. See section III for details. The dashed arrows indicate
where backpropagation is dropped.

represents the semantic position of a class in the Hamming
space.

A. FORMULATE MODEL
Our model uses the following architecture as shown in
Figure 4. We use the backbone φ(·) as a feature extractor
for images. The extracted feature will go through a fully
connected hash layer (latent layer), followed by a batch norm
layer. The batch norm layer allows the model to achieve code
balancing while not modifying the computational graph [1].
The resulting representation is the continuous hash codes, i.e.
relaxed codes Z = {zn ∈ RK

}
N
n=1, which can be applied

sgn(·) function to get the corresponding binary hash codes.
In order to update hash codes Z , we compute the scaled
dot-product similarity between the Relative Position repre-
sentation of Z with the normalized centroids C∗. By maxi-
mizing this similarity through a softmax loss (cross-entropy),
we can achieve a new representation of Z in the Euclidean
space where quantization error and hamming distance to
their assigned centroids are minimized. We use Maximum
Hamming Distance algorithm [38] to generate fixed centroids
C in the Hamming space.

B. RELATIVE SIMILARITY
1) RELATIVE POSITION
Given a set of column vectors Z = {zn ∈ RK

}
B
n=1, where B

denotes the batch size, and K denotes the number of bits. The
relative position representation of Z is defined as:

RelativeTransform(Z) =
√
B× K

Z − µbatch

∥Z − µbatch∥F
(4)

in which ∥·∥F is the Frobenius norm. µbatch is a single
real-valued number representing the mean along the bits of
the expectation of the batch, which is obtained as:

µbatch :=
1
K

K∑
i=1

E[Z]i (5)

This new representation of Z embeds the quantization error
learning objective while still preserving the relative rela-
tionship between the column vectors zn ∈ Z in both the
Euclidean space and Hamming space.

2) SCALED DOT-PRODUCT SIMILARITY WITH RELATIVE
POSITION
We then compute the similarity between each vector z∗n ∈
Z∗ := RelativeTransform (Z) and the normalized centroids
c∗i =

ci
∥ci∥
∈ C∗ whose ci ∈ C via scaled dot product

operation. The matrix of output can be computed as follow:

sim(Z, C) = αZ∗⊺C∗ (6)

in which α is the hyperparameter controlling the scale of the
dot product operation. We aim to maximize the similarity
between each vector z∗n and the centroids c∗i representing
its ground-truth label. This can be accomplished by using
their associated labels with softmax loss (cross-entropy loss).
Since the term

√
B× K in equation (4) is constant, this

can be merged with hyperparameter α. Geometrically, the
dot product between a vector z∗n and a centroid c∗i can be
interpreted as:

z∗n
⊺c∗i =

∥∥z∗n∥∥ ∥∥c∗i ∥∥ cos θz∗n,c
∗
i

(7)

In which ∥·∥ is the Euclidian norm,
∥∥c∗i ∥∥ = 1 since c∗i is

the normalized vector, and θz∗n,c
∗
i
is the angle between z∗n and

c∗i . Since our equation is proportional to the cosine of θz∗n,c
∗
i
,

maximizing this product also means minimizing the angle
θz∗n,c

∗
i
, which reduces quantization error and enhances the

discriminativeness of hash code [1]. For the norm of vector
z∗n, we let the network decide its own best value.

3) HASHING WITH RELATIVE SIMILARITY
Since we are using softmax loss to maximize inter-class
distance in the Hamming space while minimizing intra-class
variance, we can leverage the large cosine margin loss [46].
Therefore, our loss function is as follows:

L = −
1
N

N∑
n=1

log
e
s
(
sim

(
z∗n,c
∗
yn

)
−m

)

e
s
(
sim

(
z∗n,c∗yn

)
−m

)
+
∑M

i=1,i̸=yn e
s·sim(z∗n,c

∗
i )
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= −
1
N

N∑
n=1

log
e
s
(
α·z∗⊺n c∗yn−m

)

e
s
(
α·z∗⊺n c∗yn−m

)
+
∑M

i=1,i̸=yn e
s·α·z∗⊺n c∗i

(8)

where m is the cosine margin, and s is the scale factor. As a
further enhancement to formula (8), we decided to scale
margin m by α, resulting in the following new loss function:

L = −
1
N

N∑
n=1

log
e
s·α
(
z∗⊺n c∗yn−m

)

e
s·α
(
z∗⊺n c∗yn−m

)
+
∑M

i=1,i̸=yn e
s·α·z∗⊺n c∗i

= −
1
N

N∑
n=1

log
e
β
(
z∗⊺n c∗yn−m

)

e
β
(
z∗⊺n c∗yn−m

)
+
∑M

i=1,i̸=yn e
β·z∗⊺n c∗i

(9)

where β = s · α is the hyperparameter acts similar role
compared to s and α. By minimizing this loss, we are able to
train a robust deep hashing network that generates accurate
binary hash codes.

C. OPTIMIZATION PROCESS
Let 2 denotes the parameters of the network, which is
comprised of the backbone φ and the latent layer W . The
learning rate of the backbone φ is lowered by ten times to
avoid overfitting. First, we preprocess the training set X , and
initialize centroids C by using the MaxHD algorithm [38].
These centroids then remain fixed and will not be learned.
In fact, learning centroids may even harm the model’s perfor-
mance [36], [37]. In the forward propagation of the training
stage, we calculate Z∗ and C∗, then calculate the total loss.
Backward propagation is performed by calculating the gra-
dient of network parameters and updating them using Adam
optimizer [47]. The overall optimization process is summa-
rized in Algorithm 1. In step 8 of Algorithm 1, we obtain the
gradient of Z∗ as follows:

dL =
∂L

∂
(
Z∗⊺C∗

) : dZ∗
⊺
C∗ =

∂L

∂
(
Z∗⊺C∗

)C∗⊺ : dZ∗
⊺

= C∗
(

∂L

∂
(
Z∗⊺C∗

))⊺

: dZ∗

⇔
∂L

∂Z∗
= C∗

(
∂L

∂
(
Z∗⊺C∗

))⊺

(10)

where (:) is the Frobenius inner product. To calculate ∂L
∂Z in

step 9 of Algorithm 1, we need to calculate ∂Z∗
∂Z .

1) THE DERIVATIVE OF THE RELATIVE TRANSFORM
FUNCTION
We now need to analyze the derivative of the Relative Trans-
form function. We set the following:

Z − µbatch = A ∈ RK×B

The derivative of Z∗ with respect to Z is obtained by using
the chain rule:

∂Z∗

∂Z
=

∂Z∗

∂A
∂A
∂Z

(11)

Algorithm 1 RelaHash
1: Prepare training set X .

2: Initialize centroids C.
3: repeat

{Forward propagation :}

4: - Calculate Z by φ and W

5: - Z∗← RelativeTransform(Z)

6: - Calculate C∗ by C {normalize centroids}

7: - Calculate loss L by Z∗ and C∗

{Backward propagation :}

8: - Calculate ∂L
∂Z∗

9: - Calculate ∂L
∂Z =

∂L
∂Z∗

∂Z∗
∂Z

10: - Calculate ∂L
∂2
=

∂L
∂Z

∂Z
∂2

11: - Update network’s parameters

12: until convergence

We have to compute the derivative of Z∗ with respect to A,
then calculate the derivative of A with respect to Z . First,
we differentiate the Frobenius norm:

γ = ∥A∥F
γ 2
= ∥A∥2F = A : A

2γ dγ = 2A : dA
dγ = γ−1A : dA (12)

Following this, we differentiate Z∗

Z∗ =
1
∥A∥F

A = γ−1A

dZ∗ = γ−1dA− γ−2Adγ

(13)

We define an identity tensor E using Kronecker deltas δ:

Eijkl = δikδjl =

{
1 if i = k and j = l
0 otherwise

Substitute dγ into equation (13), we have:

dZ∗ = γ−1E : dA− γ−2A
(
γ−1A : dA

)
= γ−1

[
E − (γ−1A)⊗

(
γ−1A

)]
: dA

= γ−1
(
E −Z∗ ⊗Z∗

)
: dA

= ∥A∥−1F
(
E −Z∗ ⊗Z∗

)
: dA

⇔
∂Z∗

∂A
= ∥A∥−1F

(
E −Z∗ ⊗Z∗

)
(14)

where ⊗ is the tensor product. Meanwhile, the derivative of
A with respect to Z can be computed as follows:

A = Z − µbatch = Z −
1

B× K

K∑
i=1

B∑
j=1

Zij
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TABLE 1. Performance comparison for 4 different bits on various benchmark datasets. Results on CIFAR-10 are run by us, while the results of other
methods on ImageNet100 and NUS-WIDE are obtained from [1] to make them directly comparable. The highest value of each column is shown in bold.
Point-wise, pair-wise, and triplet-wise methods are indicated by the superscripts 1, 2, and 3.

⇔
∂A
∂Z
= E − (B× K )−1J (15)

where J is a tensor of ones. From equation (11), (14), and
(15) we can derive the following:

∂Z∗

∂Z

=
∂Z∗

∂A
∂A
∂Z

=

[
∥A∥−1F

(
E −Z∗ ⊗Z∗

)]
·

(
E − (B× K )−1J

)
=

[
(B× K )−1

(
Z∗

K∑
k=1

B∑
b=1

Z∗kb − JK×B

)
⊗ JK×B

− Z∗ ⊗Z∗ + E
]
∥Z − µbatch∥

−1
F (16)

The equation (16) above is the derivative of Z∗ with respect
to Z . By using the chain rule combined with the derivative
of the total loss with respect to Z∗, we can compute the
derivative of the continuous hash code as ∂L

∂Z =
∂L

∂Z∗
∂Z∗
∂Z .

Following this, backpropagation is used to calculate the
derivative of 2.

2) TIME COMPLEXITY
This subsection investigates the computational complexity of
the Relative Similarity function during forward propagation
and backward propagation.

a: FORWARD PROPAGATION
After obtaining Z from backbone φ, calculating Relative
Position Z∗ in equation (4) takes O(KB) since calculating
µbatch, A, and γ each takes O(KB). Additionally, it takes
O(KM ) to compute normalized centroids C∗ from C. For
equation (6), calculating the scaled dot-product between
Z∗ ∈ RK×B and C∗ ∈ RK×M takes O(MKB). As a result,
the forward propagation of Relative Similarity has a time
complexity ofO(KB+KM+MKB) = O(K (B+M+BM )) =
O(KBM ).

b: BACKWARD PROPAGATION
According to equation (10), ∂L

∂Z∗ takes O(KMB) to calculate.
Furthermore, equation (16) requires O(B2K 2) to calculate
∂Z∗
∂Z . In step 9 of Algorithm 1, we can computationally
calculate ∂L

∂Z as follows:

∂L
∂Zij

=

K∑
k=1

B∑
b=1

∂L
∂Z∗kb

∂Z∗kb
∂Zij

(17)

Based on the above equation, calculating ∂L
∂Z takes O(B2K 2).

Since C is fixed during training, we do not need to compute
its gradient. As a result, the backward propagation has a time
complexity of O(KMB+ B2K 2

+ B2K 2)= O(KB(M + KB)).
Generally, the time complexity of Relative Similarity is
O(KBM ) during forward propagation and O(KB(M + KB))
during backward propagation.

IV. EXPERIMENTS
This section begins by comparing RelaHash’s performance
with existing state-of-the-art models on image retrieval tasks
using many popular benchmark datasets. Afterward, we pro-
vide the ablation study of many hyperparameters. We then
compare RelaHash with other methods from a variety of
perspectives. Finally, we visualize the learned hash code and
the actual retrieved results from our method.

A. SETUP
1) DATASETS
CIFAR-10 [25] is a single-label dataset, cosisting of 60K
32×32 colored images grouped into 10 categories.We follow
prior settings [20], [36], [42], [48], [49], and randomly select
100 images from each class as the query set. The remaining
59000 images are used as the database. We randomly sample
500 images from each class from the database for training.
ImageNet100 is also a single-label dataset that contains only
100 classes from the ImageNet dataset [26]. Following prior
settings [1], [33], [36], [37], [48], we use all the training
set as the database, all the validation set as the queries, and
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FIGURE 5. Performance comparision on various benchmark datasets under mAP@R w.r.t. different bits.

FIGURE 6. Experimental results of RelaHash and other methods on ImageNet100 under three evaluation metrics.

randomly sample 100 images in each class from the database
for training.
NUS-WIDE [50] is a multi-label dataset containing 269,648
images divided into 81 concepts. Following prior settings
[1], [33], [36], [37], [48], [51], we use the most 21 frequent
concepts, select 100 images in each class as the queries, and
the remaining images are used as the database. We randomly
sample 500 images from each class from the database for
training. Because NUS-WIDE is a multi-label dataset, we use
label smoothing to generate labels for softmax loss, as in [1].

2) BASELINES
To demonstrate our model’s performance, we compare our
model with the seven most recent well-known state-of-the-art
hashing methods, including one pair-wise method [33], one
triplet-wise method [34], and five point-wise methods [1],
[20], [36], [37], [48].

3) EVALUATION METRIC
Following prior works in deep hashing [42], [37], [21],
we evaluate retrieval performance based on the mean of
Average Precision (AP) per R retrieved items (mAP@R),
Precision-Recall curve (PR curve), Precision curve w.r.t.
different numbers of retrieved items (P@N), and Precision
curve within Hamming distance 2 (P@H≤2). Specifically,
mAP@R is calculated by averaging Average Precision across

all classes.

mAP@R =
1
N

N∑
i=1

APi (18)

4) EXPERIMENTAL SETTINGS
We follow the training settings as in [1], as we use pre-trained
AlexNet [10] as the backbone, Adam optimizer [47] with the
same learning rate of 0.0001, and train for 100 epochs for all
methods. For our method, the β hyperparameter and batch
size B are obtained by grid search.

On CIFAR-10, we ran all results on NVIDIA Tesla T4
GPU provided by Google Colab with their default hyperpa-
rameter settings. Results of other methods on ImageNet100
and NUS-WIDE are taken from [1] to make them directly
comparable. Our results on ImageNet100 are run on a sin-
gle NVIDIA GeForce RTX 2070 SUPER GPU, and our
results on NUS-WIDE are run on a single NVIDIA GeForce
RTX 3060 GPU.

B. RESULTS
Table 1 shows retrieval performance in terms of mAP@R.
On single-label datasets (CIFAR-10 and ImageNet100), our
method performed the best with significant improvements
compared to recent state-of-the-art methods. On CIFAR-10
dataset, our method achieved about 0.3%-4.5% improve-
ments in mAP@R compared to others. On ImageNet100
dataset, pair-wise and triplet-wise methods such as
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TABLE 2. The performance in terms of mAP@R of various β values for 4 different bits on CIFAR-10 (16 batch size) and ImageNet100 (64 batch size)
datasets (m = 0.5). The highest mAP@R of each column is shown in bold. The second highest mAP@R of each column is underlined.

HashNet [33] and DTSH [34] face the issue of imbal-
anced data, so RelaHash has a considerable improvement
from 11.5% on 128-bits to 19%-28.9% on 16-bits settings.
Compared with other point-wise methods, RelaHash has
improvements of about 2.6%-11.5% on 16-bits settings,
0.5%-6.3% on 32-bits settings, 0.2%-5.4% on 64-bits settings
and 1%-6.8% on 128-bits settings. On NUS-WIDE - a multi-
label dataset, our method is comparable to current state-
of-the-art point-wise methods. We have a slight boost over
OrthoHash [1] on 16-bits settings while still having competi-
tive performance on other bits. In the multi-label dataset, the
data point is pulled towards multiple hash centroids simul-
taneously, making it more difficult for RelaHash to find the
optimal hash codes. As the number of dimensions increases,
the discrete hash codes can more accurately represent the
continuous output, so quantization error reduction becomes
less effective. In fact, trying to reduce the quantization error
too much in multi-label settings can even result in overfitting.
mAP@R w.r.t. different numbers of K -bits on these datasets
are shown in Figure 5. Figure 6 shows retrieval performance
in Precision-Recall curves (PR curve), Precision curves w.r.t.
different numbers of retrieved items (P@N), and Precision
curves within Hamming distance 2 (P@H≤2) of compared
methods on ImageNet100 with 64-bits settings. It can be
observed from the graph that our method has better general
retrieval performance over other methods. We thus conclude
that naturally reducing quantization error on single-label
datasets can lead to better performance.

C. ABLATION STUDY
This subsection examines the impact of hyperparameters β,
m, and batch size B on the performance of the method. All
results in this subsection are run on NVIDIA Tesla T4 GPU
provided by Google Colab.

1) EFFECT OF MARGIN m
For a better understanding of how margin m affects model
performance, we train our model with Adam optimizer for

FIGURE 7. The performance analysis of hyperparameter margin m on
CIFAR-10 datasets with 64-bits settings (β = 50).

100 epochs on CIFAR-10 with 64-bits settings, set β = 50,
and use batch size of 16. Variousmargins were tested between
0.0 and 1.0. The results are presented in Figure 7. It can be
observed from the graph that performance degrades when the
m value passes through 0.2. Due to the cosine constraint [46],
whenm is too large, the feature space begins to vanish and the
model fails to converge.

2) EFFECT OF SCALE β

Various experiments with different settings were conducted
in order to find the optimal parameter β and investigate how
it affects our model’s performance.

In the first experiment, we try different β values, starting
from 0.5 with the increasing power of 2. This time we also
train our model using Adam optimizer for 100 epochs on
CIFAR-10 dataset with 64-bits settings, set m = 0.5, and
using batch size of 16. The results are shown in Figure 8.
We conducted another experiment - testing β with different

values in order to find how optimal β varies between bits and
datasets. On both CIFAR-10 and ImageNet100, we used the
Adam optimizer and stopped training when the best mAP@R
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TABLE 3. The performance in terms of mAP@R of various batch size (B) values for 4 different bits on CIFAR-10 (β = 80) and ImageNet100 (β = 100)
datasets. (m = 0.5) The highest mAP@R of each column is shown in bold. The second highest mAP@R of each column is underlined.

FIGURE 8. The performance analysis of hyperparameter β on CIFAR-10
datasets with 64-bits settings (m = 0.5).

ceased to increase after 6 epochs - which often occurred
after 12-25 epochs. A batch size of 16 was used on CIFAR-
10, while a batch size of 64 was used on ImageNet100.
A value of 0.5 is set for the hyperparameter m. The results
are summarized in Table 2.

We can observe from Table 2 and Figure 8, the model’s
performance varies around 0.1%-0.5% with different choices
of the β hyperparameter. As the number of bits increases, the
variance in performance decreases.

3) EFFECT OF BATCH SIZE
The number of batch size B is also critical to RelaHash’s
performance. We experimented with various settings in order
to determine the optimal batch size for each bit and dataset.
For the first experiment, we set β = 50 and train our model
using Adam optimizer for 100 epochs on CIFAR-10 with
64-bits settings to try different batch sizes, starting from
4 with the increasing power of 2. The results are presented
in Figure 9.
Another experiment was conducted with different batch

sizes of 16, 32, 64, and 128 for each bit and dataset setting.
On both CIFAR-10 and ImageNet100, we used the Adam
optimizer and stopped trainingwhen the best mAP@R ceased
to increase after 6 epochs - which often occurred after 12-25
epochs. On CIFAR-10 we set β = 80, while on ImageNet100
we set β = 100. A value of 0.5 is set for the hyperparameter
m. The obtained results are summarized in Table 3.

FIGURE 9. The performance analysis of batch size B on CIFAR-10 datasets
with 64-bits settings (m = 0.5).

We can observe from Table 3 and Figure 9, the model’s
performance varies around 1%-2% with different choices of
batch size. CIFAR-10 has an optimal batch size of 16 among
all K -bits settings, whereas ImageNet100 has optimal batch
sizes proportional to the number of bits.

D. FURTHER ANALYSIS
This subsection analyzes the performance of RelaHash com-
pared to other methods in terms of quantization error,
orthogonality, and separability. Furthermore, we also com-
pare RelaHash’s performance when LMCL is used as the
same loss in other point-wise methods.

1) QUANTIZATION ERROR
Quantization error is the amount of information loss when
the relaxed hash codes Z pass through the quantization
layer, i.e., the sign function. Retrieval performance can be
improved by minimizing this quantization error. Specifically,
the process of mapping the continuous hash code zn ∈ RK

in the Euclidean space into the discrete binary hash code
hn ∈ {−1, 1}K in the Hamming space introduces quanti-
zation error. This quantization error can be measured either
by Euclidean or Angle distance, as illustrated in Figure 3.
Precisely, we measure the quantization error of the database
by Euclidean distance (19), squared Euclidean distance (20),
and the angle θznhn between the continuous hash code zn and
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FIGURE 10. Analysis of quantization error on ImageNet100 with 64-bits settings.

FIGURE 11. Orthogonality analysis with 64-bits ImageNet100.

the discrete hash code hn (21).

1
N

N∑
n=1

∥zn − hn∥ (19)

1
N

N∑
n=1

∥zn − hn∥2 (20)

1
N

N∑
n=1

deg
(
cos−1

(
zn · hn
∥zn∥ ∥hn∥

))
(21)

in which N is the size of the database. As depicted in
Figure 10, our approach exhibits a relatively low quantiza-
tion error compared to other techniques. It can be noticed
that while both DTSH and JMLH have low quantization
errors, they perform poorly in terms of mAP. Our method,
on the other hand, has a lower quantization error compared to
the majority of other methods, including OrthoHash. These
findings indicate that our method is effective in reducing
quantization error.

2) ORTHOGONALITY
The orthogonality of hash codes can be measured by com-
puting the center of data points’ hash codes belonging to
each class in the Hamming space (Hcenter). As a result, the
orthogonality can be calculated as follows:∥∥∥∥ 1K HcenterH⊺

center − I
∥∥∥∥
F

(22)

FIGURE 12. Separability analysis with 64-bits ImageNet100.

where K is the number of bits, and I is the identity matrix.
Better performance can be achieved by lowering orthogo-
nality. According to Figure 11, our method has relatively
low orthogonality compared with other methods. The high
orthogonality of DTSH indicates that its learned hash code
has some redundant correlations. In contrast, CSQ has low
orthogonality, meaning that each bit learned is orthogonal
to the others. This is due to CSQ’s use of the Haddamard
matrix in generating centroids, which ensures equal distances
between each centroid. As a result, we can conclude that the
hash codes generated by our method have a low pairwise
correlation between any two bits.

3) SEPARABILITY
In order to get an insight into inter-class distances (1inter-class)
versus intra-class distances (1intra-class) between data points,
we take a look at the separability of the learned hash codes
in the Hamming space

(
H ⊂ {−1, 1}K

)
. A histogram of

intra-class and inter-class distances between compared meth-
ods is shown in Figure 13. The difference in the expectation
of these two distributions is the separability in the Hamming
space, expressed as follows:

E [1inter-class]− E [1intra-class] (23)

where E[·] is the expectation of the distances between
data points in the Hamming space. The separability metric
indicates how separative learned clusters are (Figure 15).
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TABLE 4. Performance comparison using LMCL [46] for all pointwise methods on CIFAR-10 and ImageNet100 datasets with different K -bits settings. The
highest value of each column is shown in bold.

FIGURE 13. Histogram of intra-class and inter-class Hamming distances
with 64bits ImageNet100. The arrow annotation is the separability in
Hamming distances.

Separability increases when clusters are more separable,
resulting in better retrieval performance. It can be observed
that CSQ has the smallest variance in inter-class Hamming
distances because its generated centroids have equal distances
of K2 from each other. The separability of RelaHash and other
methods is displayed in Figure 12. As shown in the figure,
our method has the highest separability, leading to the best
retrieval results. Therefore, we can conclude that our method
is effective in separating clusters in high-dimensional space.

4) COMPARISON USING LARGE MARGIN COSINE LOSS
This subsection compares various point-wise methods by
using LMCL [46] as the same loss function. Specifically,

TABLE 5. The visualization of continuous hash codes training process
with 4 classes and 2-bits settings.

we set m = 0.2 and s =
√
K with the same batch size of

64, using Adam optimizer and train for 100 epochs for all
methods. Results are shown in Figure 14 and summarized in
table 4.

Based on the results, we are able to demonstrate that our
method is still superior to other point-wise methods even
when using LMCL as the loss function. On ImageNet100,
our method also yields great performance when only behind
OrthoHash in 16 and 32 bits settings.

E. VISUALIZATION
For a better understanding of how RelaHash learns, we visu-
alize the process of training their continuous hash codes in
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FIGURE 14. Performance comparision using LMCL [46] for all pointwise methods on CIFAR-10 and ImageNet100 datasets under mAP@R w.r.t.
different bits.

FIGURE 15. The t-SNE visualization of learned hash codes Z on CIFAR-10.

Euclidean space and their t-SNE representation. Furthermore,
we compare our retrieval results with other retrieval methods
on ImageNet100 datasets.

TABLE 6. The visualization of continuous hash codes training process
with 8 classes and 3-bits settings.

1) LOW-DIMENSIONAL HASH CODES VISUALIZATION
a: 2-DIMENSIONAL HASH CODES
We train deep hashing methods using the first 4 classes
of CIFAR-10 [25] dataset on 2-bits settings. The continu-
ous (relaxed) hash codes Z before the quantization layer
are visualized in Table 5. The learned hash codes of our
method are pulled closer to their respective centroids
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FIGURE 16. Examples of Top-10 retrieved results on ImageNet100.

C =

{(
1
1

)
,

(
1
−1

)
,

(
−1
1

)
,

(
−1
−1

)}
. Due to this, our

method has lower quantization error than others while having
low intra-class and high inter-class distances.

b: 3-DIMENSIONAL HASH CODES
We train deep hashing methods using 8 classes taken from
CIFAR-10 [25] dataset on 3-bits settings. The continuous
(relaxed) hash codes Z before the quantization layer are
visualized in Table 6. In comparison to 2-bits settings, our
method can achieve similar performance.

2) HIGH-DIMENSIONAL HASH CODES VISUALIZATION
To gain insight into high-dimensional hash codes, we used
t-SNE [52] to visualize the learned continuous hash codes Z
on the CIFAR-10 [25] dataset with 64-bits settings. As seen
in Figure 15, the hash codes learned by our model exhibit
better cluster separation than other methods. Data points with
the same label are pulled closer together, while those with
different labels are pushed away. These visualizations rein-
force the conclusion in subsection IV-D3 about separability
in the high-dimensional space.

3) RETRIEVED RESULTS
We show retrieval results of HashNet [33], OrthoHash
[1], and our RelaHash on ImageNet100 [26] with various
query images from easy to difficult, as in Figure 16. Com-
paring RelaHash to other methods, our proposed method

appears to return more relevant results. One side note is
that the ImageNet100 database and training set only contain
100 classes randomly sampled from the ImageNet-1K dataset
[26], making it difficult to include many unknown objects in
the database. All methods successfully return relevant results
from the database on images whose class label is in the
training set. As the query image becomes more challenging,
such as when the class definition is vague, the label does
not exist in the training set, or only a few relevant samples
exist in the database, RelaHash begins to demonstrate its
effectiveness.

V. CONCLUSION & FUTURE WORK
In this paper, we proposed a new approach to reducing
quantization error without the need for explicit quantization
loss terms. We demonstrated that low quantization error can
be achieved by using an intermediate representation called
Relative Position to learn compact hash codes. Our approach
is robust to imbalanced datasets and has the advantage of
using margin losses. Unlike conventional approaches, our
method does not require explicit quantization loss terms or
involve the quantization layer at training time, allowing for
end-to-end training of the network. Comprehensive experi-
ments confirmed that ourmethod outperforms state-of-the-art
methods on single-label datasets while having a competitive
performance on multi-label dataset. We discovered that our
method can bring adverse effects when it tries to further
lower quantization error in multi-label contexts. In our study,
we found that ourmethod is effective in reducing quantization
error, lowering pairwise correlation between any two bits, and
separating clusters in the high-dimensional space. This work
takes the field of deep hashing one step further in achieving
end-to-end training without additional explicit constraints on
the final loss.

In the future, we will work on finding better hash centroids,
determining a systematic way to select the hyperparameter β,
and applying the method to unsupervised deep hashing.

The code is available at https://github.com/thaiminhpv/
RelaHash
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