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ABSTRACT Enabling a flexible and natural human-robot interaction (HRI) for industrial robots is a
critical yet challenging task that can be facilitated by the use of conversational artificial intelligence (AI).
Prior research has concentrated on strengthening interactions through the deployment of social robots,
while disregarding the capabilities required to boost the flexibility and user experience associated with
human-robot collaboration (HRC) on manufacturing tasks. One of the main challenges is the lack of
publicly available industrial-oriented dialogue datasets for the training of conversational AI. In this work,
we present an Industrial Robot Wizard-of-Oz Dialoguing Dataset (IRWoZ) focused on enabling HRC in
manufacturing tasks. The dataset covers four domains: assembly, transportation, position, and relocation.
It is created using the Wizard-of-Oz technique to be less noisy. We manually constructed, annotated and
validated dialogue segments (e.g., intentions, slots, annotations), as well as the responses. Building upon
the proposed dataset, we benchmark it on the state-of-the-art (SoTA) language models, generative pre-
trained (GPT-2) models, on dialogue state tracking and response generation tasks. We expect that the
IRWoZ dataset will facilitate exciting ongoing dialogue research and we provide it freely accessible at
https://github.com/lcroy/ToD4IR/tree/main/dataset.

INDEX TERMS Data collection, data annotation, dialogue systems, virtual assistants, human-robot
interaction.

I. INTRODUCTION
Since the 1969, the first industrial robot, Unimate,1 was
manufactured and deployed, industrial robots have been
designed and utilized in production extensively for opera-
tions such as welding [1], bin picking [2] and assembly [3],
[4], [5]. Various technologies, e.g., computer vision and
force sensing, have been introduced to facilitate human-robot
interaction (HRI) for manufacturing tasks [6]. Furthermore,
with the development of artificial intelligence (AI), the

The associate editor coordinating the review of this manuscript and

approving it for publication was Tao Liu .
1https://www.automate.org/a3-content/joseph-engelberger-unimate

AI-empowered HRI for industrial robots is booming in indus-
trial environments worldwide. To increase the overall per-
formance, manufacturers are investigating intelligent and
user-friendly interfaces to prevent steep learning curves and
enhance the operator’s experience when collaborating with
robots [7]. Robots are expected to be capable of interpreting
operators’ intent and naturally interacting with the operators.

Various research work has been proposed in this direction,
with the focus on speech-enabled virtual assistants (VAs) [8],
[9], [10], [11]. Other commercial products, e.g., Alexa,2

2https://developer.amazon.com/en-US/alexa
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Google Assistant,3 Siri,4 are widely used for entertainment or
personal purpose. However, only few studies employ natural
language interfaces in industrial and manufacturing environ-
ments while using industrial robots [7], [12], [13], [14], [15],
[16], [17]. A highlighted challenge in these studies is the lack
of a dialogue corpus tailored for such VAs for manufacturing
purposes. Therefore, the creation of such dialogue dataset
can benefit both dialogue research community and industrial
companies for carrying on the the research and development
of speech-enabled VA in the industrial setup for HRI with
industrial robots.

This paper proposes an industrial robots Wizard-of-OZ
dialogue (IRWoZ) dataset, a multi-turn conversational dia-
logue corpus spanning across four domains of industrial
robots. Each dialogue includes the user’s utterance, anno-
tated belief states, system action and system response. Fur-
thermore, the system response is composed of task-related
response and small talk response to form more human-
ized replies. Therefore, IRWoZ can be used to develop
task-oriented dialogue systems for industrial tasks and serve
as a new benchmark for dialogue research community and
industrial companies. The IRWoZ contains 401 dialogues,
and follows a similar data structure as the most popular dia-
logue corpus MultiWoZ [18], which can be easily extended
to other domains and reused for training various existing
dialogue systems, e.g., [19] and [20].

The remainder of this work is structured as follows:
Section II summarizes the related work. Section III presents
the data collection method of IRWoZ. Section IV describes
the analysis of the dialogue corpus. To show the potential and
usefulness of the proposed IRWoZ,we benchmarkGenerative
Pre-trained (GPT) models on the IRWoZ and report the eval-
uation results of perplexity, bilingual evaluation understudy
(BLEU), joint goal accuracy, and slot accuracy in section V.
Last, Section VII concludes the paper.

II. RELATED WORK
Due to the fact that the quality of dialogue datasets affects
the performance of human-machine dialogue systems, dataset
construction has constituted an active area of research for
decades [21]. Existing dialogue systems can be roughly clas-
sified into two types: task-oriented and open domain dialogue
systems [22].

Initial task-oriented dialogue datasets mainly focus on sin-
gle task, i.e, one domain. As an example, the ATIS dataset
is focused in the task of inquiring flight information, and it
consists of 17 categories, including 4,978 and 893 utterances
for training and test set respectively [23]. The Dialogue State
Tracking Challenge, DSTC2 [24], is a single domain dataset
aimed on restaurant booking for users. DSTC2 includes 1612,
506 and 1116 user utterances for training, validation and
test set, respectively. WOZ2.0 consists of 1200 dialogues for
the restaurant domain [25]. Due to user conversations often

3https://developers.google.com/assistant
4https://developer.apple.com/siri/

change domains from one to another, Multi-WoZs modified
the WoZ framework to make it suitable for multi domains
where a total of 10k dialogues were collected [18]. KVRET is
also amulti-domains corpus [26], including calendar schedul-
ing, weather information retrieval and PoI navigation field.
It includes 2425, 302, 304 utterances for training, validation
and test set, respectively. KdConv contains 4,5000 Chinese
dialogues from film, music and travel domains, and an aver-
age dialogue turn of 19, with a total of 86,000 sentences [27].
These dialogues include in-depth discussions on relevant top-
ics and natural transitions between multiple topics.

Those datasets are mainly used for training task-oriented
dialogue (ToD) systems. To accomplish task and improve
accuracy, Li et al. [28] suggested a neural dialogue system
that works in end2end manner. To improve performance on
downstream tasks, such as response generation, Wu et al.
presented a ToD-BERT that is pre-trained to mimic conver-
sation behavior [29]. Minimalist Transfer Learning (MinTL)
was developed to enhance end-to-end response generation
and was distinguished from TOD-BERT by the use of a copy
mechanism to inject the prior dialogue states into the current
one [30]. Using transfer learning from a pre-trained language
model based on open-domain, Hosseini-Asl et al. [19] pro-
posed SimpleTOD increased the performance of the dialogue
model by treating the whole ToD as a single sequence predic-
tion issue. To better extract information from both utterances
and graphs, Chen et al. proposed a graph attention network
and used a recurrent graph attention network to manage state
updates [31]. Liu et al. also considered human input during
the training phase of the end-to-end model, they leveraged
human input to boost system performance [32]. To improve
its task success rate, Soloist [20] employed task-grounded
pre-training to learn tasks while benefiting from a cheap
annotation cost for the training dataset. An end-to-end differ-
entiable KB-Infobot was introduced by Dhingra et al., which
enhanced the system’s reliability and allowed for more varied
inquiry formats [33]. The large pre-trained language model is
leveraged by the suggested Alternating Roles Dialog Model
(ARDM) [34].

Compared to task-oriented, open domain datasets con-
tains daily life topics about emotion, mood or just com-
mon small talks. MCTest [35] is a dataset of 500 stories
and 2000 questions. DailyDialog consists of daily dialogues
with emotion information written by human users. The cor-
pus contains 13,118 dialogues, which has less noisy, more
humanlike response [36]. Conversations are extracted from
movie for the Cornell Movie-Dialogue Corpus [37] where
there are many metadata included such as genre, release year,
and IMDB rating in conversations with a corpus containing
300,000 utterances. NPS [38] Internet Chatroom Conversa-
tions dataset consists of 10,567 utterances from online chat
between October and November in 2006. Each utterance
includes some speech and dialogue act information. The
Internet Relay Chat (IRC) [39] Corpus comes from IRC
chat logs. It contains approximately 50 hours of chat, with
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an estimated 20,000 utterances from the IRC. This dataset
includes technical conversations and occasional social chats
and there are approximately 1,500 utterances with annotated
ground-truth conversations.

OpenViDial [40] contains a total number of 1.1 million
text and visual contexts stored in images, considering visual
and text contexts at the same time. OpenDomain Spoken
Question Answering Dataset (ODSQA) dataset is an open
domain spoken question answering dataset, which includes
3,000 questions [41]. ConvAI2 with 20,000 dialogues about
daily life topics, is an extended version of the Persona-
Chat dataset [42], including the training, validation and
test sets consisting of 17,878, 1,000 and 1,015 dialogues
respectively. Coached Conversational Preference Elicitation
(CCPE) contains 502 dialogues discussing movie prefer-
ences. The dataset was collected based on Wizard-of-Oz
method [43]. Wizard of Wikipedia is a large dataset contain-
ing retrieved knowledge from Wikipedia. The dataset con-
sists of 22,311 dialogues, dividing into 166,787 for training,
17,715 for validation, and 17,497 dialogues for test [44].

Despite the fact that various domains have been inves-
tigated either through the task-oriented manner or open
domain, none of the public available dialogue datasets are
collected for building dialogue systems for HRI in industrial
robots for manufacturing tasks. To the best of our knowledge,
IRWoZ is the first dialogue dataset with a focus on collecting
and annotating dialogue corpus on four popular manufactur-
ing tasks e.g., delivery, position, assembly, and relocation for
industrial robots.

III. DATA COLLECTION METHOD
In this section, we investigate the robot skills for manufactur-
ing to identify the industrial robot’s capability on the cluster
level. Themanufacturing tasks, which are suitable for speech-
enabled HRI, are chosen to define the boundaries of the
dialogue datasets. Second, we explain how to use the WoZ
approach to simulate the dialogue between the shop floor
worker and the robots. Conversation strategies are leveraged
to boost the user experience by provide the hybrid responses,
task-related response and the small talk response.

A. INDUSTRIAL TASKS
Robot-based production is becoming the mainstream of
industrial manufacturing [45]. In general, mobile robots, e.g.,
mobile industrial robots (MiR),5 and industrial manipulator,
e.g., Universal Robots (UR),6 are most common industrial
robots for building the robot-based production. To introduce
the dialogue system to those robots, the following questions
need to be answered before the data collection.

• Q1: What are the general task categories of industrial
robots and in which domains do they operate?

• Q2: What are the suitable task(s) for speech-enabled
HRI with industrial robots?

5https://www.mobile-industrial-robots.com/
6https://www.universal-robots.com/da/

Various approaches has been proposed to answer the Q1.
In [46], a taxonomic framework is presented for task mod-
eling and knowledge transfer in manufacturing robotics.
It decomposes the tasks into skills, e.g., detect, fasten, and
coordinate skill. Wordcloud is also used to represent the
occurrence of words in the robot’s tasks, skills and primitives,
e.g., button-press, clean-wipe, placement-pick [47]. Segura
et al. classify the manufacturing tasks into four categories,
assembly, material manipulation, machining processes, and
quality inspection [48]. Our work is inspired by [45] which
identifies nine general task categories in three domains, i.e.,
logistic tasks (transportation, part feeding (multi), part feed-
ing (single)), assistive tasks (machine tending, assembly,
inspection, process) and service tasks (maintenance, repair
and overhaul, cleaning). It provides a clear three-layer archi-
tecture of skills, tasks and primitives.

In our work, four tasks are selected to answer the sec-
ond question. Within the Logistics domain, transportation
often involves the internal Delivery task in which a mobile
industrial robot needs to deliver goods to a desired position.
To enable such functions, the mobile industrial robot is also
required to be able to mark Position on the digital map or
build a path to to reach a position. Example dialogues can be
‘‘hey robot, can you deliver this box to the warehouse?’’ or
‘‘Robot, please move to the production cell.’’. Another two
tasks are identified within the Assistive domain: Assembly
and Relocation. Operator may send a request to an indus-
trial manipulator, ‘‘Start to assemble product’’ or ‘‘Bring the
screwdriver.’’.

B. DIALOGUE SIMULATION: WoZ APPROACH
The WoZ approach (i.e., human-to-human method) is used
in this study to mimic dialogue between shop floor worker
and industrial robots. To assist the process of collecting
the dialogue corpus, a web application built on the Flask7

web framework is designed and implemented.8 The overall
architecture of the web application of the IRWoZ dialogue
simulation framework is depicted in Figure 1. It follows the
Client-Server style architecture. The client side comprises
user and wizard interfaces, while the server side includes
the dialogue controller, belief state verification, dialogue
act generation, dialogue annotation, and dialogue autosav-
ing. The ground truth data (such as employee IDs, position
names, and product categories) of the four chosen domains
are stored in a domain-specific database that has five tables:
Employee, Area_Location, Position, Product, and Object.
Such a database is utilized for dialogue act generation and
belief state verification. The simulated conversations will be
automatically saved in the IRWOZ database.

The dialogue simulation preparation is run in four steps to
obtain an high quality and less noises dialogues.

• Step one: Participant selection. The invited participants
are from both academia (with background of Robotics

7https://flask.palletsprojects.com/en/2.0.x/
8https://github.com/lcroy/ToD4IR/tree/main/IRWoZ_interface
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FIGURE 1. The overall architecture of the dialogue simulation framework for building the IRWoZ dataset.

and Automation, Computer Science, and Culture and
Linguistic) and industry (shop floor worker and factory
engineers). The majority of participants have knowl-
edge, skills, and experience within the area of manip-
ulation with industrial robots.

• Step two: Introduction of Industrial robots and task.
The participants are introduced to industrial robots and
the tasks associated with the specific domains. As pre-
viously stated, the MiR 200 and Franka Emika robots
are the primary robots in our scenario. The participants
acquired knowledge of the domain’s most critical activ-
ities (e.g., instruct MIR to transport a package to a
location) through the use of the aforementioned robots.

• Step three: Watching video demonstrations. The partici-
pants are invited to watch the pre-recorded video demos
based on our prior work with the industrial intelligent
virtual assistant [7], [12] in order to understand the
dialogues pattern between the human and the robots.
The videos demonstrate language-assisted HRI through
the dialogues with various industrial equipment and
robots, including Lego counting machine,9 MIR10 and
Franka Emika robot.11 The dialogues cover the topics of
production control, internal transportation and material
grasping.

• Step four: Instruction of IRWoZ Web application. The
participants are instructed on how to conduct a dialogue

9shorturl.at/dgvOR
10shorturl.at/lqCI4
11shorturl.at/aizY9

FIGURE 2. The graphical user interface. The top right button shows that
the interface is in user mode at the moment. At the bottom, four buttons
symbolize four domains. The user may type a message in the text field
and then click the submit button to send it to the dialogue controller.

using the IRWoZ online application, including picking a
role in the dialogue and the domain inwhich the dialogue
will take place. The following sections go into further
details.

C. USER INTERFACE
Each dialogue involves the pairing of two participants. The
participant interacting with the User Interface takes on the
role of a shop floor worker (see Fig. 2). The participant is
asked to randomly select a manufacturing task with a detailed
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FIGURE 3. A sample scenario specification of a position task.

task scenario specification (see Fig. 3). At the same time,
the participant receives the following information of each
domain:

• Delivery: A document containing a list of workers’
names and locations of the factory. To accomplish a
transportation job, users must inform the robot (wizard)
not only of the delivery’s destination, but also of the
recipient’s name. As a result, the participant can pick
the recipient from a list of workers’ names and the place
to which the package should be delivered. Apart from
the fundamental information necessary for a delivery
task, we aim to cover a broad range of delivery task
variations. As a result, users may choose not only the
name of the goods they want to deliver but also its size
and color during the conversation. The participant may
additionally provide the sender’s name if desired, such
as ‘‘Could you please deliver this little yellow screw
driver to the warehouse, robot? and give it to John and
inform him that it is from Martin.’’

• Position: A digital map of factory with the positions
marked. There are two types of the tasks, adding a
position on the digital map and moving to a position,
are currently supported byMIR 200. The participant can
instruct the robot to move to the specific position if it is
registered in the system, such as ‘‘Hey robot, can you run
down to the product cell one?’’. Additionally, adding a
position to the digital map is supported only if the system
is given with a unique position name.

• Assembly: a document containing a list of the products.
The participant is informed what kind of the products
can be assembled by Franka Emika robot. Participant

can command the robot to assemble a product during
the dialog. To add variation to the task, the user may
additionally provide the quantity of desired product and
the deadline of the assembly task, such as ‘‘Hi robot,
I need 10 white smart phones before 3pm.’’.

• Relocation: a document containing a list of thematerials.
The participant may command the Franka Emika robot
to grasp the required material on the work space if the
object is listed on the document. To add variation to the
task, the user may additionally provide the relative or
specific location, such as ‘‘Hello robot, can you take the
PCB from the left side and put it in the yellow box?’’.

The maximum conversational depth and the number of con-
tinuous dialogue turns for a task are not limited to creating
a natural dialogue environment [49]. Given that individuals,
even when assigned the same task, structure their utterances
differently, the shop floor worker is encouraged to compose
the dialogue in their own unique manner. Though English
is required as common working language for building the
IRWoZ, some intentional grammar mistakes and various sen-
tence structures are observed during the simulation. However,
we intent to keep those as ‘‘white noise’’ in the dialogues
since they create more natural real-world scenarios.

D. WIZARD INTERFACE
In comparison to the user, the Wizard, as an industrial robot,
must be able to recognize the user’s intent (e.g., the task
the user requested) and confirm that the user provided all
essential information to complete the task.

We create the Wizard Interface (see Fig. 4) that provides
in-dialog instructions to assist wizards. Each domain has two
distinct panels for describing the mandatory and optional
information for completing a task. The wizard must first
select the corresponding domain according to the message
received from the user. Following that, the wizard needs to
extract the core information, including the database and task-
related information, and fill them in the corresponding panel.
To assist the wizard in this process, each panel specifies the
type of information that is required, for example, ‘‘Ask user
which location the box should be delivered.’’ for a delivery
task. Such pre-defined in-dialog instructions guide wizards
on how to collect and validate data from user’s messages.
Wizards do not only get inputs the from the User Inter-
face, but also from the dialogue controller, which assists
in verifying belief states, generating system actions, anno-
tating the dialogue, and auto-saving the dialogue. Wizards
are requested to provide two types of response: task-related
response and small talk response (see section III-D1).

The graphical user interface and predefined conversation
instructions work together to help wizards build consistent
dialogues. This setting allows wizards to respond to unex-
pected user utterances.

1) CONVERSATION STRATEGY
In a task-oriented conversation, the human often steers the
conversation by requesting information, whereas the robot
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TABLE 1. The ‘‘ARE’’ principles [50] and three conversation strategies [49] for generating humanised response with examples.

FIGURE 4. The wizard’s graphical user interface. The top right button
indicates that the interface is now in system mode. According to the
user’s request, the wizard can switch between up to four domains. There
are two distinct panels for required and optional slots. If the slot requires
database verification, the Search DB is presented. When the wizard
recognizes the conclusion of the dialogue, the green button, in the center,
needs to be clicked to automatically save it to the IRWoZ database. Two
input text boxes are provided for the wizard to give task-related response
and small talk response.

follows the user’s lead and responds appropriately. However,
such interaction typically results in increased efficiency at the
cost of user engagement. For example, in a question ‘‘hello,
robot, can youmove to the warehouse now?’’, the robot might
propose ‘‘Sorry, you may need to register the warehouse
position in the system first.’’, instead of responding ‘‘No,
I am unable to do that’’ to a user’s request. Additionally, the
response ‘‘Yes, I am pleased to assist.’’ is more pleasant for
the user than the response ‘‘Yes.’’ in a query such as ‘‘Hi
robot, assemble ten phones.’’

Therefore, three human-human conversation strate-
gies [49] are introduced to boost user engagement: end topics
with a suggestion, elicit more information and clarifying,
in order to increase task completion rate while keeping amore
humanised and task-related answer. Furthermore, inspired
by [50], Anchor, Reveal and Encourage (ARE) principles are
introduced to assist the wizard for small talk responses if it
is desired. Table 1 explains the conversation strategies and
small talk principles with examples [51].

IV. DIALOGUE ANNOTATION AND PROCEDURE
Participants are divided into two types of groups: Annotators
and Validators. They are asked to complete the following two
tasks, respectively.

• Task 1: Annotating the domain, slots, task-related
responses, and small talk response of the dialogue
corpus.

• Task 2: Labelling the responses as appropriate and
inappropriate.

For task 1, the web application (see Figure 4) is leveraged
to guide the annotation process. It provides the instructions
on what are the required and optional database-related and
task-related slots, and which domain is requested by the user.
Annotators are asked to extract such information from the
user’s utterance and fill it into the application. Additionally,
the application will automatically wrap it into a query string
to verify the filled slots against the database if the slots are
database related.

Inspired by the [52], we askValidators to choose the appro-
priate and inappropriate dialogue corpus. Though leveraging
the human-to-human method can generate more natural and
humanised dialogues, inappropriate responses are observed.
Validators are asked to use the following justifications for
choosing an inappropriate candidate:

• Mislabelling: The responses are not correctly annotated
(e.g., a task-related response is annotated as a small
talk response, or the other way around). This is the
most commonly discovered inappropriate case during
the data annotation. For example, ‘‘Sorry, I don’t know
how to assemble that product.’’ was mis-annotated as a
task response:‘‘Sorry’’, and small talk response: ‘‘I don’t
know how to assemble that product.’’ A task-related
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FIGURE 5. A dialogue example marked with special tokens.

response, however, should include sufficient informa-
tion so that the end user is not left with an incomplete
understanding. The simple response:‘‘Sorry’’ does not
explain why the robot is unable to execute the requested
task in the absence of the statement ‘‘I don’t know how
to assemble that product.’’ On the other hand, the pur-
pose of small talk response is to make the conversation
smooth and natural, not carry any task-related informa-
tion. A response, ‘‘Sure, I can do that. I have been to
that area many times.’’, for a requested delivery task
should be annotated as task response ‘‘Sure, I can do
that.’’ and small talk response ‘‘I have been to that area
many times.’’

• Overly humanized response: Despite the fact that the
humanized response is one of the primary features of
proposed datasets, the robot’s response should be not
overly emotional. For example, the response, ‘‘Ok, I will
go to that position, but I don’t like it there.’’, is identified
as overly humanized response because the phrase ‘‘but I
don’t like there’’ attempts to express emotion and feel-
ing, which could lead to confusion for a human worker.

In addition to the above two criteria, ARE principles and
the conversation strategies (see Table 1) are printed and dis-
tributed to the annotators and validators in order to acquire
high-quality responses. Inspired by [18], we conducted a
two-phase trial to improve the performance of annotators and
validators. In the first round, we randomly selected 10% of
the dialogue corpus as test samples, which we distributed to
the annotators. The annotated dialogue corpuswas verified by
validators afterwards to filter out the inappropriate responses.
Annotators and validators were invited to participate in a
follow-up meeting to discuss all filtered corpora. They were
allowed to begin annotating and validating the whole dataset
after passing the first trial.

FIGURE 6. Data structure of the dialogue of IRWoZ dataset.

V. DIALOGUE ANALYSIS
Our IRWoZ has 401 dialogues that span across four domains.
It is the first annotated task-oriented dialogue dataset made
publicly available with a focus on industrial robots. The
dataset has a similar structure as one of the most popular
multi-domain datasets, MultiWOZ [53], [54], [55]. Addition-
ally, another version of the IRWoZ dataset is also provided.
The dialogues are marked with special tokens (see Figure 5),
which may be beneficial to the dialogue research community
and industrial companies for preparing the language model
for dialogue system development.

In this section, we delve deeply into IRWoZ datasets, and
show the basic features in the following aspects: data struc-
ture, data quality, and statistics.

A. DATA STRUCTURE
Due to the similar data structure to MultiWoZ, IRWoZ can
be easily expanded, customized, benchmarked and evaluated
for various dialogue systems. Table 2 presents the global
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TABLE 2. The full ontology for all domains, including assembly, delivery,
position and relocation, of IRWoZ dataset.

ontology with the list of considered acts type and dialogue
slots.

Each dialogue of IRWoZ is formulated as a JavaScript
Object Notation (JSON) string which includes two elements,
domain and turn (see figure 6). The corresponding domain
will be set up as ‘‘true’’ if the related dialogue is identi-
fied, for example, ‘‘domain’’:{‘‘assembly’’:true}. Each turn
is composed of multiple turns of dialogue between the user
and the robot. The user’s utterance, task-related response, and
small talk response are annotated as the ‘‘user’’, ‘‘system’’
and ‘‘s_system’’, respectively. DB_request and T_inform are
defined in Slots to list the database related and task related
slots, separately. Both DB_request and T_inform contain the
required and optional slots, req and opt. Furthermore, type is
provided for defining the type of domain under the T_inform.
search_result is included in the turn to indicate whether the
required slots are obtained.

Appendices A and B provide examples of raw and marked
dialogue corpus of each domain, respectively. The complete
dataset can be accessed at https://github.com/lcroy/ToD4IR/
tree/main/dataset.

B. DATA QUALITY
The dialogue corpus was acquired via a human-to-human
approach, with the majority of participants being shop floor
engineers, lab engineers, and researchers with expertise in
production or robotics. In addition, a training session was
organized to provide details of the simulation, including
introduction to the robots and selected manufacturing tasks,
demonstrating IRWoZ’s web application, showing the dia-
logue examples, introducing the conversation strategy and
small talk principles for response generation. This method

FIGURE 7. Dialogue turn distribution of each domain including the
minimum and maximum dialogue turn length.

enabled us to acquire dialogue corpora that were cleaner and
less noisy.

As mentioned above, data annotation leveraged a two-step
process: annotating and validating. With the assistance of
the IRWoZ web application, annotators are able to label the
dialogue corpus with high accuracy. Additionally, validators
helps to verify whether the annotated corpus is inappropri-
ate. Finally, 22% of the corpus including user utterance and
response was removed from the raw dialogues, i.e., 17 dia-
logues related to assembly, 46 related to delivery, 23 related
to relocation and 27 dialogues related to the position
task.

C. DATA STATISTICS
A total of 401 dialogues were collected and annotated after
the identification and elimination of 113 (22%) inappropri-
ate dialogues turns. Appendix C (figure 12, 13, 14 and 15)
depicts the distribution of sentence length of user utter-
ance, task-related response and small talk response of four
tasks. The average length of the user utterance of each
domain is around 35 tokens, ranging from 17 to 28 tokens
for task-related response and 18 to 25 tokens for small
talk response. As expected, each domain contains system
responses without small talk involved. Similar to the [18], our
responses are more varied, which improves the generaliza-
tion ability for training model. Figure 7 shows the dialogue
turn length distribution, including minimum and maximum
turns, grouped by each domain. Due to the natural dialogue
complexity of the assembly and delivery tasks, the maximum
length of the turns for those two tasks is longer than the
position and relocation. The minimum length of turns is one
for both position and relocation.

VI. EXPERIMENTAL RESULTS
The proposed IRWoZ dataset provides a new benchmark for
building dialogue systems, which focuses on HRI in four
manufacturing tasks. To evaluate the IRWoZ, GPT based lan-
guage models are leveraged as baseline models for testing the
downstream dialogue tasks, dialogue state tracking, dialogue
actions and response generation. The outcomes can serve as a
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FIGURE 8. Dialogue tasks for evaluation of the IRWoZ based on GPT-2 models.

point of reference for development of dialogue systemswhich
focus on similar manufacturing tasks.

A. TRAINING ON PRE-TRAINED LANGUAGE MODEL
We evaluated the IRWoZ dataset through an end-to-end
approach by using three versions of SOTA GPT2 [56] lan-
guage models, gpt2 (12-layer, 768-hidden, 12-heads, 117M
parameters), gpt2-medium (24-layer, 1024-hidden, 16-heads,
345M parameters) and gpt2-large (36-layer, 1280-hidden,
20-heads, 774M parameters). They are trained on 40GB
text of the web pages from outbound links on Reddit.
All models work in an auto-regressive manner, i.e., they
predict the next token after reading all of the preceding
ones.

We divided the training process into four tasks
(see figure 8). The initial input is the dialogue context,
including the user’s utterance and robot response. The mod-
els are trained to generate the belief state (see task 1 of
figure 8) as the first step. Different from the belief state,
the system action (see task 2 of figure 8) is not gener-
ated by the model but the query results of database (if the
database-related slots are identified from the users’ utterance)
and task (if the task-related slots are identified). The model
takes the dialogue context, belief state, and system action as
input, and outputs the task-related and small talk responses
sequentially as task 3 and task 4 (see task 3 and task 4
of figure 8).

B. EVALUATION
Four automatic metrics, joint goal accuracy (JGA) [57], slot
accuracy (SA) [58], BLEU [59] and perplexity [60], are
chosen for the evaluation.

• Joint goal accuracy. The output of the dialogue state
tracker is compared to the ground truth label at the end
of each discourse. The proportion of dialogue turns in
which the value of each slot is correctly predicted is
known as the joint goal accuracy.

• Slot accuracy. It compares each (domain, slot, value)
triplet with the corresponding ground-truth label. Com-
pared with the joint goal accuracy, its evaluation granu-
larity is more refined.

TABLE 3. Performance comparison of three different model architectures
on 30% of IRWoZ dataset.

TABLE 4. Performance comparison of three different model architectures
on 50% of IRWoZ dataset.

TABLE 5. Performance comparison of three different model architectures
on 70% of IRWoZ dataset.

TABLE 6. Performance comparison of three different model architectures
on 100% of IRWoZ dataset.

• BLEU. It evaluates how natural and fluency the replies
are in comparison to those provided by human. There
are also many variants of BLEU. According to n-gram
(i.e., the number of consecutive words being n.),12 it
can be divided into various evaluation indicators. Com-
mon indicators are BLEU-1, BLEU-2, BLEU-3, and
BLEU-4.

• Perplexity. It is algebraically equal to the inverse of the
geometric mean per-word likelihood and monotonically
decreases in the likelihood of the test data. As a con-
sequence of this, a model that has shown better general-
ization performance would often have a lower perplexity
score.

12https://en.wikipedia.org/wiki/N-gram
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FIGURE 9. Dialogue examples of delivery and assembly.

Those metrics are frequently employed to assess the perfor-
mance of dialogue modules on specific datasets. The first two
metrics are designed to assess the accuracy with which the
dialogue belief states are captured (see task 1 of figure 8),
as well as the fluency and naturalness of the generated
response (see task 3 and 4 of figure 8) and exponentiation of
the cross-entropy between the word and language model pre-
dictions, are assessed by BLEU and perplexity, respectively.

We trained the three versions of GPT neural architectures,
gpt2, gpt2-medium, and gpt2-large. We conduct experiments
to fine-tuneGPTmodels by varying the percentage of training
samples, ranging from 30% to 100%, on IRWoZ dataset (see
Table 6). The objective is to evaluate whether the size of
IRWoZ dataset will have a significant impact on the perfor-
mance of the GPT models.

C. RESULTS AND DISCUSSION
As we can see from the results presented in Table 3 and
Table 4, the gpt2 model outperforms the gpt2-medium
and gpt2-large models on perplexity when trained on 30%
and 50% of IRWoZ dataset, respectively. However, the
gpt2 model reaches the lowest BLEU scores compared
to the other two models. The gpt2-large model has the
best overall BLEU scores, while the gpt2-medium model
has the highest joint goal accuracy and slot accuracy
scores.

When we looked at the results of the Table 5 and Table 6,
we discovered that when trained on the full IRWoZ dataset,
all models get the same perplexity score. Besides, it is note-
worthy that the gpt2-large model does not have a significant
impact on perplexity when trained on the full IRWoZ dataset.
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FIGURE 10. Dialogue examples of relocation and position.

However, it outperformed the other two models on BLEU
scores, joint goal accuracy, and slot accuracy for 70% and
full IRWoZ dataset, respectively.

From the above results, we noticed a consistent drop in
perplexity and a rise in BLEU for all models as a result of
increasing the size of the training dataset, especially for gpt2-
large. It shows that a larger language model has a greater
capacity to learn from a limited dataset and has a more robust
generalization capability with fewer data samples. Further-
more, the overall joint goal accuracy and slot accuracy are in
a relative high level among all the results, it shows that the
two-trail annotation and validation processes contributing to
the collection of cleaner data that allows for the better model
performance. This encourages further works with focus on
dataset’s expansion, filter inappropriate responses and correct
mislabeled dialogues.

VII. CONCLUSION
The lack of dialogue corpus for training dialogue systems
is one of the issues associated with developing dialogue
systems in HRI for industrial robots. To cope with this
issue, we investigate the capabilities of industrial robots
and identify four appropriate scenarios where the dialogue
systems can help achieving an easier and more flexi-
ble interaction with industrial robots. A human-to-human
approach is leveraged with the assistance of the devel-
oped IRWoZ web application to facilitate the dialogue cor-
pus collection, and annotation processes. Two-phase trail
is conducted with aim of obtaining clean and less noisy
dialogues. Additionally, we introduce human conversation
strategies and small talk principles to response generation
process to obtain a more natural and humanized the dialogue
corpus.
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FIGURE 11. Dialogue examples marked with special tokens.

We run three experiments with the SOTA GPT language
models on the IRWoZ dataset. The evaluation results indicate
that the models can reach high accuracy on our dataset,

at the same time being efficient in terms of fluency and nat-
ural response generation. Our work marks an important step
towards supporting the speech-enabled dialogue systems for
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FIGURE 12. Task assembly: distribution of sentence length.

FIGURE 13. Task delivery: distribution of sentence length.

manufacturing, particularly with regard to HRI in industrial
robots. We provide the proposed dataset as open-source to
the public, to serve as a new benchmark for better model
and performance comparisons in design and development of
industrial robot dialogue systems as well as other dialogue
downstream tasks.

Though the IRWoZ is the first dialogue corpus proposed
for industrial purposes, the size of the dialogues is limited,
as well as the domains. Therefore, our future work would
aim to expand and improve the current dataset by collect-
ing more high-quality data, and to explore new areas. First,
We are going to expand the current dataset by organizing

a large-scale WoZ simulation for data collection and exam-
ining additional areas such as navigation and inspection.
Second, we would need to analyze the collected data to
identify patterns and trends, and to evaluate the effectiveness
of the WoZ approach for data collection in the context of
navigation and inspection. Third, we could then refine and
improve theWoZ approach for data collection in this context,
by developing new techniques or modifying existing ones.
This could involve developing new task scenarios, improv-
ing the dialogue system, or refining the interaction protocol
between the human Wizard and the participants. This would
have important implications for the development of dialogue
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FIGURE 14. Task position: distribution of sentence length.

FIGURE 15. Task relocation: distribution of sentence length.

systems in these domains, and could lead to more effective
and efficient systems that are better able to meet user needs
and preferences.

APPENDIX A
RAW DIALOGUE SAMPLES
Figure 9 and Figure 10 show the raw dialogue examples of
each domain, respectively.

APPENDIX B
ANNOTATED DIALOGUE SAMPLES
Figure 11 shows the marked dialogue examples of
appendix A with special tokens.

APPENDIX C
DISTRIBUTION OF SENTENCE LENGTH
See Figures 12–15.
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