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ABSTRACT A considerable portion of the world frequently experiences flooding during the monsoon
season. As a result of this catastrophic event, hundreds of individuals have become homeless. In addition,
rescuers are not usually effective enough to rescue the majority of victims. This is due to inadequate
rescue operations infrastructure, a severe flaw in today’s technologically advanced society. This manuscript
proposes a microservice-dependent secure rescue framework that uses geographic information system
mapping with a K-Means clustering algorithm to identify flood-prone regions. Numerous microservices,
such as fleet management, cloud computing, and data security, integrate and execute the framework in
pre- and post-flood situations. Labeling data from the proposed framework generates a support vector
machine-based classifier for predicting flood risk. Furthermore, a hybrid A* algorithm is developed to find an
optimal route for the rescue operation. Based on the K-means clustering results, which reduced the variance
by 89.2 percent overall, dividing the data into six clusters was the best option for this study. The smoothness
of the suggested hybrid algorithm is also used to verify its superiority.

INDEX TERMS Data-intelligent, micro-services, geographic information system, risk map, K-means
clustering, PCA, support vector machine.

I. INTRODUCTION
Natural disasters that occur around the globe are adverse
events which are caused by natural factors in our environ-
ment that can have a massive impact on human lives [1],
economic losses, and the overall welfare of any given society.
Some examples of natural disasters are hurricanes, landslides,
tsunamis, earthquakes, floods, and tornadoes. From these
various events, floods are one of the most common forms of
natural disaster that is inflicted on many parts of the world.
This regularly occurs due to heavy rainfall, causing rivers
to get overwhelmed with water, resulting in the river banks
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breaking out, and water starts to flood the dry lands (flood-
plains) closest to the river [2].

Although located in a stable tropical region, several coun-
tries face floods as the most persistent natural disaster. This
tends to recur annually due to the prolonged heavy monsoon
rains that come about as a cycle during the end of the year.
Apart from monsoon floods, flash floods are another type
that tends to take place in areas that are undergoing heavy
and rapid development. Flash floods are normally made up
of high-velocity water that rises very quickly with a lot of
additional debris. In contrast with monsoon floods which can
take up to multiple weeks for the water flow to return back
to normal, flash floods may only take less than a day to
recover [3].
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Monsoons and heavy rainfall, the hefty siltation of rivers
are the major affecting factor of occurring floods. To add to
that, deforestation, change in climate, and rapid urbanization
contributes significantly as well [4]. Such natural disasters
can destroy numerous resources [5]. A recent study shows
annual flood damage costs could go up to USD100 million,
affecting lives, properties, agriculture, and major road sys-
tems [6]. Mostly the coastal area receives the wave of loss
most. To compensate for the loss of lives and properties, many
organizations take steps to provide aid to the victims. More-
over, the rescue teams are now well-equipped to face extreme
challenges while rescuing folks. However, there is a limited
structured framework [7], [8], [9] for the rescue operations to
take initiatives and prevent the loss rather than cure. Due to
the unpredictability of flood regions, time and efficient rescue
management, and the dearth of micro-services, it is very hard
to minimize the loss and rescue victims quickly.

Recently, micro-services are gaining popularity in different
domains such as Education [10] industry. Each micro-service
serves sub-portions of a use case which makes the use case
easier to solve. Thus, utilizing on-demand micro-services in
rescue scenarios improves the efficiency, reliability, and sta-
bility of the rescue architecture. These micro-services include
fleet management to data and cloud security.

In this paper, we consider one of the major states of
Malaysia named Terengganu’s annual flood situation as an
instance for the case study. Terengganu is affected by floods
every year because of its geographic location. From early
November to March, every year, Terengganu experiences the
northeast monsoon season, which is exposed to heavy rainfall
[11]. Due to this phenomenon, Terengganu often faces floods
somewhere in that period.

Sustainable cities and communities are one of the United
Nations’ Sustainable Development Goals - Agenda 2030.
And of the component of the goal is Disaster Risk Man-
agement. It is an intrinsic aspect of social and economic
growth and is essential for the future sustainability of
development. This study aspires to improve the efficiency
of flood rescue operations and contributes to the con-
ceptualization of sustainable smart cities. In light of the
limitations of existing frameworks, this research explores
and ranks the most flood-prone locations in Terengganu
using supervised and unsupervised machine learning meth-
ods such as K-means and Support Vector Machines. Our
methodology generates heat maps via predictive modeling in
order to identify risky areas. Hence, a hybrid shortest path
method is presented to quickly rescue persons in the after-
math of a flood. Our contributions specifically include the
following.
• Develop a generic micro-service dependent, and
data-intelligent secured rescue two steps (pre-flood and
post-flood) framework, especially for floods.

• Identifying most vulnerable areas utilizing K-means
algorithm. Several features have been taken into account
such as average annual rainfall, population, altitude, etc.
in order to create clusters.

• After that, generated clusters are visualized, and are
classified as the low, medium, and high calculating risk
through a weighted system. A Heat-map and a Risk-
map are produced from the classified clustering result
as an output through QGIS.

• Furthermore, a support vector machine-based predictive
model is developed by feeding classified data.

• Finally, a hybrid shortest path algorithm is constructed
exploiting relative coordinate conversion, euclidean
distance, and traveling salesman problem.

The whole ecosystem is regulated through stakeholders
and to execute the framework properly variousmicro-services
such as fleetmanagement, medical services, etc. are provided.
The main purpose of the flood risk map & shortest path
algorithm is to aid flood-rescue organizations to identify vul-
nerable areas to set up rescue team bases during the monsoon
season to ensure that the teams are as close as possible to the
regions that are affected by flood and can reach out to the
victims more conveniently.

The rest of the paper is arranged as follows. Section 2 pro-
vides relevant knowledge of components used in previous
frameworks. Sections 3 and 4 discuss in detail our pro-
posed framework along with the methodology of generating
heat-map and algorithm construction. Section 5 assesses the
overall performance of our proposed system and recapitulates
explicit results as well. Section 6 summarizes this research
work with key findings.

II. RELATED WORK
There are various researchworks have been done to encounter
against floods. Themajority of theseworks adhered to discuss
challenges and opportunities regarding risk management.
As [12] outlines risk management strategies, [13] illustrates
the potential of big data in flood risk management, and [14]
presents the causes and effects of the flood, a small number
of studies have been undertaken on GIS mapping and smart
rescue procedures. Here we review the existing literature on
both GIS mapping and smart rescue.

A. GIS MAPPING
Geographic Information System (GIS) acquires, analyzes,
and interprets geographical or spatial data. GIS collects geo-
graphic location data, such as latitude, longitude, elevation,
and land-use data, and arranges it into layers that can be
visualized and evaluated. These layers can be combined and
superimposed to generate maps providing specific regions
or location details. It assists stakeholders in comprehending
the relationships between geographical elements, recognizing
trends, and making informed choices.

In regards to flood riskmapping, Tehrany et al. [15] focuses
on Geographic Information System (GIS) mapping for iden-
tifying areas that are prone to flood occurrences in different
parts of Malaysia. This manuscript targets a specific part of
the Terengganu State known as Kuala Terengganu city. The
main techniques involved an ensemble weights-of-evidence
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(BayesianModel) and Support VectorMachine (SVM)which
were applied to 10 flood conditioning factors.

Mojaddadi et al. [16] implements SVM and a frequency
ratio (FR) approach for weighing each flood conditioning
factor to be inputted into the SVM model to produce a flood
risk map for the Damansara river catchment area.

Ouma et al. [17] constructed a public-based flood map
for estimating flood risks. The model was integrated with an
Analytical Hierarchy Process (AHP) and Geographic Infor-
mation System (GIS) analysis technique. The flood risk vul-
nerability mapping followed amulti-parametric approach and
integrates some of the flood-causing factors.

Kia et al. [18] developed a flood model from various flood
causative factors usingANN techniques andGIS to determine
flood-prone areas. The ANN was used to directly produce
water levels and then the flood map was constructed in GIS.

Tehrany et al. [19] have targeted the state of Kelantan
for developing spatial prediction of flood-susceptible areas
using Rule-Based Decision Trees with a novel ensemble
bivariate and multivariate statistical approach in GIS. The
main purpose of the research was to compare the prediction
performance of the Rule-Based Decision Tree against the
combination of a Frequency Ratio (FR) and Logistic Regres-
sion (LR) model.

Jalayer et al. [20] identifies urban flood risk hotspots. The
study includes three GIS-based frameworks for identifying
the flood risk hotspots for residential buildings and urban cor-
ridors. The Maximum Likelihood (MLE) method was used
for estimating the threshold used for identifying the flood risk
areas.

B. SHORTEST-PATH ALGORITHM
Shortest path algorithms determine the shortest route between
two locations. Given a destination, the shortest path algorithm
determines the shortest and most efficient route based on
several input factors. These algorithms are utilized for nav-
igational efficiency, enhanced path planning, optimization,
etc. In addition to its advantages, it has disadvantages such
as computational complexity, lack of adaptability, etc. Thus,
these algorithms are selected based on the nature of the
problem.

As for the construction of a shortest-path algorithm,
Takeda et al. [21] focuses on a path generation algorithm
for search and rescue robots based on insect behavior (Lady-
birds). This implementation focuses on reducing the range
of a search area once a target is identified and returns to
a larger range once another target is identified. The path
generation algorithm is optimizedwith the help of theGenetic
Algorithm.

Becker et al. [22] introduces a new multi-agent algorithm
for the purpose of search and rescue scenarios involving
unknown terrain. This method combines the concept of the
flooding algorithm (for exploration) and path-optimizing fea-
tures from the ant algorithm. For most of the scenarios,
their proposed multi-agent flood algorithm performed a little
slower compared to the Brick and Mortar algorithm.

Arif et al. [23] conducted a comparative study of differ-
ent path-planning algorithms for a water-based rescue sys-
tem. A total of four algorithms were tested, namely, the
Graph Search algorithm, the Breadth-First algorithm, Dijk-
stra’s algorithm, and the A-Star (A*) algorithm. From the
results, it can be seen that each algorithm performs better
in different situations. For maps with the same cost cells,
with one starting-one goal cell and multi-goal cells, using the
Breadth-first algorithmwas the best if the computational time
is the main priority, but if the size of memory was the priority,
then A* would be a better alternative. For maps with different
cost cells and with one starting-one goal cell A* was the best
in terms of computational time and size of memory.

Each of the mentioned researches conducted for
shortest-path algorithms has proven to be beneficial for the
specified unique scenario which shows that different prob-
lems require different approaches for acquiring the shortest
path.

C. MICRO-SERVICES
Chen et al. [24] proposed a microservice-based architecture
considering dynamic edge clouds to solve the optimization
problem of a microservice-based framework. Coulson et al.
[25] fostered a model in view of a microservice for web
applications via an auto-scaling process and assessed it for
prediction regulating AI. Halabi and Bellaiche [26] proposed
a broker-based architecture to deal with service-level agree-
ments of cloud security utilizing CIA principles (confiden-
tiality, integrity, availability) against threats in the cloud.

Unlike the aforementioned works, in this manuscript,
we apply an unsupervised learning method as the historical
data does not contain any target label. Given that matter,
K-means clustering, and aweight system is applied to identify
the initial flood risk. We then consider the traveling salesman
problem as the base case as it considers all possible paths to
every single node and returns to the starting point.

III. DATA-INTELLIGENT SMART RESCUE FRAMEWORK
This section demonstrates an overview of the proposed smart
data-driven framework (as depicted in Figure 1), which
demonstrates the pre-flood and the post-flood procedures
to minimize the loss. The pre-flood steps, vastly empha-
size machine learning and quantitative analysis to focus on
cure than mitigate the loss, whereas the post-flood steps
deal with computational geometry and networking con-
cepts to curtail the rescue time and overcome the limita-
tions of the existing rescue procedures. The details are as
follows:

A. PRE-FLOOD STEPS
Geospatial data are initially collected and stored in a database.
While unlabeled geographic data is a common occurrence,
this framework follows suit and works with unlabeled data.
Thus, unsupervised machine learning plays a vital role in this
scheme. Data is visualized to gain insights, and data-cleaning
processes are applied to create more improvements. After
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FIGURE 1. Proposed smart rescue framework.

the data is in an adequate state for analysis, less significant
characteristics are eliminated which we call feature selection.
Although the important features are picked, showing data
points with a large number of attributes, which frequently
refer to a higher dimension, makes themodel complex and the
behavior of the data trend difficult to comprehend. In order to
minimize the dimension of data, principal component analy-
sis (PCA) is offered.

Principal component analysis (PCA) is a well-known unsu-
pervised machine learning technique that reduces the dimen-
sionality of a dataset. PCA seeks to identify a new set of
variables, known as principal components, that can account
for the most significant amount of variance in the original
dataset. PCA operates by identifying the direction of the data
with the highest variance, then the direction orthogonal to the
first direction with the highest variance, and so on until all
principle components are discovered. Ordered by the amount
of variance, each principal component is a linear combina-
tion of the original variables. By reducing the number of
variables in a dataset, PCA can assist us in compressing
the data while maintaining the vast majority of the pertinent
information.

After finishing the feature selection part K-means, an unsu-
pervised learning method is presented to build clusters and
categorize them as high, medium, or low using a weighted 1
and 2) approach.

k∑
i=1

ri = r1 + r2 + . . . . . . ..+ rk (1)

ri refers to the final risk score, summed up the risk
values(r1, r2,.. rk ) together of all features.

α =
max{f (ri) : ri ∈ z ∧ 0 < ri ≤ n}

d
(2)

Here, α refers to the equal split for risk labeling, f (r) is the
final risk score of each cluster and d belongs to the number
of classification labels.

Firstly, each attribute in each cluster is averaged to get its
mean values. Next, for each attribute, the mean values of
all clusters are compared with each other and given a score
from 1 to the number of clusters. Here, 1 refers to the lowest
risk, and the number of clusters refers to the highest risk.
Once all attributes are compared, the risk values are summed
up together to provide a final score for each cluster. Finally,
the maximum value a cluster can acquire is divided by the
number of classification labels (high, medium, and low) to
split into equal portions where the size of each portion is α.
The portions are multiplied with a coefficient corresponding
to the increasing order. For instance, the value of the first
portion should be α, the second portion should be 2α, etc.
The higher value means more risk associated with it.

With this labeled data, risk maps are produced using QGIS
(as depicted in Figure 10) to track down the most vulner-
able territories and set up rescue bases. An add-on feature
of this pre-flood step is to make a supervised predictive
model from unlabelled data. From the weighted risk maps we
labeled the dataset and the newly generated labeled dataset is
fed into a supervised machine learning model to anticipate
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areas that are future flood inclined. We use support vector
machine (SVM) [27] algorithm to develop the predictive
model. According to the No Free Lunch theorem, there is
no incentive to choose one machine learning algorithm over
another until assumptions are made about the dataset [28].
This is related to inductive bias. Moreover, the support vector
machine algorithm is effective in high-dimensional spaces
and robust to outliers.

B. POST-FLOOD STEPS
Although several precautions are taken to reduce the risk
of flooding, they do not adequately mitigate the collateral
damage. As a result, we propose a series of collaborative tasks
to be carried out after a flood has occurred in order to ensure
the stability of our proposed framework in the face of any
potential danger.

1) RESCUE BASE
One of the vital components of the post-flood step is the
rescue base. A couple of sub-tasks are executed inside the
control rescue base during the rescue operation. The work-
flow of the rescue base is detailed underneath.
• Collect Location: This section is responsible for gather-
ingGeo-locations of victims through the communication
layer.

• Co-ordinate Conversion: Geo-location (latitude and
longitude) values are retrieved corresponding to the res-
cue base. However, rescue vehicles must need the loca-
tions of victims with respect to their location. In order
to provide that, this phase transforms the original coor-
dinate values to new values considering the assigned
rescue vehicle as a center.

• Construct SP Algorithm: After transforming the val-
ues, the shortest path will be generated through hybrid
A* (detail in Section IV-F). The blueprint of that hybrid
shortest path will be dispatched to the communication
layer.

2) COMMUNICATION LAYER
This layer works as a bridge to connect the rescue base with a
rescue team. Telecommunication towers act as base stations
to transmit data from the drone navigation centers to the
rescue base. It is vital to have a reliable edge communication
platform as noisy data may lead the rescue team in the wrong
direction. Furthermore, considering the coverage area, to pos-
sess a feasible data transmission rate Wifi, Xbee technology
might be considered. Although this architecture is fairly sim-
ple, to implement a more secure and stable communication
layer other network architectures such as [29] might be useful
to look at.

3) RESCUE TEAM
Surveillance drones search for victims utilizing the grid
search manner. These drones are operated from the drone
navigation center. If a drone detects any victim, the drone
navigation center immediately captures the Geo-location of

the victim. Once a single area is finished searching, those
drones are assigned to search other territories that have not
been visited yet. Meanwhile, the current data is sent to the
rescue base for further processing through the communica-
tion layer. Afterward, the processed information is distributed
to rescue vehicles to successfully execute the rescue operation
within a curtailed period.

C. STAKEHOLDER
All the pre and post-flood steps are maintained by the parent
entity otherwise known as stakeholders. In such scenarios,
stakeholders are liable for offering various micro-services.
Micro-services are as important as other components of the
framework to operate the ecosystem smoothly. A few micro-
services for rescue operations are discussed briefly in the
accompanying subsections:

1) PRE-DISASTER MICRO-SERVICE
• Software Development Kit: During the clustering and
prediction steps, one of the significant steps is to
integrate all the outcomes appropriately and afterward
interpret them to make a move accordingly. Estab-
lish a software development kit aids to perform these
smoothly.

2) POST-DISASTER MICRO-SERVICES
• Fleet Management: Efficient rescue needs proper fleet
management. It is admired that fleets must be propor-
tionally distributed to all spots. This intends that there
ought to be more vehicles where there are more casual-
ties. In this way, rescue fleets can search areas optimally
and rescue teams can accommodate all the victims in one
go. Inefficient search and distribution of fleets would
cost a great deal of time, capital, and in particular lives.

• Cloud and Data Security: Geographical information
contains sensitive information and often has a threat of
misusing. Thus, data would be encrypted while trans-
mitting to avoid data breaching. Moreover, as personal
information is needed to execute the proposed frame-
work, micro-services such as cloud security are imposed
in every data storage platform.

• Medical Services: Another important micro-service is to
provide instant medical services to the victims in case
of emergency. These services are available during the
rescue operation inside the rescue fleets.

IV. METHODOLOGY
From section III we receive a clear synopsis of our proposed
framework. However, in this manuscript, we split the work-
flow into several phases (as depicted in Figure 2]) which are
demonstrated in the following subsections.

A. PROBLEM DEFINITION
As mentioned earlier in section II, conventional approaches
focus on using the risk map for pre-flood preparations, of how
to stop the floods from occurring by initially identifying the
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FIGURE 2. Methodology overview.

high-risk areas. Moreover, rescuing victims can take up to
several weeks due to the absence of proper infrastructure for
rescue methods. On the contrary, a risk map and shortest path
algorithm both serve for pre-flood and post-flood prepara-
tions. Generating a risk map can identify the vulnerable areas
and set the base stations and rescue teams in suitable positions
before the hazard. Thus, they can rescue victims as soon as
possible with the help of the shortest path. Post-flood risk
management [30] is out of the scope of this manuscript.

B. EXPERIMENTAL SETUP
This research is mainly focused on the state of Terengganu
in Malaysia. Terengganu is located on the east coast of
Peninsular Malaysia and is the neighboring state to Kelantan
and Pahang. It is situated between latitudes 05◦51′06′′N to
03◦55′37′′N and longitudes 102◦21′11′′E to 103◦31′28′′E .
Terengganu covers approximately 12,995 square kilometers
and is comprised of eight districts and 33 towns. The place
is normally hot and humid throughout most of the year,
averaging at 28◦C to 30◦C during the daytime and a little
cooler during the night. Its average annual rainfall is between
2575 and 2645 mm with heavy rain occurring mostly from
December to January.

To generate results from our simulations, our data col-
lection procedure involves two different stages. Firstly, the
collection of spatial data on Terengganu is retrieved from
a dataset that is recorded for the latest general election in
Malaysia. This dataset needs to be cleaned and prepared
before the next step. Next, the four main features are indi-
vidually collected using Google Maps API, Malaysian state
records, and weather forecast sources. The combined dataset
is pre-processed before moving into the next stage.

C. APPLY UNSUPERVISED LEARNING
To begin with, Principal Component Analysis (PCA) [31] is
applied for dimensionality reduction and scaling. From that,
the first two principal components (composite combination
of all attributes) are used for the K-Means model.

D. RISK MAPPING
In order to produce a risk and heat map, equations 1 and 2
are used to label the data point. Detail of this procedure are
discussed in section V-D

E. SUPERVISED PREDICTIVE MODELLING
Since the target label (risk feature) has been acquired,
an SVM classifier with a linear kernel and 10-fold cross-
validation is implemented for predicting the risk feature
which could be used for future scenarios instead of going
through the complicated method of K-Means clustering and
risk weights. This can be seen as turning unsupervised learn-
ing into supervised learning.

F. PROPOSED HYBRID SHORTEST PATH ALGORITHM
Our proposed algorithm has two major components. The
first component is the relative coordinate conversion, which
changes the coordinates of each victim(s) relative to the
rescue base coordinates (origin). The search algorithm for
the quickest path to the victims is the other component. Each
component is detailed separately.

1) RELATIVE COORDINATE CONVERSION
To identify the location of victims corresponding to the rescue
vehicle, we convert the coordinate values using the change of
basis method.

Let the original coordinate (control center) is C basis and
another coordinate (rescue vehicle)R basis.WhereC = {c⃗1+
c⃗2 + . . . .+ c⃗n} and R = {r⃗1 + r⃗2 + . . . .+ r⃗n}. We indicate
the victim’s location as v⃗. Thus, with respect to C basis,
we formulate a linear combination of all the c⃗ vectors.

β1c⃗1 + β2c⃗2 + . . . .+ βnc⃗n = v⃗ (3)

Here, coefficients β values are the instruction of howmuch
to stretch each of the different basis vectors. Similarly, for the
R basis we write,

γ1r⃗1 + γ2r⃗2 + . . . .+ γnr⃗n = v⃗ (4)

From equation 3 and 4 we get,

β1c⃗1 + β2c⃗2 + . . . .+ βnc⃗n = γ1r⃗1 + γ2r⃗2 + . . . .+ γnr⃗n

As linear combination is some sort of matrix multiplica-
tion, we can form this equation into a matrix multiplication
format.

→
(
c⃗1 . . . c⃗n

) 
β1
.

.

βn

 = (
r⃗1 . . . r⃗n

) 
γ1
.

.

γn


The c⃗ and r⃗ vectors are the coordinate valueswith respect to

C and R basis. Substituting the coefficient values and vectors
we get,

→ PC (v⃗)C = PR(v⃗)R

→ v⃗R = P−1R PC (v⃗)C (5)

From equation 5, we get the co-ordinate value (v⃗R) of the
victim’s location with respect to the rescue vehicle’s basis R.
Here, P−1R is the inverse of coefficient matrix, PC is the
standard basis and v⃗C is the victim’s location written on C
basis.
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2) SHORTEST PATH DECIDER
To find the optimal path, we use the A* search algo-
rithm. However, there are several limitations to implementing
the A* search algorithm in real-world applications. As a
result, we alter the algorithm and create a variant of the
A* - Hybrid A* search method. To comprehend the dynam-
ics and properties of these algorithms, both A* and Hybrid
A* search methods are introduced. In addition, a synopsis of
the workflow is provided.

a: A* SEARCH ALGORITHM
To understand the workflow of A* in grid maps, there are
a few jargons must be addressed which are described in the
following:
• Node:Nodes are basically states or cells in the grid map.
All potential positions of an environment. Each node has
a unique identification.

• Search Space: A collection of nodes or areas inside the
grid map where a robot can be placed and moved.

• Cost: Often refers to the distance (e.g. euclidean, diag-
onal) value from one node to another.

• g(n): Represents the exact cost of the path from the
starting node to any node.

• h(n): Represents the heuristic estimated cost from any
node to the goal node.

• f(n): Summation of exact cost and heuristic estimated
cost.

f (n) = g(n)+ h(n)

Considering the grid map (as depicted in Figure 5),
we see that in the traditional A* algorithm, the representation
anchors always stay in the center and two anchors connect
with each other through a straight line. Thus movements can
be done in eight directions, up, down, left and right, and
diagonally. Each time movement occurs or enters a node,
it calculates the cost, f(n)(n being the neighboring node),
to travel to all of the neighboring nodes, and then enters
the node with the lowest value of f(n). Although a graph
representing the euclidean distance is used to measure the
cost, in the case of grid maps, the Manhattan distance is
used to calculate heuristics. The euclidean square runs into
the scale problem for grid maps. The scale of g and h needs
to match because they are together to form f. When A*
computes f(n) = g(n) + h(n), the square of distance will be
much higher than the cost g and the algorithm will end up
with an overestimating heuristic. For longer distances, this
will approach the extreme of g(n) not contributing to f(n), and
A* will degrade into Greedy Best-First-Search. On the other
hand, using euclidean with a square root gives the optimal
path but takes a much longer time to execute A*.

b: PROPOSED HYBRID A* SEARCH ALGORITHM
Consider the grid map (as depicted in Figure 4), where the
starting node position is (0,0) and the goal position is (4,4).
There are 3 red blocks which are considered obstacles and
no movements are allowed there. The vehicle can move in

FIGURE 3. Path generation.

FIGURE 4. Grid map.

eight directions, up, down, left and right, and diagonally. Each
time robot changes state or enters a node, it calculates the
cost, f(n)(n being the neighboring node), to travel to all of the
neighboring nodes, and then enters the node with the lowest
value of f(n).

FIGURE 5. Shortest Path using Diagonal Heuristic.

As our map allows diagonal movement the heuristic of our
algorithm is different and more efficient than the traditional
A* algorithm in grid maps. Instead of moving first east and
then north like Manhattan, we could simply move northeast
directly. so the heuristic should be 4*D2, where D2 is the
cost of moving diagonally. Here (as shown in Algorithm 1),
we initialize the D1 and D2 as 1 where D1 is the cost of mov-
ing from one space to an adjacent space non-diagonally and
D2 is the cost of moving diagonally. Then, we compute the
number of steps taken if the algorithm can’t take a diagonal
(line 3,4), then subtract the steps it saves (D2-2*D1) by using
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the diagonal (line 5). There are min(dx, dy) diagonal steps,
and each one costs D2 but saves 2*D1 non-diagonal steps.
Hence, this heuristic is more effective than the conventional
one.

Algorithm 1 Heuristic Function
Input: Node
Output: Heuristic Cost

Initialisation: Chebyshev Distance
1: D1← 1
2: D2← 1

Horizontal and Vertical Distance, Manhattan
3: dx ← abs(node.x - goal.x)
4: dy← abs(node.y - goal.y)

Heuristic Cost
5: H ← D ∗ (dx + dy)+ (D2− 2 ∗ D1) ∗ min(dx, dy)
6: return H

Now considering vehicle dynamics, the path generated
from the A* search algorithm is impossible to follow for non-
holonomic vehicles. There is a minimum level of curvature
that non-holonomic car tracks, and thus, such sharp turns
would be inconvenient for vehicles. Unlike the A* search
algorithm, the hybrid A* search algorithm takes into account
continuous points in the grid map (as depicted in Figure 5).
In hybrid A* we consider the bicycle kinematic model (see
Equation 1). As a result, the representation anchors move
in such a way that non-holonomic vehicles can follow a
continuous and smooth path.

xn = xo + v cos(θ )

yn = yo + v sin(θ )

θn = wrap_angle(θ + v tan(γ ))

For our case, we consider the water vessel as a non-
holonomic vehicle, and thus, we modify the kinematic model
according to our vehicle’s possible movement. Our vehicle
can turn to any angle first and then follow a straight path.
Hence, we update the value of θ first and provide the θn to
the robot to move in a direction (see Equation 2).

θn = wrap_angle(θ + v tan(γ ))

xn = xo + v cos(θn)

yn = yo + v sin(θn)

We define ten possible directional movements for the vehi-
cle. Seven directional movements to move forward and three
in the backward direction (as depicted in Figure 6). The
forward directions are 0◦, 15◦, 20◦, 25◦,−15◦,−20◦,−25◦

and the backward directions are 0◦, 20◦,−20◦. For all the
forward directions we are providing velocity v = 1.5 and for
backward directions the velocity v = −2.
We also put additional costs for each possible movement,

such as [0.2, 0.1, 0.2, 0.05, 0, 0.05]. The reason for adding
such cost is to encourage the vehicle to move forward rather
than backward. If we examine the additional cost array,

FIGURE 6. Vehicle’s direction.

we can see the vehicle would be penalized more when it tries
to move backward and the cost will be greater. So, the total
cost for our hybrid A* search algorithm is:

f (n) = g(n)+ h(n)+ AdditionalCost

Here the heuristic is 3D Euclidean Distance:

h =
√
(x1 − x2)2 + (y1 − y2)2 + (θ1 − θ2)2

The rest of the finding path procedure is exactly the same
as the A* search algorithm for grid maps.

V. VALIDATION, RESULT AND DISCUSSION
In the subsequent sections, we validate the proposed frame-
work corresponds to different parameters. We find the
optimal K value for the K-means algorithm verified by
established methods. Furthermore, risk mapping and the per-
formance of predictive modeling are also evaluated and dis-
cussed. The results are narrated below.

A. EXPLORATORY DATA ANALYSIS
In the first stage, data is visualized using RStudio and QGIS
to identify patterns and trends in the data. From Figure 7a,
it can be understood that most of the populated towns were
situated in areas close to the South China Sea and the land
in that area had very low altitudes. In Figure 7b, it can be
identified that the towns with high populations are located at
low altitudes whichmeans themajority of the population lives
in the coastal area and is at risk of being affected during flood
cases.

B. PRINCIPAL COMPONENT ANALYSIS
Next, in order to perform unsupervised machine learning
algorithms data should be prepared in a way that reduces the
intricacy of a model. To reduce the complexity of the machine
learning model PCA is performed on the dataset.

Firstly, key features are selected using the Pearson corre-
lation technique. From figure 8a it is evident that except for
latitude and longitude remaining features are either positively
or negatively correlated. For instance, there is a strong pos-
itive correlation between altitude and distance from the sea,
while there is a negative correlation between population den-
sity and distance from the sea. Thus, those features namely
population, distance_from_sea, altitude, and heavy_rainfall
are selected for principal component analysis.

The drawback of PCA is that you risk losing informa-
tion variability from the features that are combined. Hence,
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FIGURE 7. Exploratory data analysis.

a graph is plotted (as depicted in Figure 8b) to check the
amount of explained variance that is captured by each com-
ponent. The goal is to reduce the dimension of the data and
keep as much variance from the original features. Figure 8b
portrays, over 70% of variance is covered by components
(dimension) 1 and 2. Thus, the initial two principal compo-
nents are selected to be fed into the K-means algorithm as a
trade-off between model intricacy and data originality.

The four main features, population, distance from the sea,
altitude, and average annual rainfall were used to create
clusters. To begin with, Principal Component Analysis (PCA)
was applied for dimensionality reduction and scaling. From
that, the first two principal components (composite combina-
tion of all attributes) were used for the K-Means model.

C. UNSUPERVISED ML MODEL: K-MEANS
In order to identify the optimal number of clusters ini-
tially, the gap-static method [32] is implemented. However,
Figure 11a, does not provide the exact optimal no. of clusters
distinctly. Hence, the experiment is further run by applying
the Elbow method (as depicted in Figure 11b) The Elbow
method involves plotting the lowest within the sum of squared
distance (WSS) values for different numbers of clusters and
identifying the point where the curve starts to flatten out.
Within sum of squared distance (WSS) measures the com-
pactness of the clusters. It measures the sum of squared dis-
tances between each data point in a cluster and that cluster’s
centroid (mean). We note that the curve starts flattening at the
sixth cluster. Thus six ideal clusters are picked up. We further
verified the result using the Silhouette method shown in
Figure 11c [33].
Subsequent to portraying the clusters in Figure 9, we find

that cluster number 2, and 5 include more than 7 towns
each. The greater part of the towns are placed under the
second cluster and the least towns are in the fourth cluster.

The remaining clusters range between 2 to 7 towns. These
6 clusters have achieved a total within the sum of squared
distance (WSS) of 10.04 and between the sum of squared
distance (BSS) of 83.35. The WSS should always be low as
it is the comparison of points within the same cluster, and
a smaller WSS means more similarity which should be the
goal for points inside a cluster. The BSS on other hand is for
looking at the difference between each cluster so a high value
is great as it indicates that each cluster is unique from the
others. The total variance achieved is 89.2% which indicates
that the model is effective. Furthermore, this is compared to
other models that did not include scaling or PCA, and this
model performed much better with the highest total variance.

D. WEIGHTED RISK MAP
In order to identify the main flood-prone region we develop
a weighted risk and heat map. According to the maps, rescue
teams can set up their bases there during the early monsoon
season. From Figure 10a, towns situated beside the south
china sea are heavily flood-prone as they have a higher
weighted value. As we move away from the coast, the risk
decreases. As illustrated by the heat map in Figure 10b, the
town of Hulu Terengganu is the most prone to flooding in all
these locations.

To classify these risk clusters (shown in Figure 10) accord-
ing to low, medium, and high risk, a weighing system (as
referred to equation 1 and 2) is applied. Firstly, each attribute
in each cluster s averaged to get its mean values. Next, for
each attribute, themean values of all six clusters are compared
with each other and given a score from 1 to 6, where 1 refers
to the lowest risk and 6 refers to the highest risk. Once
all attributes are compared, the risk values are summed up
together to provide a final score for each cluster. Given that
the maximum number of points a cluster can acquire is 24,
this value is split into three sections, low for a value close to 8,
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FIGURE 8. Principal component analysis.

FIGURE 9. Size of clusters.

FIGURE 10. Generated maps.

medium for a value close to 16, and high for a value close
to 20. The outcome results in each cluster being assigned a
low, medium, or high-risk classification. A flood risk map
and heat map are then created using QGIS as depicted in
Figure 10a and 10b.

E. SUPERVISED ML MODEL: SVM
For the SVM classifier, a linear kernel with a soft margin of
two is used. The model is iterated through the ten-fold cross-
validation method. From table 1, it is evident that the SVM
classifier has a high True Positive Rate for all the classes.

TABLE 1. Confusion matrix.

The accuracy of the prediction results is 90.17%. The
prediction of high and medium risk is significantly high,
while low risk appears satisfactory. The ‘High’ risk class had
a precision and recall of 0.90 and 1.00 respectively, while
the ‘Medium’ risk class achieved 0.82 for both precision and
recall. The ‘Low’ risk class had a precision of 1.00 and a
recall of 0.50. The F-1 score can also be seen through Table 2.
To sum it up, the SVM model worked well in predicting
accurately in most cases.

TABLE 2. Performance evaluation.

F. SHORTEST PATH FINDER: A* AND HYBRID A*
We assume the area map is a grid map where each grid repre-
sents a vehicle waypoint. The blue cells in Figure 12 represent
obstacles, while the white cells represent navigable spaces.
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FIGURE 11. Optimal k-means clusters selection.

FIGURE 12. Path generation comparison.

In Figures 12a and 12c, the optimal shortest path is deter-
mined by the A* search method. Nevertheless, the path is dis-
continuous, has sharp turns, and passes near obstacles. This
would impede themobility of rescue vehicles and increase the
likelihood of a collision. In contrast, our suggested Hybrid A*
search method yields a suboptimal, continuous, and smooth
path in Figures 12b and 12d. Although the route is not the
shortest in terms of distance, the uninterrupted route allows
the vehicle to operate without kinematic constraints. In this
circumstance, our hybrid algorithm performsmore efficiently
in terms of qualitative aspects.

G. COMPLEXITY AND COST ANALYSIS
In order to deploy the aforementioned framework, there are
a few perspectives that we need to consider such as (i) Data
Collection and Data Storage Cost; (ii) System Design Cost;
(iii) Network Infrastructural Cost iv) Computational Cost.
In terms of data collection and data storage, as geographi-
cal data are available to Government, additional costs will
not be executed. Next, for system design, we will rely on
such design solutions that are affordable to the government.
As this framework will exploit existing telecommunication
networks, we don’t need additional costing. Moreover, the
network utilization cost would be relinquished considering
the support from telecommunication companies to the Gov-
ernment for taking control of the natural hazard. Finally,
the fanciest costing would be the computational cost which

is assumed to take care of by the Government and Charity
Organisations. As a result, the implementation cost will not
be a significant matter and the complexity would be low as
well.

VI. FUTURE WORKS
This framework is comprised of numerous components and
can therefore be improved in a variety of ways. For instance,
real-time image recognition for unmanned aerial vehicles
could be implemented so that humans are not required to con-
duct drone surveillance manually. The number of microser-
vices could be increased by acquiring additional data to
enhance machine learning models. Lastly, the fairness path
prioritizes victims whose locations require heightened atten-
tion due to higher water levels, collapsing structures, or other
emergencies.

VII. CONCLUSION
Recent developments in big data and machine learning have
expanded the scope of smart city development. Utilizing
these ideas to mitigate the adverse effects of natural disasters
would enhance the quality of smart cities. Consequently,
the proposed method in this manuscript would be an excel-
lent addition to a smart city. This strategy could also be
applied to other natural disasters necessitating search-and-
rescue operations. This study also paves the way for future
work on optimization strategies to enhance the performance
of shortest-path algorithms in rescue operations.
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Micro-services that hold the ecosystem together and make
it secure to use are one of the primary components of this
research. A flood risk map is generated using machine learn-
ing and GIS to determine where rescue teams can estab-
lish bases. The machine learning models worked well with
K-Means achieving a total variance of 89.2% and SVM
achieving a prediction accuracy of 90.17%. Our hybrid A*
search algorithm identifies a suboptimal, smooth route to
rescue the victims.
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