
Received 9 February 2023, accepted 13 March 2023, date of publication 17 March 2023, date of current version 5 April 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3258549

A Diabetes Monitoring System and
Health-Medical Service Composition
Model in Cloud Environment
SANTOSH KUMAR SHARMA1, (Graduate Student Member, IEEE), ABU TAHA ZAMANI2,
AHMED ABDELSALAM 3, DEBENDRA MUDULI 1, AMERAH A. ALABRAH4,
NIKHAT PARVEEN5, AND SULTAN M. ALANAZI 2
1Department of Computer Science and Engineering, C.V. Raman Global University, Bhubaneswar, Odisha 752054, India
2Department of Computer Science, Northern Border University, Arar 73211, Saudi Arabia
3STC’s Artificial Intelligence Chair, Department of Information Systems, College of Computer and Information Sciences, King Saud University,
Riyadh 11451, Saudi Arabia
4Department of Information Systems, College of Computer and Information Sciences, King saud University, Riyadh 11543, Saudi Arabia
5Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, Guntur, Andhra Pradesh 522302, India

Corresponding author: Debendra Muduli (muduli.debendra@gmail.com)

This work was supported by the Deanship of Scientific Research at Northern Border University, Arar, Saudi Arabia,
under Grant NBU-FFR-2023-0002.

ABSTRACT Diabetes is a common chronic illness or absence of sugar in the blood. The early detection of
this disease decreases the serious risk factor. Nowadays, Machine Learning based cloud environment acts as
a vital role in disease detection. The people who belong to the rural areas are not getting the proper health
care treatments. So, this research work proposed an automated eHealth cloud system for detecting diabetes
in the earlier stage to decrease the mortality rate and provides health treatment facilities to rural peoples.
Extreme Learning Machine (ELM) is a type of Artificial Neural Network (ANN) that has a lot of potential
for solving classification challenges. This research work is consisting of several activities like feature
normalization, feature selection and classification. We have employed principal component analysis (PCA)
for feature selection and extreme learning machine (ELM) for classification. Finally, a cloud computing-
based environment with three numbers of virtual machines (vCPU-4, vCPU-8, and vCPU-16), is used for
the detection of diabetes. The efficacy of the proposed model has been evaluated with the PIMA dataset
in both standalone and cloud environments and achieved 90.57 % accuracy, 82.24 % sensitivity, 73.23 %
specificity, and 75.03 % F-1 score with the virtual machine vCPU-16. The experimental results define the
proposed model as superior to other state-of-art models with better classification accuracy and less number
of features.

INDEX TERMS Random forest, K-nearest neighbour, extreme learning machine, principal component anal-
ysis, attribute weighted artificial immune system, diabetes mellitus, neural network, extremely randomized
trees classifier.

I. INTRODUCTION
Diabetes (Insulin disorder) is a hormonal illness that affects
individuals and is potentially common in modern society.
It is a significant issue that can be connected to numerous
ailments anywhere in the world. Every year, there are mil-
lions more people, including children, who sustain injuries.
This illness diagnosis involves routinemanual inspection, and

The associate editor coordinating the review of this manuscript and

approving it for publication was Ziyan Wu .

automation is a relatively new development in the biomedical
industry. The traditional approach predicts diabetes using a
single algorithm. The use of a single system to solve complex
issues is insufficient and may not be adequate considering
the input data for this model. Multiple algorithms are utilized
to solve difficult issues. Both homogeneous models and het-
erogeneous models of these methods are possible. This study
uses a stacking ensemble model, a heterogeneous ensemble
technique, to identify if people have suffered from diabetes
or are non-diabetic. This stacking prediction method can be
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used to forecast outcomes and evaluate alternative models.
Foods for humans are extremely high in portions, calories,
fats, and minerals. A person may get diabetes for three main
reasons: genetics, environment, and an affluent lifestyle. The
most important factor is inherited since family research has
shown that children of parents who have type 2 [Muoio
and Newgard [1]] diabetes have a greater risk of starting to
develop the disease as a result of that person’s lifestyle even
when their ancestors did not have such diseases. The next
important factor is a lifestyle for diabetics who are confirmed
by research to have a poor diet and also do regular exercise.
The third cause is using complex weight loss techniques.
It causes heart problems or renal failure, which eventually
results in post-diabetes. Retinopathy, unexpected weight loss,
frequent urination, frequent hunger, and push are all signs of
acute diabetes. This kind of disease increases the chance of
diabetes mellitus nationwide. The importance of this chronic
illness in society has grown. It is further broken down into
Type I (insulin-dependent diabetes/juvenile onset), Type II
(non-insulin-dependent diabetes), Type III (secondary dia-
betes), and Type IV (adult-onset diabetes) (Gestational DM).
According to the International Diabetes Federation (IDF),
463 million people will have diabetes in the United States
in 2019, with that number expected to rise to 700 million
by 2045. Patients with prediabetes have lower medical costs,
a lower chance of death, and less access to quality health
care in their area. In 2014, diabetes was estimated to have
422 million. In 2040, the number will reach 642 million [2].

Diabetic patients having without age across all areas of the
world and have no preventive precautions to be taken. Type 2-
positive patients are always unbalanced in hormones.

Only after the right amount of insulin is produced by
beta cells can the insulin raise or lower blood sugar levels
to conserve energy in the cells. People today are interested
in saving a lot of money. It frequently has several health
issues, including consequences like diabetes. One of the self-
processes for diabetes detection in humans at an early stage
has presented a model. Furthermore, the proposed model was
evaluated against other ones that were already in use and
outperformed them in terms of accuracy. In 2019, electronic
health documents are continuously stored in the healthcare
protection system.Due tomore access to amaximumquantity
of patient data, healthcare offers a new style to hub on expand-
ing their society for controlling and utilizing data mining.
Medical databases have gathered huge amounts of health-
related data and medical situations. Regrettably, to find out
the knowledge, the least technologies have been developed
and implemented [3]. Data mining has a significant impact
on controlling huge information and also finding interesting
facts which can be capable to manage. In the medical field
system, data mining methods have been applied in vari-
ous areas like disease detection and prediction, predictive
medicine, coordination system, fraud detection system, and
manipulation of the result of some treatments [4], [5], [6].
Medical mining is a vast area of research in mining systems
followed to identify and treat problems as well as know the

improvements of several chronic diseases. It includes learn-
ing from hospital information, data based on health care, and
get knowledge from disaster data. In medical mining, inter-
related are classified broadly into different groups according
to their constraint. Data mining has many applications in
different areas such as network authentication, medical data
extraction, cloud computing, and so on [7].

Cloud computing services offer a dashboard that can be
accessed through a web browser. This makes it easier for
the user to use cloud services. Cloud computing makes it
easy to combine data on the cloud, which makes it easier to
keep medical records up to date [35], [58]. Cloud computing
also has a lot of resources that can hold large amounts of
biomedical images or speech data [8]. One of the most crucial
matters about cloud computing is that services are always
available, which can help biomedical systems keep running
with a minimum downstream [9]. Creating environments that
help people live independently is impossible without cloud
computing services [10]. Additionally, in many developing
nations, where medical facilities and knowledge are scarce,
cloud environments have been utilized to identify patients,
the venerable, and the disabled in towns and villages that
are far away or hard to reach [11]. Cloud computing also
makes it possible to provide important services, like a quick
way to find blood and organ donors in an emergency [12].
ELMs have become popular because they can learn quickly
and cost even less to run than other types of machines.
The following are the most important findings from this
investigation. A cloud-based disease detection system for
remote user health data monitoring for diabetes is proposed.
By analyzing, cloud servers store health information about
people. This method can be used to detect and specify a wide
range of illnesses. ELM has been utilized to specify disease
details to detect diabetes. Classification methods that have
been around for a while are compared to the ELM model.
The cloud is used to store and process large datasets and
to speed up the execution of disease detection processes,
which are then compared using both the cloud and a local
platform. The model’s ability to classify has been improved
by tuning the hidden layer nodes of ELM and using ‘‘feature
selection’’ to get rid of selected features. We compare the
best ELM performance results in both standalone and cloud
environments [7], [11].

The remaining article is structured the following: The
related works explain in Section II. In Section III Proposed
methodology has been discussed. Research materials and
methods have been explained in Section IV, Section V
contains Experimental results and discussion and at the end,
Section VI articulated on conclusion and future work.

II. RELATED WORKS
In recent past centuries, several Computer Aided Detection
techniques have been applied for diabetes detection. Feature
selection and classification form the basis for several of the
models of the eHealth cloud system. In diabetes classifica-
tion, dimensional reduction and normalization play a vital
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part that influencing diabetes detection for a better outcome.
Several models based on diabetes detection use machine
learning algorithms to find better accuracy.Many scholars are
performing experiments for diabetes classification algorithms
of machine learning models like naïve Bayes (NB), J48,
decision tree (DT), etc. that work better in the detection of
different diseases [8], [9]. Esposito et al. [14] have proposed
a machine learning concept that is applied to a Decision tree
that predicts diabetes classification at a particular age, leading
to high accuracy.

Liu et al. [15] have focused that, the main merit of PCA is
that keeping back the segregated facts of each feature split
is a vital part. The PCA is employed for feature dimen-
sionality reduction and is used in various machine learning
applications [52], [54], [10], [11], [13]. Mohanty et al. [16]
have suggested a computer-aided design (CAD) model
for classifying breast cancer. This model is simulated
with different classifiers like KNN, RF, and Naïve Bayes.
Kanchan et al. [13] have utilized PCA to find the mini-
mum number of features to enhance the precision of various
supervised machine learning algorithms. They have deployed
SVM, NB, and DT classifiers in diabetes disease predic-
tion. In the field of diabetes research, Kavakiotis et al. [18]
have come up with a new CAD model based on machine
learning and data mining. They have used SVM, ANN, and
DT classifiers for feature selection filter methods and rap-
per methods to wrap up the whole feature selection pro-
cess. Kononenko [19] has presented a new CAD model
deployed on machine learning for medical diagnosis. He has
used several classifiers, like Nave Bayes, neural networks,
and decision trees, in the field of medical diagnosis tasks.
Cao et al. [20] have proposed on mental health of college
students should be monitored during epidemics. They have
also applied for screening, diagnosis, and the assessment of
the severity of anxiety disorders. Hence, principal compo-
nent analysis (PCA) has been used to reduce the dimen-
sionality of Reduction. Based on best-outcome supervised
CNN, the authors [21], [23] have provided a weakly super-
vised object localization method for the classification of
diabetes. Vembandasamy et al. [25] have defined the NB
formula for CVD detection by examining the standards.
Radhimeenakshi [26] has discovered a model with a mean
precision of 86.43% for coronary cardiovascular disease rec-
ommended by using more as an artificial neural network
(ANN), in addition to providing a clinical decision-making
framework for coronary health problem characterization.
Mohebbi et al. [27] have articulated a deep-learning model
for detecting type 2 diabetes. Pham et al. [28] generated a
deep-learning model for analyzing medical records to pre-
dict trajectories. Rezazadeh et al. [29] proposed a neural
network model to achieve an effective training novel opti-
mization algorithm for clinical data analysis. Rao et al. [30]
developed a combined classifier for disease diagnosis.
Iwendi et al. [31] proposed a model called N-sanitization,
which is used to specify the unstructured healthcare datasets
for various disease diagnoses. Butt et al. [32] adopted LSTM

to predict diabetes in the PIMA dataset. Machine learning
models played a vital role in data analysis, particularly in
healthcare data analysis. Thus, the existingmodel has adopted
machine learning classifiers for diabetic positive prediction.

Nowadays, extreme learning machine (ELM) plays a vital
role in various disease detection However, Traditional ELM
has limitations [33], such as the large number of hidden
nodes required and the ill-posed problem caused by ran-
dom weight initialization. Several ELM-based techniques for
solving classification and regression problems have been
developed in the recent decade. For a single hidden layer feed-
forward network (SLFN), Huang et al. [22] suggested ELM
as a rapid learning algorithm that overcomes the limitations
of a gradient-based learning scheme. Muduli et al. [24] have
developed an automated computer-aided design model based
on moth flame optimization with ELM for breast cancer
classification.

From the literature review, we have observed that most of
the computer-aided detection systems are not able to achieve
better classification accuracy and are computationally slower,
which in turn is not suitable for the real-time environment.
Most of the existing CAD models required a large number
of features for achieving satisfying results. Almost all CAD
models are based on various traditional machine-learning
approaches. An appropriate feature selection and classifier
have remained a major challenge. Also, we have observed
extreme learningmachine has been used in various fields with
various advantages like fast convergence, skipping the local
minima and computationally faster. So, we have employed
ELM in our research work as a classifier. The proposed work
aims to develop a CAD system for diabetes prediction with
high classification accuracy less number of features and low
computational overhead using the eHealth cloud computing
system.

III. PROPOSED METHODOLOGY
The suggested system is split into three stages: pre-
processing, feature selection, and classification using a cloud-
based system. Before the feature reduction stage, the main
feature matrices have been normalized so that the mean is
zero and the variance is one. The PCA method is employed
for feature selection. The extreme learning machine (ELM)
has been used to perform the classification task. The overall
description of the proposed methodology is described as
follows.

A. PROPOSE CLOUD-BASED DIABETES
DIAGNOSIS MODEL
This research work has suggested a diabetes diagnosis system
based on the cloud and monitoring health data from remote
users to find diabetics disease. The method can be easily
adapted for the diagnosis and categorization of different one
application: determining whether or not an illness is a dia-
betes. The cloud environment with ELM is combinedly and
utilized for the binary classification problem. The proposed
model is trained in the cloud. The experimental model is
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FIGURE 1. Block diagram of the experimental model for the Extreme Learning Machine (ELM) based Cloud environment System.

shown in Figure 1. From the figure it has been observed
that he patient has been consulted with a far-off outpatient
care facility in interior villages, although the pathologist has
collected detailed information from the parent, like fasting
blood sugar tests and glucose tolerance tests, then sends the
report via the Internet to a doctor; then the doctor uploads the
report to the cloud environment for advance treatment.

Two phases of processing make up a typical cloud oper-
ation. Attribute selection has been shown to boost the effi-
ciency of machine learning techniques [55], [56] by previous
researchers. The initial step is to isolate the important features
by employing the PCA technique, after which the unneces-
sary ones can be filtered out. The proposed model initially
learns how to reduce computational complexity. The ELM is
then used to put into action for the classification.

B. FEATURE NORMALIZATION
The proposed system has experimented with PIMA Indian
Diabetes dataset [34], [59], [60]. This dataset’s fundamental
goal by detecting if the patient has diabetic or non-diabetic by
focusing on important detection metrics. The PIMA dataset
consists of 768 female diabetic patients aged up to 21.

This dataset contains two classes, 268 diabetic patients
(having positive) and 500 non-diabetic patients (having neg-
ative). Each instance of the dataset has 8 instances of dis-
eases when examining consumer health data stored on cloud
servers. In this article, however, we focused largely on preg-

TABLE 1. Parameters description of PIMA Indian diabetes dataset.

nancies, glucose, blood pressure, skin thickness, insulin,
BMI, diabetes-pedigree-function, and age. The instances
have been shown in Table 1.

The BMI of an adult is measured by dividing their height
(meters) and weight(kilograms). An increase in BMI may
indicate excessive body fat. If the body mass index (BMI)
is less than 18, then we can consider it as underweight,
similarly considered as healthy when the range is between
18.5 and 25. It is overweight and obese when the range is
between 25.0 - 30.0 and more than 30.0 respectively. The
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FIGURE 2. Analysis of numerical variables of PIMA Indian dataset.

FIGURE 3. Descriptive statistics on PIMA Indian dataset.

numerical analysis of each attribute with the outcome is
shown in Figure 2. The descriptive statistics are shown in
Figure 3.

The normalization method increases the performance of
the classification model [35]. Before applying PCA, the fea-
ture matrix (FMa) is normalized having a zero mean and unit
variance, and a normalized feature matrix [NM] is obtained.
Normalization has been performed to improve the outcomes
of the model. The proposed algorithm for normalization is as
follows:

Algorithm 1 Feature Normalization
Input: FMa [ 1: T, 1: F]: Feature matrix (T: total number of
patients, F: total number of features)
Output:NM [1: T, 1: F]: Normalized feature matrix function
mean() and std() evaluated the mean and standard deviation
of features.
1. Construct a blank matrix NM [1: T, 1: F] and two blanks

vectors BV [1, 1: F] and SDM [1,1: F]
2. BV [1,1: F]←mean (FMa)
3. SDM [1,1: F]←std (FMa)
4. for i←1 to F do
5. NM [1: T, i]← (FMa [1: T, i)- BV[ 1, i])/SDM[1, i]
6. end for

C. FEATURE SELECTION
Feature selection techniques have been proposed to increase
the performance of the model by reducing the dimension
of the dataset [36], [37]. Here we have taken different fea-
ture selection methods like correlation-based feature, PCA,

Information Gain Attribute Selection (IGAE), and LDA. The
feature selection techniques have been defined as follows.

1) CORRELATION-BASED FEATURE SELECTION
Feature selection is a method of choosing relevant instances
by detecting diabetes. By Taking an example, if we have
bought a building for a specific area, where fn number of
attributes related to the building and feature selection pro-
cess provides by specifying important features from the set
of attributes selected, that provide exact results. Features
are examined to identify the destination class and Pearson’s
correlation approach has been used to evaluate the amount
of correlation between each instance and instances of the
destination part. Nominal instances have been taken into
consideration based on the amount and each value affects an
indicator [57].

Feature selection elicits a subdivision of important
attributes from the selected dataset based on the standard
being calculated. A set of attributes are segmented into k
number of subparts. Arranging attributes in linear sequence
according to their priority. Delicacy can be available neither
in the feature vector nor its adjacent feature vector. By avoid-
ing data duplication in two feature vectors, symm- etric uncer-
tainty is used. If two duplicate attributes are available in the
dataset, then we must ignore only duplicate attributes, hence
each of them will provide us with an equal outcome. List of
features in the patients information which is used to examine
the healthcare situation of the patients. The algorithm’s result
is mostly based on feature selection. Best feature selections
that are important for the detection of particular attributes but
which have no duplication. Coordination between two fea-
tures is allotted either classical method of linear correlation.
In this classical model of liner analysis correlation, for each
group pair (t,u), calculate the following result:

cr =

∑fg
g=0

(
tg − tg

) (
ug − ug

)
∑fg

g=0

(
tg − tg

)∧ 2√∑fn
g=0

(
ug − ug

)∧ 2 (1)

Here, cr is the coefficient of linear correlation, tg – the aver-
age, t and ug is the mean of u. The coefficient of the cor-
relation range between −1 and +1. when the value of the
coefficient is zero, then variables t & u are taken as class
variables. We create variable t as entropy.

He = −
g∑

g=0

V (tg)log2(V (tg)) (2)

The conditional entropy of t provided another variable u can
be evaluated as follows:

He(
t
u
) = −

∑g

h=0
V (th)

∑fg

g=0
V (

tg
uh

)(log2(V
(
tg
uh

)
))

(3)

Here V(tg) is the probability of all values of g and V( tgfh ) is
after the probability of the given the value of u. We can create
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the use of symmetric uncertainty given by last equation and
also find out the correlation between the attributes:

SUU (t, u) = 2[
IGG( tu )

He (t)+ He(u)
] (4)

2) PRINCIPAL COMPONENT ANALYSIS
The most important feature selection techniques decrease the
dimensionality of the attribute set. It is also a procedure based
on orthogonal linear transformation in which information can
be transmitted in a newly organized manner to specify the
principal component [38], i.e., the highest variance, 2nd is
correlated with greater variance, and so on. Our proposed
dataset has m1× n1 dimensions, with a 0 empirical mean
for each column. The empirical mean is the average mean of
each column that has been set to zero, and attributes specify a
specific attribute from the attribute set, while rows represent
exploratory occurrences.

Orthogonal linear transformation [36] is numerically
specified by set of countable boundaries that is m1 of
n1-dimensional vectors i.e., the coefficient can be evalu-
ated as:

Cc(k1) = (Cc1 . . . . . .Cg)k1 (5)

Each tuple vector is planned to achieve the new vector of
the principal component and is specified by the formula:
tt(kk(g)) = tg

Cc(k1) for g = 1, 2, . . . . . . . . . .W and k1 = 1, 2, 3 . . . . . . v

(6)

For evaluation of PC is:
Avoid the balanced element and include the remaining

dataset as dd-dimensional.
1. The average of each attribute or feature of the dataset is

evaluated.
2. The covariance vector of the entire dataset is evaluated.
3. The eigenvectors and eigenvalues are computed.
4. Eigenvectors are organized in ascending or descending

order of eigenvalues, and k1 eigenvectors with the high-
est eigenvalues are used to build a dd × k1-dimensional
vector.

5. The previous calculation vector is implemented for easy
transformation into the recent subspace.

3) INFORMATION GAIN ATTRIBUTE SELECTION
It is one of the most vital feature selections that can evaluate
the list of attributes about the dependent attributes fromwhich
an attribute can select. There is no data available for attributes
that cannot be linked to each other [39]. Based on greater
information gain entropy, features are ranked chronologi-
cally. Entropy can be evaluated by the list of data provided
by attributes. Entropy can decrease information gain is one
of the major challenges. Entropy can be evaluated as:

Ee(Ss) =
∑Cc

−Vglog2Vg (7)

Here, V is the ratio of attributes that have been taken for
the dependent variable(class). When the purity level is low
then entropy is greater as result [54]. The different steps for
information gain calculation are as follows:
1. The entropy has been evaluated for each branch.
2. Before evaluating the entropy, the dataset has been split

into different attributes.
3. By adding the entropy of the branch proportionally, the

total entropy of the split is computed.
4. The outcome value is deducted from the entropy and

provides having final information gain result.

4) LINEAR DISCRIMINANT ANALYSIS (LDA)
It is one of the most vital dimensionality reduction techniques
used to solve binary classification problems. It is an algorithm
used for predictive model problems also. It is also used to
normalize the dataset by avoiding outliers. LDA [40] is a
helpful tool for separating feature variables between healthy
individuals and updating patients. It is used to decrease the
features using the supervised learning method to find the out
base vector. The base vector can be specified on the subspace
of LDA by simple linear projection. LDA is the interface
between the product of the base vector and its related data.
In this scheme, a new dimension is extracted which separates
the means of the projected class as high and low in projected
variance. Fisher method can be classified as a formula:

li =
π2 − π1

γ2 − γ1
(8)

Here, π2, π1 are mean vectors of two dependent variables
an γ2, γ1 are respective variances.
• In phase one, it is used to removable between different
classes.
• In the second phase, Class variance is the distance
between the mean and sample of each class.
• In the third phase, reducing class variance and increasing
low-dimensional space has been designed

D. EXTREME LEARNING MACHINE (ELM)
In the era of artificial intelligence, ELM [35], [38], [42], [43]
refers to a feed-forward neural network architecture that can
have one or more layers of hidden nodes and is typically
employed for tasks such as classification, regression, clus-
tering, tiny estimate, compression, and pattern learning [24].
Here, the parameters of hidden nodes, like their weights
and biases, don’t need to be changed. Parameters of hidden
nodes, on the other hand, can be assigned arbitrarily and never
altered or inherited from their descendants. Thesemodels out-
perform backpropagation-trained networks in terms of learn-
ing speed. In backpropagation, the gradients are calculated
by iteratively propagating from the network’s output to its
inputs, which is the most common learning process used in
feed-forward neural networks. Still, backpropagation has a
number of drawbacks to set the weights and biases after each
iteration during training typically takes a long period. While
this model strives for precision, it gradually gets less accurate
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FIGURE 4. Overall work flow of extreme learning machine.

since it ignores the weight’s magnitude. The effectiveness
of the backpropagation learning process is also impacted by
the existence of local minima [41], [57]. The ELM network
makes it easy to make adjustments to weights and biases.
It prioritizes not just obtaining the smallest possible training
error but also the lightest possible weight standards, both of
which contribute to the model’s overall effectiveness. Using
these straightforward alternates, we are able to solve the
problem of being trapped in local minima and move fast to
the global minima. A schematic diagram of ELM is shown in
Figure 4.

For AR arbitrary samples (ppi,tt i), where ppi, =

[ppi1,ppi2. . . . . . . . . . . . . . . . . . ppin]T ∈ QQn and ti = [tt1i,
tt1i . . . . . . . . . . . . . . . ..tin] ∈ QQm,the common single-hidden
layer feed-forward neural network (SLFNs) with activa-
tion function f (.) and GG is the hidden nodes that can be
written as∑GG

j=1
ωifi(PP)i=

∑GG

j=1
ωif (aai × ppj × cci)

= OOj, (j = 1, 2 . . . . . .HH ) (9)

Here, aai = [aai1, aai2. . . . . . . . . aa]Tis the weight vector
linking ith hidden node and input node ωwi = [ωwi9,
ωwi. . . . . . . . .ωwi]T is the weight vector connecting ithhidden
node to the outcome node, CC j is the threshold of the
hidden node, and OOj =[OOj1, OOj2, . . . . . . . . .OOjm,]T

having jth hidden vectors of SLFNs. Standard SLNs with
GG hidden nodes and activation function f(.) can finding
these HH illustration with zero error, which means that∑GG

j=1 ||OOj − ttj|| = 0 and that there existωwi,CC j andOOj
such that∑GG

j=1
ωωif (aai × yyj × cci) = tti(j = 1, 2 . . . . . .HH)

(10)

The all summarization based on the equation that is

MMωω = TT, (11)

where, (12)–(14), as shown at the bottom of the page, where
MM is called an output matrix of hidden layer and the kth

column of MM is the output of the kth hidden node according
to input yy1,yy2. . . . . . . . . . . . .yyHH.The outcome of the linear
system is

ωω = MM−1TT (15)

where, MM−1is the Moore-Penrose generalized inverse of
matrix MM.

The output function of ELM can be specified as

gg(yy) = pp(yy)ωω = pp(yy)MM−1TT (16)

In proposed extreme learning machine has based on three
training key parameters. The training set KK = {(yyi,ttj)|
yyj ∈ QQnn, ttjj ∈QQn,, ttjj ∈ QQmj=1. . . . . . .HH}; Then
the hidden node of resultant function f (aai, cci,yyj) & the
number of hidden nodes is GG. Once the appropriate settings
have been selected, ELM training can begin. ELM begins
by producing parameters for the GG pair of hidden nodes

MM (aa1, aa2 . . . . . . . . . aaGG, cc1, cc2 . . . . . . . . . ccGG, yy1, yy2 . . . . . . . . . yyGG)

=


f (aa1 × yy1 + cc1) f (aaGG × yy1 + ccGG)

. . . . . . . . .

. . . . . . .

f (aa1 × yyHH + cc1) . . . f (aaGG × yyHH + ccGG)


H×G

(12)

ωω =


ωωTT
!

...

...

ωωTT
NN


GG×nn

(13)

TT =


ii!TT
!1
...
...

iiTTNN


GG×nn

(14)
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FIGURE 5. Work flow diagram of proposed model.

at random (aai, cci). Then, using Equation (12), the output
matrixM is constructed based on the input and randomly gen-
erated parameters. Then, we input those values into Equation
(15) to get our weighted output vector ωω. After the training
phase, Equation (16) can be used to predict the classification
result of test data tuples. The steps necessary to train an ELM
are as follows. We have given an activation function f (xx),
a number of hidden neurons N, and a training set A = f(aai,
ddi)| aai ∈∈ Xn, ddi ∈ Xn, i= 1,. . . ..NN},First, a random
distribution is used to determine the input wi weights and bias
bi weights.

Second, the hidden layer’s output matrixMM is calculated.
Then, determine the final mass ωω by using the

formula:

ωω = MM × TT (17)

Here, MM and TT are used by Equations (11) and (12).

IV. RESEARCH MATERIALS AND METHODS
The research work has been simulated under two environ-
ments like standalone and cloud. The normalized dataset has
been divided into two units like training and testing. The
PCA method is utilized for feature selection and ELM is
used for the classification task. The experimental classifica-
tion result of ELM has been compared with different tradi-
tional machine learning classifiers like K-nearest neighbours
[17], [44], Naive Bayes [24], Perceptron network [55], and
Support Vector Machine [57]. In the cloud environment,
we have used three virtual machines. The overall proposed
work is shown in Figure 5. The overall configuration of the
standalone and cloud environment is described in further
sections.

A. CLOUD ENVIRONMENT
Platform-as-a-service (PaaS) has been deployed on Amazon
Elastic Compute Cloud (EC2) to deploy the ELM model,
which has been then compared to the standalone system.

TABLE 2. Parameter list.

Moreover, the proposedmodel has applications on image pro-
cessing, and migrating them to the cloud was done primarily
to cut down on latency and improve accuracy. Themodels can
be accessed from anywhere at any time after being moved to
the cloud. The Linux operating system has been utilized for
the creation of every virtual machine that has been used in the
cloud environment [41], [53]. Hence, the results from both
environments have been compared. This system has been
implemented on the cloud environment provided by Amazon
EC2. By using Ubuntu is the operating system of choice for
cloud-based virtual machines, with additional configurations
like RAM, HDD space, and CPU count being customizable.

B. STANDALONE ENVIRONMENT
The standalone system has been proposed for an experimen-
tal setup like 8 GB RAM, 11th Gen Intel(R) Core (TM)
i5-1135G7@2.40GHz processor with clock speed 2.40GHz.
And HDD 1 TB. In this environment, various classification
model like python3.1., and PyCharm IDE has been used.
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TABLE 3. Estimation of matrix for extreme learning machine (ELM) with distinct hidden layer nodes in standalone system.

FIGURE 6. Diagrammatic display of the model’s efficacy (standalone environment).

C. DATA COLLECTION
In this research work, we have considered the PIMA dataset
for experimental purposes. The dataset has been normalized
according to Algorithm 1. The PCA method is used for
feature selection and considered 5 optimal features Glucose,
Insulin, Age, BMI, and Diabetes Pedigree Function.

V. EXPERIMENTAL RESULTS AND DISCUSSION
A simulation has been validated in local machine as well in
the cloud environment with different measuring parameters
like sensitivity, specificity, F1 score and accuracy. The param-
eters are as follows:
• The sensitivity (true positive rate) calculates the number
of diabetic patients in PIMA dataset truly specified by
the total number of diabetes patients are abnormal data.

Sencitivity =
TP

TP+ FN
• Specificity (true negative rate) which can be calculate by
the number of patients having not affected by diabetes
with total number of non-diabetic patients in PIMA
dataset.

Specificity =
TN

TN + FP

• Accuracy is the total number patients of PIMA datasets
that are correctly classified.

Accuracy =
TP+ TN

TP+ TN + FP+ FN

• F1 score is the weighted average of both sensitivity and
specificity that are correctly classified.

F1Score = 2×
Sencitivity× Specificity
Sencitivity+ Specificity

Here,

True Positive (TP): An individual having predicted
diabetic and the actually the
person also affected by diabetic.

True Negative (TN): A person having predicted
non-diabetic and the real is
the person having diabetic.

False Negative (FN): A person having predicted
non-diabetic but actually,
the person is diabetic

False Positive (FP): A person having predicted
diabetic but actually,
the person is non-diabetic.
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TABLE 4. Classification of the proposed model with feature selection methods.

TABLE 5. The effectiveness of several traditional models compared with a standalone environment.

A. ANALYSIS OF PERFORMANCE IN A STANDALONE
ENVIRONMENT
Here we have experimented with the proposed model in
both the local and cloud contexts and compared the results.

The overall experimental work has been described below.
The proposed model has been simulated with different clas-
sifiers like k-nearest neighbours (KNN), naïve Bayes (NB),
multi-layer perceptron (MLP), random forest (RF), decision
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FIGURE 7. Diagrammatic display of the several machine learning models compared in a standalone environment.

TABLE 6. Analysis of the performance of ELM-based cloud environment with varying numbers of hidden layer nodes. The most precise outcome is
highlighted in bold. vCPU-4 16 GB RAM.

TABLE 7. Analysis of the performance of ELM based cloud environment with varying numbers of hidden layer nodes. The most precise result is
highlighted in bold. vCPU-8 32 GB RAM.

tree (DT), support vector machine (SVM) and extreme learn-
ing machine (ELM). The parameters of the different classi-
fiers have been listed in Table 2.

B. COMPARATIVE STUDY OF ELM’S EFFICACY USING
SEVERAL HIDDEN NODE CONFIGURATIONS
The ELM-based proposed model experimented with differ-
ent number of hidden nodes to boost the proposed model’s
accuracy in both standalone and cloud environ-ments. During
the experiment work, we simulated the model by changing
the hidden nodes from 1 to 300. In the standalone envi-
ronment, we have observed that the model gives various

classification accuracy results like 85.79%, 84.58%, 85.75%,
86.8 %, 87.88% and 84.46% with corresponding hidden
nodes 50, 100, 150, 200, 250 and 300. Also, we have seen
the model provides better accuracy 87.88% with 250 hidden
nodes. The different simulated results have been listed in
Table 3 and shown in Figure 6.

C. ANALYSIS OF ELM’s EFFICIENCY COMPARED TO
OTHER CLASSIFICATION METHODS IN
STANDALONE ENVIRONMENT
The ELM classifier, trained with 300 nodes, serves as a
benchmark against which the performance of other classifiers
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TABLE 8. Analysis of the performance of ELM in a cloud computing environment with varying numbers of hidden layer nodes. The most precise values
are highlighted in bold. vCPU-16 64 GB RAM.

FIGURE 8. Visualized representation of ELM model performance (Cloud Computing Environment) on vCPU-4 −16 GB RAM.

FIGURE 9. Graphical representation of ELM model performance (Cloud Computing Environment) on vCPU- 8 −32 GB RAM.

is measured. Keep in mind that only 40% of the dataset’s
tuples are utilised for testing, while 60% are used for training.
We have compared the ELM results with various traditional
machine learning classifiers like KNN, NB,MLP, RF, DT and
SVM. It has been observed that the DT gives less accuracy
as compared to other classifiers. The compared result has
been shown in Table 4. with the number of features. From the
table, it has been observed that the ELM has achieved better

accuracy 87.88% with 5 features. The simulation results of
PCA with different classifier has been shown in Table 5 and
the result graph in Figure 7.

D. CLOUD-BASED PERFORMANCE EVALUATION
(Amazon EC2)
The proposed model simulated on different hidden nodes in
a standalone system, we have been examined on ELM-based

VOLUME 11, 2023 32815



S. K. Sharma et al.: Diabetes Monitoring System and Health-Medical Service Composition Model

FIGURE 10. Graphical representation of ELM model performance (Cloud Computing Environment) on vCPU-16 64 GB RAM.

FIGURE 11. A comparison of how accurate the results are in a standalone environment and in the cloud.

cloud environment performed better outcomes than other tra-
ditional models. So, ELM has been proposed on virtual cloud
environment with different hardware specifications. he effec-
tiveness of the ELM in the standalone environment has been
found to be improved by altering the hidden layer node.

In the experiment, we considered the number of hidden
layers from 1 to 300. In the cloud environment, we have
tested the same model with three cloud computing virtual
machines with different configurations like vCPU-4 64 GB
RAM, vCPU-8 32 GB RAM, and vCPU-16 64 GB RAM.
The proposed model has been simulated with three virtual
machines with the same number of hidden nodes. The simu-
lated results have been noted on Table 6, Table 7 and Table 8.
From the experimental result, it has been discovered that the
virtual machine vCPU-16 64 GB RAM has obtained the best
accuracy of 90.57% with 250 hidden nodes as compared to
other virtual machines. Finally, the results have been visual-
ized in Figure 8, Figure 9, and Figure 10.

E. COMPARISON OF ELM ON THE CLOUD
ENVIRONMENTS WITH STANDALONE
CLOUD ENVIRONMENT
In this section the performance of the proposed model in stan-
dalone and cloud environment has been explained. During
the experiment the models have been simulated on the basis
of different hidden nodes ranging from 1 to 300. From the
experiment we have seen that the model provides better clas-
sification accuracy 90.57 % with virtual machine vCPU-16
60 GBRAM in cloud environment as compared to standalone
environment.

During execution, the proposed model takes 4.34s in
standalone environment and 3.25s in cloud environment.
So, we have concluded our model perform faster in cloud
environment than standalone environment although there
are more resources available, which make computations
possible in less time. Here, the comparative analysis visual-
ized in Figure 11.
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TABLE 9. Classification accuracy of different methods with existing work.

We have compared the classification accuracy of proposed
model compared with existing models. We observed that our
model performs best accuracy than other existing models.
The comparison results are specified in Table 9.

VI. CONCLUSION
In this proposed work, an Extreme Learning Machine (ELM)
based automated diabetes prediction model with cloud-based
environment has been suggested. The cloud computing tech-
nology provides continuous services at any time and from any
location, so our proposed work provides the medical services
in the rural work and detect the diabetes in the earlier stage.
The extreme learning machine is using in this work because
it avoids the local minima, fast convergence and simple as
compare to other traditional classifiers. The proposed model
has been simulated over standalone and cloud environment.
The PCA technique has been used to reduce the feature
dimension. The model provides better accuracy 90.57 %with
5 number of features.

The proposed eHealth system is employed as an
‘‘Application-as-a-Service’’ by using cloud computing tech-
niques, providing different services like diagnosis detec-
tion, and assisting the pathology technician, doctors and
decrease the mortality rate. By utilizing more resources in a
cloud environment in the future, this approach can be devel-
oped further, potentially enhancing classification accuracy.
Additionally, many ELM parameters can be modified to
improve the effectiveness of the proposed framework. More-
over, the suggested model can be used in the field of image
processing, where it can be used to a variety of tasks such
character recognition, medical imaging, satellite images,
and photo enhancement. In the future, we will apply some
optimization technique and optimal feature selectionmethods
to develop the generalization system performance and also
provides cost-effective services to the real world.
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