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ABSTRACT Face anti-spoofing refers to the computer determining whether the face detected is a real face or
a forged face. In user authentication scenarios, photo fraud attacks are easy to occur, where an illegal user logs
into the system using a legitimate user’s picture. Aiming at this problem and the influence of illumination
in real-time video face recognition, this paper proposes a real-time face detection method based on blink
detection. The method first extracts the image texture features through the LBP algorithm, which eliminates
the problem of illumination changes to a certain extent. Then the extracted features are input into the ResNet
network, and the facial feature extraction is enhanced by adding an attention mechanism is added to enhance
the face feature extraction. Meanwhile, the BiLSTM method is used to extract the temporal characteristics
of images from different angles or at different times to obtain more facial details. In addition, the fusion of
local and global features is realized by SPP pooling, which enriches the expression ability of feature maps
and improves detection accuracy. Finally, the eye EAR value is calculated by the face key point detection
technology to achieve face anti-spoofing, and then the real-time face recognition against fraud is realized. The
experimental results show that the algorithm proposed in this paper has good accuracy on NUAA, CASIA-
SURF and CASIA-FASD datasets, which can reach 99.48%, 98.65% and 99.17%, respectively.

INDEX TERMS Attention mechanism, BiLSTM, face recognition, SPP.

I. INTRODUCTION
With the continuous development of computer image pro-
cessing technology, face recognition, as a means of identity
verification, is widely used in all walks of life for its flexi-
bility and convenience. Live real-time face comparison and
monitoring are required in various life scenes such as online
learning, driving test, and fatigue driving.

Reference [1] uses a combination of LBP and CNN to
extract features through a scale-invariant LBP histogram.
Then the ULBP is used for feature dimension reduction and is
combined with a convolutional neural network for real-time
face recognition, which has good real-time performance and
effectiveness. However, when there is a large-scale deflection
of the face angle, the model cannot perform the detection
and recognition work well. In reference [2], the AdaBoost
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algorithm is used to automatically detect face images, and the
circular LBP operator is used to extract the texture features
of the preprocessed face image, so as to avoid the influence
of light changes on the gray level. However, the correct face
recognition rate of this method is not too high. Reference [3]
designs a real-time face detection and tracking algorithm
based on MTCNN and applies it to the ARM platform. The
method has a faster running speed on embedded systems, but
the recognition rate on datasets such as CFP-FP and Mega
Face is still not high.

Due to the widespread application of biometrics, biometric
spoofing attacks have also become a threat to human security.
A spoofing attackmeans that an attacker forges the biometrics
of a legitimate user in an attempt to enter the system as
an illegal identity. In the field of face recognition, attackers
can easily obtain the face information of legitimate users on
the Internet. Therefore, the technology of face anti-spoofing
comes into being. In the process of face recognition, it can
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FIGURE 1. Residual network unit.

not only detect the face of the target but also judge the living.
When the system detects a living body, the face recognition
results are effective.

In reference [4], RGB image, depth image, and infrared
image of faces are respectively input into three identical
residual network structures to extract features, and then the
fusion is carried out to distinguish whether it is alive or
not. However, with the change of attack mode and external
environment, the extracted features may change, resulting in
misjudgment. In reference [5], LBP and multi-layer DCT are
applied to face images to obtain LBP-MDCT features, and
then part of the face images are input into CNN to obtain
CNN features. Finally, the two features are input into the
support vector machine to obtain the classification results.
It can effectively combine the local and global information of
the image to achieve a better recognition result. In the litera-
ture [6], face anti-spoofing has changed from the traditional
two-class problem to a multi-class problem. A dual stream
feature fusion network model has been constructed to fuse
the feature vectors extracted from two different color spaces,
RGB and YCrCb to improve the feature representation ability
of the network model. However, due to the differences in
brightness and illumination information of face images, the
recognition effect is slight poor.

In this paper, a real-time face detection method based on
blink detection called LBAS_Resnet50 (L stands for LBP,
B for BiLSTM, A for Attention Mechanism, and S for SPP)
is proposed considering the influence of lighting, posture,
background environment, and other factors on real-time face
recognition, as well as the fraud attack problem in the process
of face recognition. Firstly, LBP is used to extract texture
features to reduce the influence of illumination changes.
Secondly, based on ResNet, the important facial features are
extracted through the Attention mechanism, and BiLSTM
is used to capture the sequence features to further improve
the accuracy of feature selection. Thirdly, the SPP pooling
technology fully considers the local and global information to
enhance the network generalization ability. Finally, the face
key point detection technology is used to determine whether

FIGURE 2. ResNet residual network structure.

the target is alive by calculating the EAR value of the eyes,
so as to achieve the anti-fraud function. The accuracy of this
can reach 99.48%, 98.65%, and 99.39% on NUAA, CASIA-
SURF, and CASIA-MFSD, respectively.

The proposed model has the following contributions:
1.The method LBAS_Resnet50 first extracts the texture

features of the image by LBP, which eliminates the problem
of illumination variation to some extent.

2.The proposed model LBAS_Resnet50 uses ResNet50 as
the base network to enhance the face feature extraction by
adding an attention mechanism.

3.The LBAS_Resnet50 model uses the BiLSTM method
to extract temporal features of images from different angles
or different times. In addition, the fusion of local fea-
tures and global features is achieved by SPP pooling,
which enriches the expression capability of the feature
map.

4.The eye EAR value is calculated by face key point detec-
tion technique to achieve face anti-spoofing.

II. REVIEW OF RELATED ALGORITHMS
A. RESIDUAL NEURAL NETWORK
With the continuous development of CNN [7], people con-
tinue to increase the number of convolutional layers in order
to obtain deep-level features. However, it is not always feasi-
ble to enhance the learning ability of the network by increas-
ing the number of network layers. Because when the number
of network layers reaches a certain depth, the problem of van-
ishing random gradient will occur if the number of network
layers is increased. At the same time, it will also lead to a
decrease in the accuracy of the network. In order to solve
this problem, the residual neural network (ResNet) came into
being.

The key to the ResNet network is the residual unit in its
structure, as shown in Figure 1 below. The residual net-
work unit includes cross-layer connections, and the curves
in the figure can directly pass the input across layers and
perform the equivalent mapping. Then, add the result of the
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FIGURE 3. SENet module.

FIGURE 4. BiLSTM network structure diagram.

FIGURE 5. SPP model.

convolution operation. Assuming that the input image is x, the
output is H(x), and the output after convolution in the middle
layer is a nonlinear function of F(x), then the final output is
H(x) = F(x) + x. Such an output can still undergo nonlinear
transformations.

There are two main types of residual structures in the
ResNet network. One is the Building Block, which is suit-
able for shallower ResNet networks. The other is Bottleneck,
which is suitable for ResNet networks with deeper layers.
Its structure is shown in Figure 2. The method proposed in
this paper uses the ResNet50 network structure, in which the
residual network structure is Bottleneck.

B. ATTENTION MECHANISM
The attention mechanism [8] stems from the study of human
vision. In cognitive science, due to bottlenecks in informa-
tion processing, humans selectively focus on a portion of all

information while ignoring other visible information. There-
fore, the attention mechanism mainly determines which part
of the input the network needs to focus on and allocates
limited information processing resources to the important
part. In deep learning, the attention mechanism can achieve
with the help of weight vectors.

In this paper, we use Squeeze-and-Excitation Network
(SENet), which is a channel attention mechanism that can
capture more important information about face features. Its
structure is shown in Figure 3. The transformation operation
is actually a standard convolution operation. An important
operation of SENet is the Squeeze operation (Fsq), which
performs a global average pooling operation on the input
features, and compresses the H×W×C features into a 1× 1
× C size. Another important operation is the Excitation oper-
ation (Fex), which performs two full connection operations
on the result of the Squeeze operation, then uses Sigmoid
activation to obtain the weight matrix, and finally multiplies
(Fscale).

C. BI-DIRECTIONAL LONG SHORT-TERM MEMORY
The full name of LSTM is Long Short-Term Memory [9],
which is a type of RNN. Due to its design characteristics,
LSTM is very suitable for modeling time series data. BiL-
STM is the abbreviation of Bi-directional Long Short-Term
Memory, which is composed of forwarding LSTM and back-
ward LSTM. Both are often used to model contextual infor-
mation. The BiLSTM network structure diagram is shown in
Figure 4, w1-w6 represents 6 shared weights.
In this paper, by adding BiLSTM to extract bidirectional

sequence features based on images, the amount of informa-
tion available to the network model is increased, the context
information of the algorithm is improved, and the accuracy of
video face recognition is improved.

D. SPATIAL PYRAMID POOLING
As we know, basically all CNNs [10] require a fixed input
data size. But when dealing with pictures, most of them are
of different sizes and have different pixel values. For the same
batch of data, if it has to be processed into images of the same
size after a certain amount of cropping, there may be some
problems. For example, when some areas are cropped, there
will be repetitions, which invisibly increases the weight of the
area. This paper uses Spatial Pyramid Pooling (SPP) to solve
the problem that the input image size of CNN must be fixed
so that the input image aspect ratio and size can be arbitrary.
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FIGURE 6. 68-point feature map of human face.

FIGURE 7. Eye feature annotation points.

FIGURE 8. Example of NUAA dataset.

SPP [11] pooling performs three convolution operations on
the input feature maps, as shown in Figure 5. The following
figures respectively perform 4× 4, 2× 2, and 1× 1 convolu-
tion operations. These output feature maps are then flattened
into a one-dimensional array. Then, these one-dimensional
arrays are concatenated. Finally, the feature map obtained by
splicing is sent to the fully connected layer.

E. LOCAL BINARY PATTERN
Local Binary Pattern (LBP) [12] is an operation used to
describe the local texture features of images. It has significant
advantages such as rotation invariance and grayscale invari-
ance. The original LBP operator is defined in a 3× 3 window,
which takes the center pixel of the window as the threshold
and compares it with the gray value of the adjacent 8 pixels.
If the surrounding pixel value is greater than the center pixel
value, the position is marked as 1, otherwise, it is marked as
0. This results in an 8-bit binary number. Usually, it is also
converted into decimal, that is, LBP code, a total of 256 kinds.
We use this value as the LBP [5] value of the center pixel
of the window to reflect the texture information of this 3 ×

3 area. Its calculation formula is as follows.

LBP(xc, yc) =

8∑
p=1

s(I (p) − I (c)) ∗ 2p (1)

Among them, p represents the p-th pixel in the window
except for the center pixel. I(c) represents the gray value of
the center pixel. I(p) represents the gray value of the p-th pixel
in the field. The formula for s(x) is as follows:

s(x) =

{
1, x ≥ 0
0, otherwise

(2)

F. FACE KEY POINT TECHNOLOGY
This paper selects the 68 feature point model of Dlib face
detection, and the face feature map is shown in Figure 6.
In the process of detecting faces with 68 feature points [13],
each eye is represented by six feature points, as shown in
Figure 7. We numbered the six feature points clockwise from
the position of the left corner of the eye and calculated the
Eye Aspect Ratio (EAR). When the human eye is opened,
the EAR fluctuates up and down a certain value, and when
the human eye is closed, the EAR decreases rapidly and the-
oretically will be close to zero. EAR is calculated as follows.

EAR =
||P2 − P6|| + ||P3 − P5||

2||P1 − P4||
(3)

III. THE ALGORITHM OF THIS PAPER
A. EXPERIMENTAL ENVIRONMENT AND PREPROCESSING
The experiments are carried out on the platform of i7-
6000CPU, with 3.40 GHz and 32G memory. Using Python,
matrix computing NumPy. The backend uses TensorFlow to
develop the improved ResNet network.

Before data training, images need to be preprocessed. The
frontal_face_detector built-in dilb is used to detect faces and
adjust the image to the size of 224 × 224. The original
data is divided into the training set and test set according to
the probability of 7:3, and labels are divided into real and
fraudulent faces.

B. DATASETS
This paper adopts the NUAA dataset, CASIA-SURF
dataset [14], and CASIA-MFSD dataset for experiments. The
NUAA dataset is a photo-printing fraud dataset that contains
images of 15 individuals with 500 images of each individual.
Its resolution is 640 × 480, as shown in Figure 8, the upper
part is the real face, and the lower part is the fraudulent face.

CASIA-SURF contains a large number of datasets of mul-
tiple forms (RGB, Depth, IR) of people of different ages.
It contains a total of 1,000 different targets and has 21,000
videos. Among them, the RGB image resolution is 1280 ×

720, and the Depth and IR are 640 × 480. Each sample will
record a real video and six attack videos. Types of attacks
include covering areas such as the eye, nose, mouth, etc.
As shown in Figure 9, the upper part is a real face, and the
lower part is a fraudulent face.

CASIA-FASD is a face anti-fraud database containing
video and photo prints. It was collected using cameras of
three different qualities, and 50 volunteers took part in the
data collection. Each volunteer recorded 12 videos at different
resolutions and lighting conditions. The dataset has a total
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FIGURE 9. Example of the CASIA-SURF dataset.

FIGURE 10. Example of the CASIA-FASD dataset.

of 600 video recordings. The sample picture is shown in
Figure 10, the upper part is a real face, and the lower part
is a fraudulent face.

C. EVALUATION INDICATORS
This paper selects the accuracy rate for evaluation. Accu-
racy [15] is our most common evaluation metric and easy to
understand. It is the number of pairs of samples divided by
the total number of samples. Generally speaking, the higher
the accuracy, the better the classifier. Its calculation method
is as follows:

ACC =
TP+ TN

TP+ TN + FP+ FN
(4)

where TP is the number of predicted positive classes as pos-
itive classes, FN is the number of predicted positive classes
as negative classes, FP is the number of predicted negative
classes as positive classes, and TN is the number of predicted
negative classes as negative classes.

For better evaluation, this paper also selects the half-error
rate HTER as the evaluation index for face anti-spoofing. The
lower theHTER index value, the better the performance of the
algorithm model. The calculation formula is as follows.

HTER =
FAR+ FRR

2
(5)

Among them,

FAR =
FP

FP+ TN
(6)

FRR =
FN

FN + TP
(7)

FAR is the false acceptance rate, and FRR is the false
rejection rate.

D. ALGORITHM MODEL
The proposed algorithm network model LBAS_Resnet50 is
shown in Figure 11. First, preprocess the image, using the
frontal_face_detector in the dlib library to detect the face, and
adjust the image size to 224 × 224. Since the LBP features of

real face images and fraudulent face, images are different, and
the LBP algorithm has the advantages of rotation invariance
and gray invariance, which effectively avoids the influence
of illumination changes, we extract the texture features of the
input images through the LBP algorithm. Then the extracted
texture features are input into the network model based
on the ResNet50 network. Compared with other network
architectures, ResNet solves the problem of vanishing gra-
dients caused by deepening network layers. In the improved
ResNet50 network called Resnet50-BAS, BiLSTM is firstly
added to extract the bidirectional feature information of the
image, to better consider the local and global features. Then,
the classical channel attention mechanism SeNet is added,
which gives higher weight to important features, so that we
can recognize the important features of pictures more clearly.
Finally, SPP pooling is used in the network to improve the
robustness of the model.

In the LBAS_Resnet50 model, after several experiments,
we found that the experimental results are not good when the
threshold is less than 0.9. The experimental results fluctuate
a lot when the threshold is larger than 0.9, and the results
are not good. Therefore, we chose 0.9 as the threshold value.
In addition, before performing LBP texture feature extraction,
we first performed pre-processing by cropping the original
image to 224 × 224 size, so that the texture image after
LBP algorithm is also 224 × 244 size. Therefore, the texture
image will look slightly larger than the original image. The
structural model of ResNet50-BAS is shown in Figure 12.
Part of the LBP texture map (selected from the NUAA dataset
example) is shown in Figure 13, the left is the texture map of
the real face, and the right is the texture map of the photo.

According to the above networkmodel, the selected dataset
is trained, and then the trained model is used for real-time
anti-fraud face detection. First, real-time face images are
extracted from the camera. Then the extracted image is fed
into the trainedmodel to get the classified face image. Finally,
in order to improve the effect of living detection, the classified
images are further detected by eye blink to further judge
whether they are living, and the final conclusion is drawn.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL RESULTS
LBAS_Resnet50 model uses the Adam optimizer, which has
fast convergence and simple computation. The learning rate
is 0.001. At the same time, the cross entropy loss function is
used to improve the accuracy of the model.

The model proposed in this paper is trained for 85 epochs
on the NUAA dataset, 80 epochs on the CASIA-SURF
dataset, and 80 epochs on the CASIA-FASD dataset, with
batches of 128. After training, the accuracy rates can reach
99.48%, 98.65%, and 99.39%, respectively, and the loss func-
tion gradually tends to 0. The average accuracy on the three
data sets was 99.17%. Its accuracy and loss function change
curves are shown in Figures 14-16. It can be seen from the
figure that after a certain period of training, a higher accuracy
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FIGURE 11. LBAS_Resnet50 model diagram.

FIGURE 12. ResNet50-BAS structure.

FIGURE 13. Texture map.

rate can be achieved, which gradually tends to be stable with
less fluctuation.

From the above experimental results, it can be seen that the
LBAS_Resnet50 model has achieved good results on NUAA,
CASIA-SURF, and CASIA-FASD datasets, indicating the
effectiveness and universality of the model.

B. COMPARISON WITH OTHER ALGORITHMS
The comparison between the proposed LBAS_Resnet50
model and other real-time face recognition models is shown
in Table 1. It can be seen that the model proposed in this paper
has a higher recognition rate than other real-time face recog-
nition models. Because the model proposed in this paper uses
the LBP algorithm, the influence of illumination is avoided
to a certain extent. At the same time, BiLSTM is also added,
which fully considers the timing characteristics between pic-
tures for the recognition of real-time video. In addition, the

TABLE 1. Comparison of different real-time face recognition models.

SENet mechanism is also added to improve the extraction
of important features and improve the efficiency of real-time
face recognition.

The HTER comparison between the LBAS_Resnet50
model proposed in this paper and other in vivo detection
models are shown in Table 2. It can be seen that the model
proposed in this paper has a good effect on face anti-spoofing.

C. ABLATION EXPERIMENT
The algorithm proposed in this paper contains four ablation
factors, BiLSTM, SENet, SPP, and ResNet50. In this paper,
the following ablation analysis is performed to demonstrate
the effectiveness of the algorithm.

a) ResNet50 is used as the base network structure.

VOLUME 11, 2023 28185



H. Qi et al.: Real-Time Face Detection Method Based on Blink Detection

FIGURE 14. Accuracy and loss curves of NUAA dataset.

FIGURE 15. Accuracy and loss curves of CASIA-SURF dataset.

FIGURE 16. Accuracy and loss curves of CASIA-FASD dataset.

FIGURE 17. Comparison of NUAA dataset.

b) Add the BiLSTM module to the ResNet50 structure.
c) Add the SENet module to the ResNet50 structure.
d) Add the SPP module to the ResNet50 structure.

e) Add the BiLSTM, SENet, and SPP modules to the
ResNet50 network, which is the final algorithm designed in
this paper.
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FIGURE 18. Comparison of CASIA-SURF dataset.

FIGURE 19. Comparison of CASIA-FASD dataset.

TABLE 2. Comparison of different in face anti-spoofing models.

We have validated them on the NUAA, CASIA-SURF, and
CASIA-FASD datasets, respectively, and the experimental
accuracies are shown in Table 3. The comparison result plots
with the algorithm in this paper for item a) correspond to
Figures 17-19, respectively. From the above, it is clear that
the proposed algorithm in this paper has better results and
stronger generalization ability.

D. SINGLE-SHEET MODEL RECOGNITION RESULTS
The recognition effect of a picture randomly selected by
LBAS_Resnet50 on the NUAA dataset is shown in fig-

ure 20, where (a) represents the recognition effect of a
real face and (b) represents the recognition effect of a
false face. LBAS_Resnet50 can achieve correct classifi-
cation by randomly extracting images from the NUAA
dataset.

We use OpenCV to call the camera and use dilb for face
detection. Then use the model of this paper and blink detec-
tion for real-time recognition. One is a real face, and the other
is a face holding a mobile phone photo. The results are shown
in Figure 21, (a) is the recognition result of the real face, and
(b) is the result of the fake face recognition. It can be seen
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TABLE 3. Comparison of different in face anti-spoofing models.

FIGURE 20. NUAA identification result.

FIGURE 21. Real-time identification results.

that the LBAS_Resnet50model has a good effect on real-time
video recognition of real faces and non-real faces.

V. CONCLUSION
This paper proposes a real-time face detection method based
on blink detection called LBAS_Resnet50 to solve the prob-
lems of illumination and expression changes in the process
of real-time face recognition. The model takes ResNet50 as
the basic network structure and sends the texture features
extracted by the LBP algorithm into the basic network to
improve the tolerance to illumination in the recognition pro-
cess. Then by adding BiLSTM to obtain context informa-
tion, it is convenient to extract time series features, so as to
improve the accuracy of real-time recognition. At the same
time, the channel attention mechanism is added to extract
key feature information and assign important weights, and
SPP pooling is used to improve the robustness of the model.
Finally, the real face is judged by eye blink detection. The
experimental results indicate that the method proposed in this
paper has a good effect on the accuracy of anti-spoofing real-
time face recognition. Due to the different structures of paper,
electronic device screens and real faces, the facial images

acquired by cameras differ in brightness and illumination
information. In the next research, we will consider efficiently
separating brightness and reflected light features from RGB
images to further improve model performance. In addition,
wewill consider applying sparse representation to deep learn-
ing based on face recognition.
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