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ABSTRACT Image segmentation is an application area of computer vision and digital image processing
that partitions a digital image into multiple image regions or segments. This process involves extracting
a set of contours from the input digital image so that pixels belonging to a region share some common
characteristics or computed properties, such as color, texture, or intensity. The application domain of
image segmentation is widespread and includes video surveillance, object detection, traffic control system,
and medical imaging. The application of image segmentation techniques in the field of medical imaging
can be further subcategorized into virtual surgery simulation, diagnosis, a study of anatomical structures,
measurement of tissue volumes, location of tumours, and other pathologies. In this study, we have proposed
two new Convolutional Neural Network (CNN)-based models: (a) S-Net and (b) SA-Net (S-Net with
attention mechanism) to perform image segmentation tasks in the field of medical imaging, especially to
generate segmentation masks for brain tumours if present in brain Medical Resonance Imaging (MRI) scans.
Both proposed models were developed by considering U-Net as the base architecture. The newly proposed
models have leveraged the concept of ‘Merge Block’ to infuse both the local and global context and ‘Attention
Block’ to focus on the region of interest having a specific object. Additionally, it uses techniques, such as
data augmentation to utilize the available annotated samples more efficiently. The proposed models achieved
a Dice Similarity Coefficient (DSC) measures of 0.78 and 0.81 for the High-Grade Glioma (HGG) and
Low-Grade Glioma (LGG) datasets, respectively.

INDEX TERMS Attention block, brain tumour segmentation, convolutional neural network, deep learning,
high-grade glioma, low-grade glioma, merge block, U-Net.

I. INTRODUCTION
In the field of image segmentation, the adoption of
Deep Learning (DL)-based models [1], [2], [3], [4], [5],
[6], [9], [17], [25], [27], [30] is trending upwards, primarily
because they do not require a manual feature extraction
process and learn the features from the images directly.
A large number of application areas have utilized the
workflow strategy followed by a DL-based neural network
architecture such as object detection and recognition, object
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segmentation, object tracking, scene parsing, and medi-
cal image diagnosis. Among these application domains,
we considered object segmentation as the main domain
of this study. The object segmentation process divides an
image into different parts carrying different interpretations,
such as highlighting the damaged tissue, segmenting the
infected or damaged cell, and detecting a specific organ.
Different image segmentation techniques used earlier that
did not use the concept of the CNN are 1) Threshold-
based [36], [37], [38], 2) Edge Detection-based [40], [41],
3) Region-based [42], [43], and 4) Clustering-based [45]
methods. On the other hand, CNN-based model architectures
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were first introduced to perform canonical tasks related
to image classification [30] that can classify the whole
input image into a single label. In contrast, medical image
segmentation requires classifying each pixel of a given
input image by extracting pixel-level contextual information.
To solve the problem of medical image segmentation tasks
using the CNN architecture, some initial attempts were made
by Ronneberger et al. [4], who introduced the concept of U-
Net (as shown in FIGURE 1), which was developed based
on the works of Long et al. [32] using a Fully Convolutional
Network (FCN). Furthermore, based on the analysis of some
prior studies on neural network-based image segmentation
tasks that were implemented on light microscopy images for
the ISBI challenge held in 2015, it can be concluded that the
U-Net-basedmodel architecture achieves higher performance
measures than traditional DL-based image segmentation
methods. Moreover, these type of networks become faster as
the training processes consider a smaller number of annotated
training samples.

U-Net [4], [11], [15], [26] is a state-of-the-art medical
image segmentation technique that utilizes the concept of an
encoder-decoder architecture. In these type of segmentation
models, the concept of skip connections are used to concate-
nate the low-level, fine-grained features of the encoder or
‘contracting path’ to the high-level, coarse-grained features
of the decoder or ‘expansive path’. This concatenation
is useful for generating reconstructed fine-grained details
of the target segmented mask while performing medical
image segmentation tasks. The symmetrical structure of both
the ‘contracting’ and ‘expansive paths’ yields a U-shaped
architecture. On the other hand, the recreation of spatial
information through these concatenations may not provide
precise information because the features represented by these
down-sampling layers on the ‘contracting path’ are poor and
correspond to many lower-level features. These lower-level
features may highlight the irrelevant portions of the target
segmentation masks; hence, we need to incorporate some
attention mechanisms to highlight the relevant portions of the
segmentation masks.

On the other hand, attentionmechanism-basedU-Net mod-
els provide a better generalization of the networks, as they
always highlight the relevant activations while performing
the training. In this manner, we can reduce the requirements
of computational resources that are allocated to irrelevant
activations. The attention mechanism can be classified into
two categories: Hard attention and Soft attention. The
hard attention mechanism uses the cropping mechanism to
highlight the relevant regions while performing the image
segmentation task. This type of attention mechanism works
on a particular region at a time and uses a non-differentiable
approach; hence, it can not be back-propagated and requires
a reinforcement learning approach. On the other hand, the
soft attention mechanism uses a weighting approach to assign
higher weights to the relevant parts holding the regions of
interest and lower weights to the irrelevant parts that mainly
cover the background region of the image. In this approach,

FIGURE 1. Basic U-Net model [4].

we can incorporate the concept of back-propagation while
doing the training to learn the appropriate weight vector.

In this study, we implemented segmentation models by
considering U-Net as the base architecture that incorporates
the following key features to achieve higher performance
measures.

Key features of the proposed models are as follows:
• We designed a model by considering a lower
number of convolutional layers to define both the
down-convolution and up-convolution operations, hence
reducing the computational complexity without compro-
mising on the performance measures.

• Introduction of ‘merge block’ (refer to Section III-B) to
concatenate feature vectors from all the preceding layers
both in the ‘contracting path’ and ‘expansive path’. This
layer-wise concatenation increases the model accuracy
by accommodating the global and local context of the
input images during the training phase.

• The concept of the ‘attention block’ (as shown in
FIGURE 9) is also incorporated to focus only on
the regions of interest with specific objects like brain
tumours.

• Typical DL-based models have a prerequisite of having
a large dataset for training purposes. Whereas, the newly
proposed models have produced significantly better
results by training the model with a sufficiently small
number of labeled training samples that were populated
by using proper data augmentation techniques.

II. BACKGROUND AND RELATED WORKS
In the literature, there are different types of models such
as encoder-decoder-based, pyramid-based, parsing-based,
and many more. In our work, we considered an encoder-
decoder-based U-Net architecture to solve the problem
under consideration. In this section, we classified the
U-Net-based image segmentation models (as shown in
FIGURE 2 and TABLE 1) into the following primary
categories:

The first U-Net was introduced by Ronneberger et al. [4]
in 2015, which considered the basic workflow of a Fully
Convolutional Network (FCN) and incorporated the concept
of skip connection to concatenate the feature maps from
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TABLE 1. Details of U-net-based models at a glance.
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low- and high-level feature space to obtain fine-grained
output segmented mask.

In 2016, Cicek et al. [7] proposed a 3D U-Net model
for volumetric image segmentation. It follows both the
semi-automated and fully-automated approaches. In the
semi-automated setup, the user annotates some slices of the
volume to be segmented that are used to learn the network
so that the model could generate a dense 3D segmented
output. On the other hand, in the fully-automated approach,
the model uses sparsely annotated images as the training
samples. In the same year, another model known as V-Net
was proposed by Milletari et al. [8] for volumetric image
segmentation, which uses an end-to-end CNN model to
generate the segmented mask at once. The model also
considered a novel objective function based on the dice
coefficient metric to address the strong imbalance between
the number of foreground and background voxels. The model
also uses the concept of data augmentation to cope with a
limited amount of annotated training data.

In 2017, Badrinarayanan et al. [10] proposed an
encoder-decoder architecture known as SegNet, in which
the encoder network follows an identical structure to the
VGG16 network. The novelty of SegNet lies in the decoder
network that performs non-linear up-sampling and uses the
pooling indices computed in the max-pooling step of the
corresponding encoder.

In 2018, Oktay et al. [12] proposed an attention-based
U-Net that learns how to focus on the target region by
suppressing irrelevant parts and highlighting salient features
useful for a specific task. After that, Alom et al. [13]
designed a recurrent CNN model and a recurrent residual
CNN model utilizing the basic U-Net architecture. The
use of residual and recurrent residual blocks ensures better
segmentation results. In the same year, Zhou et al. [14]
proposed the U-Net++ model which is one of the most
powerful models for medical image segmentation. The
proposed model uses a series of nested dense skip pathways
to connect the sub-networks of the encoder and decoder
architecture.

In 2019, Feng et al. [18] used a cascaded framework such
that the output of one network becomes the input of another
network. Here the first blocks of the U-Net architecture
extract higher-level feature details, thus highlighting only
the areas of interest from the background region, and the
successive layers of the U-Net architecture extract lower-
level feature details, thereby generating a more accurate
target segmentation mask. Kolarik et al. [20] used the
concept of a dense block to resolve the vanishing gradient
problem owing to the deeper neural network architecture.
The network is created by modifying the ResNet architecture.
The number of connections between each layer becomes
denser as we concatenate the feature maps of all the previous
layers. Wu et al. [16] proposed a U-Net-based model that
utilizes the Generative Adversarial Network (GAN). The
U-GAN model architecture contains a densely connected
convolutional network and a novel Attention Gate (AG) in

feature propagation, thereby reducing the number of model
parameters. The model also learns to focus on the target
structure, without additional supervision. Yu et al. [19]
proposed a U-Net architecture based on the ResNet block
concept. Themodel uses a Residual block, which utilizes skip
connections to address the vanishing gradient problem caused
by a deeper neural network architecture.

In 2020, Zhang et al. [21] proposed a U-Net model
utilizing the concept of an inception block that incorporates
robustness into the shape and size of the kernels or filters.
Concatenation operations are also required to concatenate
the feature vector generated by applying different filters.
Khoong [22] proposed a U-Net model based on the concept
of an ensemble modeling approach that uses multiple
diverse base models and predicts an output by reducing the
generalization error of the prediction. Rehman et al. [23]
proposed a U-Net model known as BU-Net by considering
the Residual Extended Skip (RES) and Wide Context (WC)
blocks. It also uses a customized loss function to extract
more diverse features by increasing the valid receptive
field.

In 2021, Petit et al. [24] proposed a model that considers
transformer-based modeling techniques used to focus on the
global context. By combining the transformer with the U-Net
architecture, the performance of the model can be improved
by utilizing localized information.

There are many other U-Net variants such as Optimized
U-Net [35] and nnU-Net (No New U-Net) [29] for brain
tumour segmentation, Swin U-Net [34] for medical image
segmentation, D-UNet (Dimension fusion U-Net) [15] for
chronic stroke lesion segmentation, and many others.

III. THE PROPOSED MODELS
In this study, we devised different DL-based image segmenta-
tion models optimized in terms of the model parameters and
performance measures. Based on a detailed literature survey,
we learned that the selection of any particular CNN-based
model for the task of image segmentation boils down to the
trade-off between the number of model parameters and accu-
racy measures such as Intersection over Union (IoU) or Dice
Similarity Coefficient (DSC). By making an exhaustive study
of some popular encoder-decoder-based image segmentation
models like U-Net, Attention U-Net, Attention ResU-Net,
U-Net++, V-Net, SegNet, and BU-Net, we have observed that
models those are having a smaller number of model weight
parameters give poor results in terms of IoU and DSC except
for V-Net. On the other hand, if we increase the number
of model parameters the model may be over-fitted and also
take a lot of time during training, hence making the model
slower than the other models. More importantly, CNN-based
models that perform medical image diagnosis need to place
more emphasis on accuracy than speed during all three stages
(training, testing, and validation). In our model, we focused
on both the aspects: computation time and accuracy, to
design an optimized model for the task of medical image
segmentation.
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FIGURE 2. Chronological ordering of U-Net and its variants.

FIGURE 3. (a) Merged HGG dataset details; (b) Merged LGG dataset
details.

Both the proposed models were developed by considering
U-Net as the base architecture and change the shape
of the model asymmetrical in terms of the number of
down-convolution and up-convolution layers. Modifications
are also made to the CNN architecture by reducing the
number of convolutional layers and subsequently decreasing
the model weight parameters, which significantly reduced
the overall computational overhead. Moreover, the proposed
models achieved improved performance measures by incor-
porating two result-enhancement tools: ‘Merge block’ and
‘Attention block’. In the basic U-Net model, concatenation
is performed by considering the low- and high-level features
of the same layer. Whereas, in our proposed models,
we performed concatenation once after generating all the low-
or fine-grained features and high- or coarse-grained features

from all the down-convolution and up-convolution layers,
respectively. Furthermore, through this type of concatenation,
we can merge both the high-level contextual information of
the ‘expansive path’ to the spatial information preserved by
the ‘contracting path’ to generate fine-grained details of the
target segmentationmask. Themerging of spatial information
also helps preserve the resolution of the output segmentation
mask.

One of the proposed models also utilizes the concept of
attention mechanism to assign more weightage to the relevant
part of an image other than the irrelevant or background
part of the given input image. The weightage factor is
defined by a weight vector produced by the ‘attention block’
learned after a suitable training approach. The weight vector
carries weights that are higher on the relevant parts as they
correspond to the Region Of Interest (ROI) and lower on
the irrelevant parts of the input image as they correspond to
the background region. Once we obtain the weight vector,
we can perform multiplication between the weight vector
and the input image to generate a feature vector that can
be transformed into a target segmentation mask by applying
additional convolutional layers.

A. DATASET CREATION
As is well known, any optimum machine learning model
is always driven by the sufficient amount of data samples
that are aligned with the task we are performing. Therefore,
we must consider the data creation process explicitly and
separately. In this study, we used publicly available datasets
(BraTS 2018, BraTS 2019, BraTS 2020, and BraTS 2021).
The final datasets used by our proposed models were
obtained by performing tasks such as Data Acquisition, Data
Preprocessing, and Train-Test-Validation Splitting with Data
Augmentation. There are different datasets concerning the
year but we mainly considered only a few of them. First,
we collected the data and preprocessed them to create relevant
data points. We then created the train set, test set, and
validation set so that they could be propagated to the model.
After splitting the data samples, we applied the concept of
data augmentation to design models that are much more
robust against the variability of tumour shape and size.
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FIGURE 4. (a) – (h) Consecutive 2D brain tumour MRI slices carrying redundant information.

FIGURE 5. (a) – (p) Brain tumour slices with successive gaps of ten.

1) DATA ACQUISITION
We considered four benchmarked brain tumour datasets
BraTS 2018, BraTS 2019, BraTS 2020, and BraTS 2021.
Each BraTS dataset contains multimodal 3D brain MRIs (T1,
T1c, T2, and FLAIR) along with ground truth segmentation
masks annotated by medical experts using various MRI
scanners from 19 different institutions. Here, each of
the segmented mask contains three different sub-regions
of a tumour region – Whole Tumour (WT), Tumour
Core (TC), and Enhancing Tumour (ET). In our study,
we generated a segmentationmask based on the entire tumour
region. We downloaded BraTS datasets from an online
repository [28]. Each of the dataset contains both the HGG
and LGG types of brain tumour images to make the model
more robust against variability of data points concerning
the medical imaging domain. Gliomas are the primary types
of brain tumours and can be classified as HGG [44] and
LGG [39]. Furthermore, according to the World Health
Organization (WHO), Gliomas can be grouped according
to numerical grading structures (Grade I to Grade IV). For
example, Grades I and II are grouped as Low-Grade Gliomas
or LGG, while Grades III and IV are grouped as High-Grade
Gliomas or HGG [31]. We considered two different datasets
(HGG and LGG) for the proposed models. First, the HGG
dataset was created by taking 50 volumetric data points from
these four datasets (as shown in FIGURE 3(a)); hence, the
merged HGG dataset contains 200 volumetric multimodal
MRIs. On the other hand, each of the 25 images of the merged
LGG dataset were taken from three datasets, BraTS 2018,
BraTS 2019, and BraTS 2020 (as shown in FIGURE 3(b)),
respectively, creating a merged LGG dataset having
75 instances.

2) DATA PREPROCESSING
After gathering all the images, we applied preprocessing
techniques to convert these multimodal scans into the cor-
responding 2D images. Hence, from one single multimodal
MRI, we can generate several multiple 2D images. Here, the
merged HGG dataset contains 200 volumetric multimodal
MRIs, which were further transformed into 1760 2D images
before feeding into the proposed DL models. However, the
merged LGG dataset contains 75 volumetric instances, which
were then converted into 660 2D images. We have also used
Python’s SimpleITK library to convert the ‘.nii.gz’ format
in NumPy arrays. Additionally, each patient’s MRI scan
volumes were mapped onto the corresponding NumPy array,
which was constructed using a tuple of five elements (N, M,
S, H, W), where each element can be defined as follows:

N: The total number of HGG/LGG data points considered
in the dataset.

M: One of the four modalities (T1, T1c, T2, and
FLAIR)along with a segmented mask.

S: Total number of 2D slices corresponding to each MRI
3D volume imagery.

H: Height of the image.
W:Width of the image.
On the other hand, for each patient, a large number of

2D slices were present in the dataset. Moreover, as shown
in FIGURE 4, the consecutive 2D slices appear very similar
as they correspond to the same patient’s MRI data. Hence,
if we consider these consecutive 2D slices as our trained
data, the model may be over-fitted by these identical image
data. FIGURE 4 shows brain tumours MRI slices fetched
with a one-slice gap. For example, FIGURE 4(a) shows
the 60th brain tumour slice, and FIGURE 4(b) shows
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FIGURE 6. (a), (c), and (e) represent multiclass brain tumour
segmentation masks; (b), (d), and (f) represent binary segmentation
masks after applying threshold-based preprocessing techniques.

the 61st brain tumour slice; hence, both carry almost
identical (or redundant) information. On the other hand,
FIGURES 4(a) and 4(f) appear different, as they maintain a
higher slice gap with each other; hence they can be treated
as two different images while creating our training dataset.
In FIGURE 5, we show some of the two-dimensional (2D)
slices for each 3D volumetric multimodal MRI. Among these
slices, some are relevant and some are irrelevant as depending
on the coverage type (fully or partially) of the entire
brain region. Moreover, as shown in FIGURES 5(a)-5(f)
and FIGURES 5(l)-5(p), the slices that are captured near
the left or right boundary of the skull do not adequately
cover the entire brain region. To resolve this problem,
we considered only some of the middle slices, as shown in
FIGURES 5(g)-5(k), which are also non-consecutive. In our
dataset, we started the data collection from slice number
60 among 155 slices. Furthermore, we have taken the slices
five places apart; for example, if the current 2D brain image
is taken from a slice number 60, then the next 2D image
will be taken from the slice number 65 to decrease the
redundancy.

FIGURE 7. (a) and (b) represent the image and its corresponding
segmentation mask without image transformation, respectively;
(c) and (d) represent the image and its corresponding segmentation mask
with rotation, respectively; (e) and (f) represent the image and its
corresponding segmentation mask with horizontal flipping, respectively.

3) TRAIN-TEST-VALIDATION SPLITTING WITH DATA
AUGMENTATION
As we are designing a binary segmentation model, our
segmentation mask contains two regions: the tumour (whole
tumour) and the background region as shown in FIGURE 6.
Moreover, we need to apply a threshold-based preprocessing
technique to reduce the number of classes in the original seg-
mentedmask andmake them suitable for binary segmentation
tasks. Furthermore, we must evaluate model performance on
unseen data when exploring various model architectures. For
example, in a predictive model, we train the model on limited
data and evaluate it on unseen data. We divided the total
dataset into a train set, test set, and validation set. In our
proposed model, we created a training dataset from a merged
dataset containing four benchmark datasets BraTS 2018,
BraTS 2019, BraTS 2020, and BraTS 2021. As shown in
FIGURE 8, we divided the merged image dataset into an 80%
train set, 10% test set, and 10% validation set. Subsequently,
we applied the concept of data augmentation to deal with the
problem of limited data availability while doing the training.
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FIGURE 8. The train-test-validation splitting ratio on (a) Merged HGG
dataset; and (b) Merged LGG dataset.

In medical imaging, it is very difficult to collect a large
amount of data owing to ethical considerations followed by
medical practitioners. In addition, the data annotation process
takes enormous time and effort for medical practitioners,
thus making the process more complicated and expensive.
Therefore, data augmentation techniques are required to
make the model more robust against the variability of
the images in terms of the shape, size, and the relative
position of the tumour region. Hence, we should populate
our dataset with various images generated by applying image
transformation techniques like random rotation, flipping,
shear, translation, and so on. In our experiment, we have
considered two types of image transformation techniques:
random rotation in the range of 40◦ and horizontal flipping
around the y-axis.

a: RANDOM ROTATION
While performing image transformation using the random
rotation technique, we need to define an angle that can be
limited to 360◦. In our experiment, we limited the range to
40◦ to increase the number of images in all the data sources.

b: HORIZONTAL FLIPPING
Image flipping can be performed along the x- or y-axes,
depending on whether vertical or horizontal flipping is
performed. In the medical image analysis technique, the

TABLE 2. Number of images both before and after applying the data
augmentation for the HGG dataset.

TABLE 3. Number of images both before and after applying the data
augmentation for the LGG dataset.

image cannot be flipped vertically, resulting in upside-down
images. Hence, we applied horizontal flipping to generate the
left and right views of a brain tumour image. After applying
the above two image transformation techniques, we increased
the number of images in both the HGG and LGG datasets,
as shown in TABLE 2 and 3, respectively. FIGURE 7 also
shows the resultant images generated after applying various
image transformation techniques.

B. PROPOSED S-NET AND SA-NET MODEL
ARCHITECTURES
Here, we will describe the two proposed models in detail.
Section B.1 covers the architectural details, where we first
describe the architecture of the S-Net model and, then explain
the additional blocks that we incorporated to convert it into
the SA-Net model architecture. Section B.2 illustrates all the
mathematical formulations behind all the operations applied
to our proposed model architectures, and Section B.3 has
covered the hyperparameter tuning process applied while
training the model to achieve good segmentation results
w.r.t. various performance measures, such as IoU, and Dice
Coefficient.

1) DEFINING MODEL ARCHITECTURE
The network architectures of our proposed models consider
the basic U-Net as the baseline architecture and redefine the
structure of the ‘contracting’ and ‘expansive path’ to reduce
the computational overhead. As the original U-Net structure,
our models also consist of two main paths: i) the ‘contracting
path’ that encodes the whole image and ii) the ‘expansive
path’ that recovers the original resolution. Both encoding
and decoding activities were performed using five levels of
down-sampling and four levels of up-sampling computations,
respectively. At each level, the model utilizes the concept
of residual blocks considering only one convolutional layer
instead of two, thereby reducing the number of model weight
parameters. TABLE 4 shows the layer-wise feature map
details along with the related operations.

While defining the convolutional layer, we used a 3 × 3
kernel along with the ReLU activation function. The
models applied five convolutional layers with different
feature sizes (64, 128, 256, 512, and 1024), as shown in
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FIGURE 9. Diagram of attention block used in the proposed SA-Net.

FIGURES 10 and 11. Each convolutional layer is followed
by a pooling layer. We added two dropout layers with a
dropout rate of 0.2 at the end of the encoder stage and the
beginning of the decoder stage, respectively, to reduce the
problem of over-fitting. On the decoder side, we applied four
deconvolutional layers with different feature sizes (512, 256,
128, and 64). While applying the deconvolution operation,
an up-sampling layer is used to increase the dimension of
the feature maps so that we can get back the segmented
image having the same dimension as the input image. Unlike
the original U-Net model, we did not merge the feature
maps level-by-level; here, merging was performed using a
‘merge block’ once before applying the attention mechanism.
Furthermore, before merging, we equalized the dimension
of all feature maps generated by all convolutional and
deconvolutional layers.

Finally, after merging, the proposed SA-Net model
uses the concept of the ‘attention block’ (as shown in
FIGURE 9) before the final layer learns the target structure
by highlighting salient features of interest and suppressing
irrelevant regions not beneficial for a specific task. We have
the output feature maps of the ‘merge block’ and the final
up-sampled feature of the ‘expansive path’ as the two inputs
of the ‘attention block’. The feature representation from the
‘expansive path’ is transformed into a gating signal using
a convolutional layer and a Rectified Linear Unit (ReLU)
activation function. The gating signal and merged feature
vector of the ‘merge block’ are passed through convolutional
layers to perform feature addition. The output feature vector
is then transformed into a feature vector using the ReLU and
sigmoid activation functions. Finally, we do the up-sampling

to transform the feature vector to the corresponding weight
vector, which has the same resolution as the merged feature
vector. The final feature vector is generated by performing a
multiplication between the weighted feature vector and the
merged feature vector to generate a feature vector carrying
the weighted feature representation of the target segmentation
mask. Finally, we applied additional convolutional layers to
obtain the target binary segmentation mask.

2) MATHEMATICAL FORMULATION FOR DIFFERENT
OPERATIONS
The proposed models use the basic workflow followed
by the U-Net architecture, which consists of two paths: a
‘contracting path’ and an ‘expansive path’. Furthermore,
the structural details were changed to create a lightweight
model that has a smaller number of model parameters than
the basic U-Net model and can achieve better performance
measures. In the ‘contracting path’, we are designing the
down-convolution operation by using a sequence of con-
volutional layers with a ReLU activation function followed
by a max-pooling layer. In the ‘expansive path’, we design
an up-convolution operation using a sequence of up-
sampling layers. After the completion of successful feature
extraction from both the down-sampling and up-sampling
layers, we need to merge the features that involve another
two sub-operations namely feature equalization and feature
concatenation. Finally, we designed an ‘attention block’ that
uses two operations: The generation of the weight vector and
the attention function, to obtain the target segmentation mask
as shown in FIGURE 9.

a: CONTRACTING PATH
Here the ‘contracting path’ consists of repeated application of
only one convolutional layer instead of two as the basic U-Net
model. Each CNN layer is followed by a non-linear activation
function called ReLU and a down-sampling module that
consists of a max-pooling operation with a stride of 2.
After each down-sampling operation, the number of feature
channels get doubled.

i. DOWN-CONVOLUTION
While defining the down-convolution operation,
we must define the number of filters along with their
size. We must mention the padding related information
along with the activation function. In our proposed
models, we used different numbers of filters (e.g., 64,
128, 256, 512, and 1024) where the size of the filters
remained fixed (e.g., 3 × 3).

[nh, nw, nc] ∗ [f , f , nc] ⇒ [(nh + 2P−f + 1) ,

(nw + 2P−f + 1) , nf
]
(1)

where
nh: Height of the image,
nw: Width of the image,
f : Filter size,
nc: Number of channels in the image,
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FIGURE 10. The proposed S-Net model architecture.

FIGURE 11. The proposed SA-Net model architecture.

P: Used padding,
nf : Number of filters,
∗: Convolution operation.

ii. ReLU ACTIVATION FUNCTION
This is a non-linear activation function that outputs
the input directly if it is positive; otherwise, it outputs
zero. It is a very commonly used activation function
in neural networks, particularly in Convolutional
Neural Networks (CNNs) and multilayer perceptrons.
We used this activation function in all convolutional
layers present in both the ‘contracting path’ and
‘expansive path’ except the last layer or the final
layer.

σ (z) = max (z, 0) (2)

where σ : Activation function.

iii. MAX-POOLING
The type of pooling operation used in our pro-
posed models is max-pooling. While defining the
max-pooling operation we need to define the
stride length. In our proposed models, we used a
stride length of 2 to perform the pooling opera-
tion. For a feature map with dimensions [nh, nw,
nc], the dimensions of the output feature map
obtained after a pooling operation are calculated as
follows:

[
⌊
(nh + 2P−f )

s
+ 1⌋

]
,

[
⌊
(nw + 2P−f )

s
+ 1⌋

]
, nf

(3)

where s: Stride length.

VOLUME 11, 2023 28667



S. Roy et al.: Brain Tumour Segmentation Using S-Net and SA-Net

b: EXPANSIVE PATH
The ‘expansive path’ consists of an up-convolution operation
that halves the number of feature channels and is defined by
one 3 × 3 convolutional layer.

i. UP-CONVOLUTION
While defining the up-sampling or up-convolution
operation we need to define the up-sampling factors for
the rows and columns. In our proposedmodels, we used
an up-sampling factor of 2 for both rows and columns.
For a feature map with dimensions [nh, nw, nc], the
dimensions of the output feature map obtained after an
up-sampling operation are calculated as follows:

[nh × ur , nw × uc, nc] (4)

where
ur : Up-sampling factors for rows,
uc: Up-sampling factors for columns.

c: MERGE BLOCK
The merging operator is used to concatenate the feature
maps of both the ‘contracting path’ and ‘expansive path’.
Here merging operator is applied simultaneously and requires
some down-sampling and up-sampling operations to equalize
the feature vector before performing the final concatenation.

i. FEATURE EQUALIZATION
For a feature map with dimensions [nh1, nw1, nc1], if we
want to convert the input feature map to the output
feature map of dimensions [nh2, nw2, nc2] we need
to incorporate up-convolution and down-convolution
layers to transform the input feature map to the desired
output feature map. The number of down-convolution
and up-convolution layers will be determined by the
following rules as shown in Equations (5), (6), (7),
and (8), respectively. For simplicity we assume that the
images are square in size; hence h1 = w1 and h2 = w2.
Here, we formulate the equations by considering only
one form as follows:

Ifc1 > c2 then

a = c1/c2

else

a = c2/c1 (5)

Now the number of down-convolution layers is deter-
mined by a factor x such that:

2x = a (6)

Ifh1 > h2 then

b = h1/h2

else

b = h2/h1 (7)

Now the number of up-convolution layers is deter-
mined by a factor y such that:

2y− 1 = b (8)

ii. FEATURE CONCATENATION
If we want to concatenate the feature map of dimen-
sions [nh1, nw1, nc1] with a feature map of dimensions
[nh2, nw2, nc2], the output feature map can be calculated
using the following formula as shown in Equation (9).
In the concatenation operation, the height and width
of the two feature maps should be identical, hence,
we assume that h1 = h2 = h and w1 = w2 = w. Thus, the
dimension of the output feature map can be calculated
as follows: [

nh, nw, n(c1+c2)
]

(9)

where n(c1+c2): Merged channel.

d: ATTENTION BLOCK
After doing the merging operation, the merged feature vector
is applied to the ‘attention block’ alongwith the feature vector
generated by the ‘expansive path’. The output of the ‘attention
block’ is passed through two convolutional layers to obtain
the final output feature map with the same dimension as the
input image so that we can successfully generate the output
segmentation mask.

i. SIGMOID ACTIVATION FUNCTION
The sigmoid activation function is a special form of the
logistic function and is typically denoted by σ (x) or
sig (x). Sigmoid activation function most often shows
a return value in the range of 0 and 1. A sigmoid
activation function was used after the last convolution
operation. We also use this function in the ‘attention
block’. This is given by Equation (10):

σ (x) =
1

1 + exp (−x)
(10)

ii. ATTENTION FUNCTION
Given an intermediate feature map X ∈ RC1×H1×W1

and gating signal G ∈ RC2×H2×W2, with C1 or
C2 channels and feature maps of size H1 × W1 or
H2 × W2, we need to perform some linear mapping
to generate a feature map X′ in the RC1×H1×W1

dimensional space as shown in Equations (11) and (12).

X ′
= AG(X ) ⊗ X (11)

where
⊗ denotes element-wise multiplication, ⊕ denotes
element-wise addition, and AG(X ) ∈ RC1×H1×W1

is a three-dimensional weight map generated by the
corresponding Attention Gate (AG) module. Here, the
output of the Attention Gate module depends on the
whole feature map X.

AG(X ) = σ (φ(δ(ϕx(X ) ⊕ ϕg(G)))) (12)

where
σ : Sigmoid activation function,
δ: ReLU activation function,
φ: Linear transformation implemented as 1×1
convolution,
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ϕx : Linear transformation implemented on input X,
ϕg: Linear transformation implemented on gating
signal G.

3) HYPERPARAMETERS OF THE MODEL
Hyperparameter tuning is a critical task when designing a
CNN model. However, tuning measures may not follow a
standard format; instead, we get measures that depend on
different factors such as the type of dataset we use and, the
type of task we are performing.

• The learning rate, momentum, and decay values are set
to 0.001, 0.9, and 0.0005, respectively. These parameters
were fixed throughout the training process.

• We have considered two different types of optimizers:
Stochastic Gradient Descent (SGD) and Adam. In com-
parison, SGD outperformed Adam.

• ReLU is used as an activation function for all hidden
layers, while the sigmoid activation function is used
by the last layer only, as we are performing a binary
segmentation task.

• While tuning these parameters, we considered the most
popular loss functions suitable for semantic segmenta-
tion tasks. Among these loss functions, Binary Cross
Entropy (BCE) provides better performance measures
owing to the nature of binary segmentation tasks at hand.

• The proposed models give improved performance mea-
sures with a dropout rate of 0.2 among all the other
values, such as 0.5 and 0.1, respectively. We applied a
standard dropout [33], which sets the dropout rate to
0.2 for the middle layers.

• The proposed models were trained for epoch values 20,
50, 75, and 100.

• The kernel size and pool size are defined as 3 × 3
and 2 × 2, respectively, to make the models suitable for
the application under consideration.

• The proposed models were tested with batch sizes 16,
32, and 64. According to our observation, the increase
in batch size has a direct impact on the consumption
of the resources in terms of both CPU and memory
requirements. We experimented by keeping the batch
size fixed at 16.

IV. EXPERIMENTAL DETAILS
All implementation details, including the system speci-
fication, performance measures, and result analysis, are
explained in the following subsections.

A. SYSTEM SPECIFICATION
We used the Google Colab Pro+ environment, which allows
us to write and execute Python code designed for a specific
machine learning-based application through the browser.
Furthermore, no initial setup is required because it has
a built-in Jupyter notebook service that requires no setup
while providing resources, including Graphics Processing
Units (GPUs). The experimental environment consisted of

a Windows 10 operating system, Intel® Xeon® 2.30 GHz
Processors, 26 GB running memory (RAM), NVIDIA Tesla
P100-PCIE-16 GB GPU, and 129 GB disk space.

B. EVALUATION METRICS
To evaluate the performance of the proposed S-Net and
SA-Net models, we considered the Intersection over Union
(IoU), Dice Similarity Coefficient (DSC), Sensitivity, Speci-
ficity, and Accuracy as the figures of merit. These metrics
can be formulated using TP, FP, TN, and FN, which
are the abbreviations of the number of instances for true
positives, false positives, true negatives, and false negatives,
respectively. The metrics are defined as follows:

1) INTERSECTION OVER UNION (IoU)
This is calculated by considering the area of overlap between
the predicted segmentation result and ground truth result
divided by the area of union between the predicted mask and
ground truth mask.

IoU =
target ∩ prediction
target ∪ prediction

(13)

2) DICE SIMILARITY COEFFICIENT (DSC)
This is also a calculation of overlap-based metric to measure
the spatial overlap between the ground truth mask and
predicted mask.

DSC =
2 × (target ∩ prediction)
target + prediction

(14)

3) SENSITIVITY
It is the percentage of actual positive values correctly
identified.

Sensitivity =
TP

TP+ FN
(15)

4) SPECIFICITY
It is the percentage of actual negative values correctly
identified.

Specificity =
TN

TN + FP
(16)

5) ACCURACY
It is a probabilistic metric that measures the degree to
which the segmentation results agree with the ground truth
segmentation mask.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(17)

C. RESULTS AND ANALYSIS
In this section, we compare our proposed models with
other well-known models such as U-Net, Attention U-Net,
Attention ResU-Net, U-Net++, V-Net, SegNet, and BU-Net,
respectively. We considered only the U-Net-based models
as these are effectively and efficiently used in the field of
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TABLE 4. Layer-wise feature map details along with the related operations.

medical image segmentation tasks and have become state-of-
the-art DL-based image segmentation models by providing
consistent and good performance measures. In TABLE 5,
we have compared the models based on performance metrics
such as IoU, DSC, Sensitivity, Specificity, and Accuracy,
respectively. We run the experiment for four epochs: 20, 50,
75, and 100; and have recorded our observations accordingly.

In FIGURES 12-22, we considered the best performance
measures by taking the maximum metric value over all
epochs. FIGURES 12-16 show the performance measures
observed on the HGG dataset and FIGURES 17–21 show
the performance measures observed on the LGG dataset.
FIGURE 22 shows the number of model weight parameters
for each model under consideration. Moreover, FIGURE 23
shows how the performance of the SA-Net model improved
over epochs during the training phase.

We concluded the following observations based on the
results recorded in TABLE 5. The model-wise predicted seg-
mentation masks are also recorded in TABLE 6, considering
the HGG and LGG datasets separately.

1) Segmentation models with a larger number of model
weight parameters provide better segmentation results
in terms of IoU and DSC compared to models with
fewer model weight parameters.
a) In this section, we highlight the behavior of the

models based on the IoU scores observed on the
HGG dataset as shown in FIGURE 12.
• Models such as U-Net, Attention U-Net,
Attention ResU-Net, SegNet, and V-Net are

considering larger model weight parameters
and are providing better IoUmeasures of 77.38,
77.46, 77.47, 76.46, and 76.54, respectively.

• Models such as U-Net++ and BU-Net are
considering smaller model weight parame-
ters, yield poor performance measures in
terms of IoU measures of 65.27 and 73.21,
respectively.

• On the other hand, our two proposed models,
S-Net and SA-Net, give comparatively higher
IoU values of 77.36 and 77.61, respectively,
despite considering the smaller model weight
parameters.

b) In this section, we highlight the behavior of the
models based on the IoU scores observed on the
LGG dataset as shown in FIGURE 17.

• Models such as U-Net, Attention U-Net,
Attention ResU-Net, SegNet, and V-Net are
considering larger model weight parameters as
shown in FIGURE 22, and providing better IoU
measures of 80.66, 80.74, 80.41, 79.33, and
80.32, respectively.

• Models such as U-Net++ and BU-Net are
considering smaller model weight parame-
ters, provide poor performance measures in
terms of IoU measures of 70.61 and 74.89,
respectively.

• On the other hand, our two proposed models,
S-Net and SA-Net, give comparatively higher
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FIGURE 12. Model-wise comparison for IoU observed on HGG dataset.

FIGURE 13. Model-wise comparison for DSC observed on HGG dataset.

FIGURE 14. Model-wise comparison for Sensitivity observed on HGG
dataset.

IoU values of 80.77 and 81.01, respectively,
despite considering the smaller model weight
parameters.

2) Based on our observations, we conclude that the
number of model weight parameters depends on the
model architecture under consideration and is directly
influenced by the number of convolutional layers
present in the architecture. Furthermore, introducing
additional blocks such as the Attention block and/or

FIGURE 15. Model-wise comparison for Specificity observed on HGG
dataset.

FIGURE 16. Model-wise comparison for Accuracy observed on HGG
dataset.

FIGURE 17. Model-wise comparison for IoU observed on LGG dataset.

Residual block increases the number of model weight
parameters as shown in FIGURE 22.

a) The number of model weight parameters of
the proposed S-Net model has decreased by
26.75%, 38.34%, 41.02%, and 30.93% from the
U-Net, Attention U-Net, Attention ResU-Net,
and SegNet, respectively; as the model uses less
number of convolutional layers.
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TABLE 5. Comparative study among different models for HGG and LGG type datasets.

FIGURE 18. Model-wise comparison for DSC observed on LGG dataset.

FIGURE 19. Model-wise comparison for Sensitivity observed on LGG
dataset.

b) The number of model weight parameters of
the proposed SA-Net model has decreased by
25.80%, 37.53%, 40.26%, and 30.03% from the
U-Net, AttentionU-Net, Attention ResU-Net, and
SegNet models, respectively; as the model uses
fewer convolutional layers.

c) The number of model weight parameters of
Attention U-Net and Attention ResU-Net have

FIGURE 20. Model-wise comparison for Specificity observed on LGG
dataset.

FIGURE 21. Model-wise comparison for Accuracy observed on LGG
dataset.

increased by 18.79% and 24.20%, respectively,
from the basic U-Net model.

d) The number of model weight parameters of the
proposed SA-Net model has increased by only
1.30% compared to the proposed S-Net model,
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FIGURE 22. Model-wise comparison for the number of model weight
parameters.

as SA-Net has utilized the concept of an ‘attention
block’ to enhance the final segmentation result.

3) The proposed SA-Net model gives better performance
measures (IoU, DSC, Sensitivity, Specificity, and
Accuracy) for both the HGG and LGG datasets
compared to all the other models we implemented in
our study.

a) The performance measures for the newly pro-
posed SA-Net model were recorded for the
HGG dataset. For each performance measure, the
proposed model outperformed the others under
consideration as shown in FIGURES 12-16.

• The IoU measure has increased by 0.30%,
0.193%, 0.18%, 18.91%, 1.40%, 1.50%, and
6.01% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The DSC measure has increased by 0.32%,
0.22%, 0.21%, 18.78%, 1.37%, 1.46%, and
5.96% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The Sensitivity measure has increased by
1.18% and 0.47% compared to the Attention
U-Net and attention ResU-Net models, respec-
tively.

• The Specificity measure has increased by
0.30%, 0.08%, 0.20%, 28.49%, 2.39%, 2.56%,
and 8.79% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The Accuracy measure has increased by
0.29%, 0.08%, 0.20%, 28.37%, 2.32%, 2.49%,
and 8.73% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

b) The performance measures for the newly pro-
posed SA-Net model were recorded for the LGG

dataset below. For each performance measure, the
proposed model outperformed the others under
consideration as shown in FIGURES 17-21.

• The IoU measure has increased by 0.43%,
0.33%, 0.75%, 14.73%, 0.86%, 2.12%, and
8.17% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The DSC measure has increased by 0.46%,
0.32%, 0.70%, 14.66%, 0.82%, 2.06%, and
4.32% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The Sensitivity measure has increased by
1.19% compared to the Attention U-Net model.

• The Specificity measure has increased by
0.50%, 0.20%, 1.29%, 21.03%, 1.81%, 2.95%,
and 4.78% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The Accuracy measure has increased by
0.47%, 0.21%, 1.16%, 0.21%, 1.74%, 2.87%,
and 4.80% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

c) The performance measures for the newly pro-
posed S-Net model were recorded for the HGG
dataset. For each performance measure, the
proposed model outperformed the others under
consideration as shown in FIGURES 12-16.

• The IoU measure has increased by 18.52%,
1.07%, 1.18%, and 5.67% compared to
the U-Net++, V-Net, SegNet, and BU-Net,
respectively.

• The DSC measure has increased by 0.01%,
18.41%, 1.05%, 1.15%, and 5.64% compared
to the Attention U-Net, U-Net++, V-Net, Seg-
Net, BU-Net, respectively.

• The Sensitivity measure has increased by
1.02%, 2.93%, and 2.21% compared to the
U-Net, Attention U-Net, and Attention ResU-
Net models, respectively.

• The Specificity measure has increased by
27.60%, 1.67%, 1.84%, and 8.03% compared
to the U-Net++, V-Net, SegNet, and BU-Net,
respectively.

• The Accuracy measure has increased by
27.51%, 1.63%, 1.81%, and 8.00% compared
to the U-Net++, V-Net, SegNet, and BU-Net,
respectively.

d) The performance measures for the newly pro-
posed S-Net model were recorded for the LGG
dataset. For each performance measure, the
proposed model outperformed the others under
consideration as shown in FIGURES 17-21.
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FIGURE 23. The behaviour of the proposed SA-Net model in different epochs while doing the training.

• The IoU measure has increased by 0.14%,
0.04%, 0.45%, 14.39%, 0.56%, 1.81%, and
7.85% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The DSC measure has increased by 0.18%,
0.05%, 0.43%, 14.35%, 0.55%, 1.78%, and
4.04% compared to the U-Net, Attention
U-Net, Attention ResU-Net, U-Net++, V-Net,
SegNet, and BU-Net, respectively.

• The Specificity measure has increased by
0.66%, 20.29%, 1.18%, 2.31%, and 4.14%
compared to theAttentionResU-Net, U-Net++,
V-Net, SegNet, and BU-Net, respectively.

• The Accuracy measure has increased by
0.57%, 20.29%, 1.15%, 2.27%, and 4.19%
compared to the Attention ResU-Net, U-
Net++, V-Net, SegNet, and BU-Net, respec-
tively.

4) The proposed models exhibited improved performance
measures as the number of epochs increased during the
training phase. FIGURES 24(a), 24(c), 25(a), and 25(c)
clearly show that we achieved higher performance
measures at higher epoch values for the HGG and LGG
datasets, respectively.
a) The proposed S-Net model has scored the fol-

lowing increased performance measures on the
HGG dataset, as shown in FIGURE 24(a). With a
gradual increase in the epoch values, we achieved

better results in terms of different performance
measures.
• The IoU measure has increased by 0.74%,
0.87%, and 0.95% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The DSC measure has increased by 0.73%,
0.86%, and 0.94% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The Specificity measure has increased by
1.05%, 1.29%, and 1.44% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

• The Accuracy measure has increased by
1.05%, 1.27%, and 1.42% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

b) The proposed S-Net model scored the following
increased performance measures observed on the
LGG dataset, as shown in FIGURE 24(c). With a
gradual increase in the epoch values, we achieved
better results in terms of different performance
measures.
• The IoU measure has increased by 1.24%,
1.37%, and 1.39% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The DSC measure has increased by 1.23%,
1.35%, and 1.38% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The Specificity measure has increased by
1.44%, 1.62%, and 1.68% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.
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TABLE 6. Sampled images and their corresponding ground truth and
predicted output segmentation masks generated by each model.

• The Accuracy measure has increased by
1.44%, 1.61%, and 1.68% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

c) As shown in FIGURE 25(a), the performance
measures for the newly proposed SA-Net model
are recorded for the HGG dataset below. The
proposed model outperformed the other models
considered for each performance measure.

• The IoU measure has increased by 0.44%,
0.50%, and 0.53% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The DSC measure has increased by 0.43%,
0.52%, and 0.53% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The Specificity measure has increased by
0.65%, 0.88%, and 0.91% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

• The Accuracy measure has increased by
0.63%, 0.86%, and 0.88% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

d) As shown in FIGURE 25(c), the performance
measures for the newly proposed SA-Net model
are recorded for the LGG dataset. The proposed
model outperformed the other models and consid-
ered the following performance measures.

• The IoU measure has increased by 1.33%,
1.41%, and 1.44% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The DSC measure has increased by 1.30%,
1.37%, and 1.40% at epochs 50, 75, and 100,
respectively, w.r.t. epoch 20.

• The Specificity measure has increased by
1.87%, 2.07%, and 2.15% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

• The Accuracy measure has increased by
1.85%, 2.04%, and 2.11% at epochs 50, 75, and
100, respectively, w.r.t. epoch 20.

5) The proposed S-Net and SA-Net models give better
performance measures for the dropout rate of 0.2
applied only to the middle layers than the dropout rate
of 0.5 applied on the middle layers and the mixed
dropout rate of 0.2 at the input layer and 0.5 on both
the hidden and output layers, respectively as shown
in FIGURES 24(b), 24(d), 25(b), and 25(d). In the
following text, the mixed mode of 0.2 and 0.5 is
represented as (0.2 + 0.5). Furthermore, while tuning
the dropout rate, we considered the model weights only
for the epoch values of 20.

a) As shown in FIGURE 24(b), the proposed S-Net
model scored the following improved perfor-
mance measures observed on the HGG dataset.

• The IoU measure has increased with a dropout
rate of 0.2 by 1.12% and 0.50% from the
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The DSCmeasure has increased with a dropout
rate of 0.2 by 1.12% and 0.50% from the
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FIGURE 24. Different observations for the S-Net model.

dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

FIGURE 25. Different observations for the SA-Net model.

• The Specificity measure has increased with a
dropout rate of 0.2 by 1.40% and 0.74% from
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the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Accuracy measure has increased with a
dropout rate of 0.2 by 1.38% and 0.71% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

b) As shown in FIGURE 24(d), the proposed S-Net
model scored the following enhanced perfor-
mance measures observed on the LGG dataset.

• The IoU measure has increased with a dropout
rate of 0.2 by 2.43% and 5.63% from a
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The DSCmeasure has increased with a dropout
rate of 0.2 by 2.41% and 5.59% from the
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Specificity measure has increased with a
dropout rate of 0.2 by 2.93% and 7.12% from
a dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Accuracy measure has increased with a
dropout rate of 0.2 by 2.90% and 7.08% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

c) As shown in FIGURE 25(b), the proposed
SA-Net model scored the following enriched per-
formancemeasures observed on the HGG dataset.

• The IoU measure has increased with a dropout
rate of 0.2 by 0.18% and 1.11% from the
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The DSCmeasure has increased with a dropout
rate of 0.2 by 0.17% and 1.08% from a dropout
rate of 0.5 and a mixed dropout rate of (0.2 +
0.5), respectively.

• The Specificity measure has increased with a
dropout rate of 0.2 by 0.35% and 1.66% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Accuracy measure has increased with a
dropout rate of 0.2 by 0.33% and 1.62% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

d) As shown in FIGURE 25(d), the proposed
SA-Netmodel scored the following upgraded per-
formance measures observed on the LGG dataset.

• The IoU measure has increased with a dropout
rate of 0.2 by 0.65% and 2.66% from the
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The DSCmeasure has increased with a dropout
rate of 0.2 by 0.65% and 2.64% from the
dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Specificity measure has increased with a
dropout rate of 0.2 by 0.59% and 3.40% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

• The Accuracy measure has increased with a
dropout rate of 0.2 by 0.58% and 3.37% from
the dropout rate of 0.5 and a mixed dropout rate
of (0.2 + 0.5), respectively.

V. CONCLUSION AND FUTURE SCOPE
In this paper, we have introduced two new models, S-Net
and SA-Net, to perform the brain tumour segmentation
task in a binary mode. Both the proposed S-Net and
SA-Net model architectures have used U-Net as the baseline
architecture. The primary reason for selecting U-Net-based
models for comparison is because historically U-Net-based
models have provided better results in the field of medical
image segmentation tasks. The concepts of ‘Merge block’
and ‘Attention block’ are also used by these proposed model
architectures to get higher performance measures. Moreover,
the concept of a ‘Merge block’ is used to concatenate all the
features from all the preceding layers both in the ‘contracting
path’ and ‘expansive path’ by using a limited number of train-
ing samples populated utilizing various data augmentation
techniques. The proposed SA-Net model has incorporated
the concept of the ‘Attention block’ after the ‘Merge block’
so that the performance gets enhanced by focusing on the
area of interest having a tumour region. The proposed models
are evaluated on BraTS 2018, BraTS 2019, BraTS 2020,
and BraTS 2021 datasets. Both models have exhibited good
improvement considering various performance measures
(IoU, DSC, Sensitivity, Specificity, and Accuracy) when
compared with the baseline U-Net architecture. In our
work, we faced difficulties due to the limited available
computing environment; hence, the experiment was limited
to a maximum of 100 epochs only. In the future, we intend to
explore further by increasing the number of epochs as part of
an extension of our proposed work. Additionally, we intend to
explore the 3D-based networks to improve the performance
of the proposed segmentation models. Furthermore, the
process of hyperparameter tuning can also be enhanced
by using grid search and random search-based techniques.
In the future, we have plans to extend our experiment by
incorporating the comparison of newly proposed models with
non-U-Net-based models.
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