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ABSTRACT There has been an increase in customer churn over the past few years—customers decide not to
continue purchasing products or services from an organization. Customers’ data lie in two categories: soft and
hard. The term ‘‘hard data’’ refers to the records generated by various devices and programs, including but
not limited to smartphones, computers, sensors, smart meters, fleet management systems, call detail records
(CDRs), and consumer bank transaction data. On the other hand, information that is subject to interpretation
and viewpoint is known as ‘‘soft data.’’ Fusing these two types of data leads to better customer’s behavior
analysis. This paper uses a supervised machine learning algorithm, namely a decision tree (DT), and the
changeminingmethod tomodel hard data. K-means clustering, an unsupervisedmachine learning algorithm,
is also used along with the data preprocessing techniques. This paper also considers the Dempster-Shafer
theory and other steps for soft data modeling. By fusing soft and hard data, the churn rate of customers
compared with each other can be calculated. Besides, the customers’ banking data are leveraged for data
modeling. The results show that the banking industry will gain a more dynamic and efficient customer
relationship management system by using this model.

INDEX TERMS Change mining, customer churn analysis, customer relationship management, hard and
soft data fusion, machine learning.

I. INTRODUCTION
Organizations require innovation to meet new customer
needs, and business executives must make the right decisions
to succeed in today’s competitive marketplace. Decision-
making depends on data, information, and knowledge gath-
ered from different sources. The hidden knowledge extracted
from the data could be the source of competitive advantage
and differentiation for organizations. Given the intense mar-
ket competition and various choices of services and prod-
ucts facing customers, analyzing and predicting customer’s
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behavior can be critical for organizations, especially banks.
As one of the customer relationship management compo-
nents, customer maintenance is an essential strategy for cus-
tomer satisfaction and continuity of communication with
customers.

Customers disconnect from an organization or may reduce
their level of communication for obvious or hidden reasons.
With churn management, those customers can be identified.
‘‘Churn’’ indicates the loss of clients over a specific time
frame. Since acquiring a new customer is more costly than
retaining a current one, managers should consider these cus-
tomers for retention strategies. Churn may have different
meanings in different businesses. In this study, customers
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are labeled as churn and non-churn, using the definition
provided by experts based on the reduction in the number
of annual transactions and the annual customer account’s
average balance.

So far, the majority of works have focused on modeling
customer churn in the banking industry, but none of them
has fused hard and soft data in their analysis. This paper is
the first to study hard and soft data fusion using the decision
tree (DT) and the change mining method to analyze customer
churn behavior. Compared with previous studies, the main
advantage of this study is the inclusion of hard and soft data
fusion in customer churn analysis. Banking experts and man-
agers can use these analytics to change or refine marketing
strategies.

There are methods to handle some forms of uncertainty,
such as missing data, outliers, and noise that may occur in
real-world data. However, more than these methods is needed
to manage all types of uncertainties because the data in the
database do not include all the factors affecting customers’
behavior and decisions, such as political, economic, and
social factors. It is better to benefit from the diagnosis and
opinions of expert people to overcome the existing limitations
in diagnosing and measuring various uncertainties regarding
customers’ behavior with the help of a structured method.
Therefore, fusing hard and soft data seems necessary to bet-
ter analyze customer data, including banking customers on
whom the organization’s profit depends.

It is important to note that hard data cannot provide answers
regarding real results due to their limitations, such as their
inability to account for reasoning. A representative sample
size is also essential for generating reliable hard data. In cases
where it is impossible to collect a representative sample, it is
necessary to build an appropriate sample size. Due to the
necessity of representing a larger group well, this process can
be time-consuming and tedious. Soft data are helpful for busi-
nesses because they offer researchers a deeper understanding
of the subject matter. Hard data delivers facts, while soft data
delivers context to participants’ responses. It would therefore
be possible to reduce the limitations associated with each
type, increase the accuracy of the results, and analyze the
results more realistically by combining these two types of
data. As regards churn, various economic, political, and social
factors influence customer churn, making it impractical to
rely solely on hard data that only considers limited customer
characteristics and ignores a wide range of customer factors
affecting customer churn. Accordingly, soft data, such as
expert opinions, can improve hard data results and enhance
prediction accuracy and speed.

The proposed method is executed on the bank customers’
data in a specific country, and the findings are elaborated.
This method is transferable to other organizations or indus-
tries, including telecommunications, retail, and insurance,
which may experience customer churn in a dynamic business
environment.

Hence, the key contributions of this manuscript can be
recapitulated as follows:

• This paper measures the churn rate of customers com-
pared with each other with the help of fusing hard and
soft data instead of focusing on predicting customers’
churn separately.

• This paper considers the opinions of banking experts
about customers as soft data to analyze customer churn
as a source of decision-making and considers the finan-
cial, behavioral, and demographic data of customers as
hard data.

• This paper leverages the change mining method’s simi-
larity measure and machine learning techniques for hard
data modeling and the Dempster-Shafer theory for soft
data modeling.

The remainder of this manuscript is organized as follows:
In Section II, the related works are reviewed. The employed
techniques are presented in Section III. The research method-
ology is described in Section IV, and the analysis of the
results is provided in Section V. Finally, the manuscript is
concluded in Section VI.

II. RELATED WORKS
In this section, customer relationship management (CRM)
and customer churn concepts are discussed, and the related
works are reviewed; next, the DT and change mining meth-
ods, along with the Dempster-Shafer theory, are described.

A. CUSTOMER RELATIONSHIP MANAGEMENT
CRM has been recognized as an essential concept in busi-
ness recently. While no globally agreed definition for CRM
exists [1], [2], [3], [4], [5], all definitions describe it as an
integrated approach to customer acquisition and retention that
uses business intelligence to increase customer value [3].
CRM can be characterized as a cycle with four aspects
regarding the customer: identification, attraction, retention,
and development. These aspects assist businesses in discrim-
inating and directing resources toward themost profit-making
customer group [3], [6]. As one of the CRM components,
customer retention is an essential strategy for customer sat-
isfaction and communication continuity [7].

B. CUSTOMER CHURN
Customer churn is a term that implies the loss of customers
for various reasons. Churn management is a concept that
identifies customers who would like to transfer their demands
to a competing service provider [8]. In the following, some of
the research on customer churn is reviewed.

Ahn et al. used the transaction and tax information of the
customers of a mobile service company in Korea to inves-
tigate the factors affecting customer churn. In this study,
changing the regular customer transaction trend to a down-
ward trend or blocking by the company is considered a sign
of partial churn. Their results show a relationship between
changing the customer’s situation and the possibility of churn.
The technique used in this research is the logistic regression
method [9].
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Tsai and Lu research used one-year data from the commu-
nications industry to predict churn, where two hybrid models
were used to combine two backpropagation neural networks
and a self-organizing map. In the first hybrid model, the first
multi-layer perceptron (MLP) was leveraged for data reduc-
tion and the second MLP for prediction. In the second model,
the neural network used self-organized mapping, while MLP
was employed for prediction. A five-part cross-validation
method was used to assess the hybrid models. The results
showed better performance in combining MLPs with other
MLPs rather than in combining neural networks with self-
organizing maps. It was also shown that the second model
performed better than the case where the neural network was
used alone [10].

To improve prediction accuracy, Basiri et al. used
the ordered weighted averaging (OWA) operator. In this
approach, two prediction algorithms, namely bagging and
boosting classification trees as well as local linear model trees
(LOLIMOT), were employed. Using the optimistic exponen-
tial OWA operator, the decision lists of the underlying learned
classifiers were fused [11].

Miguéis et al. investigated the partial churn of store cus-
tomers. The study had five periods, and the second period
was considered as a reference. Compared with the refer-
ence period, customers who bought less than 40% in each
period were considered customers with partial churn. Indeed,
to detect a partial churn, each customer’s behavior is com-
pared with their past behavior [12].

In the study by Hassouna et al., researchers compared DTs
and logistic regression at a mobile supplier in the UK. They
used a balanced dataset (50% churner). The training data
included 19919 customers, the experimental data included
15519 customers, and the number of variables was 17. CART,
CHAID, and C5.0 DT algorithms were used for comparison
with logistic regression. The researchers used the receiver
operating characteristics (ROC) curve and accuracy to com-
pare the models. According to the results, the C5.0 algorithm
with an area under the curve (AUC) of 0.76 showed the best
performance [13].

Azeem et al. used a fuzzy classification algorithm to pre-
dict the churn of customers in the communication industry.
Features were selected based on domain knowledge, and
84 out of 722 variables were selected. The data were divided
into two parts: training data and test data. The researchers
used the sampling method to balance the dataset. Finally, they
compared the fuzzy classifier with non-fuzzy algorithms,
such as neural networks, logistic regression, DTs, and support
vector machines (SVMs). In this study, the C4.5 algorithm
with an AUC of 0.57 was the worst of the classifiers, and the
fuzzy classifier with an AUC of 0.68 was recognized as the
best algorithm [14].

Vijaya and Sivasankar research presented a methodology
based on the rough set theory to identify effective vari-
ables for predicting churned customers in the telecommuni-
cations industry. Selected attributes were assigned to group

classification techniques, such as bagging and boosting. The
model’s efficiency was evaluated by calculating its accuracy.
It was found that the model presented with group classifica-
tion techniques increased its accuracy to 95.13%, compared
with the single-classification model [15].

Alboukaey et al. considered customers’ daily behavior,
instead of monthly behavior, to predict churn. They pro-
posed four RFM-based (which is short for recency, frequency,
and monetary), statistics-based, long short-term memory
(LSTM)-based, and convolutional neural network (CNN)-
based models to predict churn. According to the results, daily
models performed significantly better than monthly models
in predicting churners more quickly and accurately [16].

Vo et al. utilized unstructured call log data, as opposed
to current approaches that are primarily based on structured
data, such as demographics and account history, to predict
customer churn [17].

Modelling and predicting customer churn have been con-
sidered in various industries, such as telecommunications,
insurance, and banking. Considering the focus of the current
research, a survey on customer churn research in the banking
industry is provided. Since churn analysis is highly dependent
on the definition of churn in the organization under consider-
ation, a different definition is given to conduct churn research
in each organization according to the organization’s charac-
teristics. The following are some of the churn definitions in
the banking industry.

In Gür Ali and Arıtürk research, according to the bank’s
definition, customers are defined as churners if their portfolio
size remains the same for six months below a threshold value.
The term ‘‘portfolio’’ refers to the amount of performance of
several customer accounts specified by the bank [18].

In Rosa research, weak relationships between the customer
and the bank indicate involuntary churn. A weak relationship
is a situation with the following conditions: 1) no transactions
have been recorded in each customer’s current account in the
past three months, and 2) every customer’s current account
balance is less than $50 [19].

In Safinejad et al. research, model indicators were
weighted during interviews with banking experts; these
indices cluster the customers. The value of each cluster was
calculated, and the most valuable clusters were selected.
A fuzzy inference model determined the degree of customer
churn of each valuable cluster in each season, and a neural
network predicted the future churn of every cluster. To create
a fuzzy inference system, according to bank experts, three
variables of account balance average (M), duration of the
relationship with the bank (L), and the number of customer
transactions (F) were considered as input variables for each
customer, and the churn degree was considered as an output
variable. For each of the three input variables, the states
were assumed to be high, medium, and low. Regarding the
three input variables and the three states for each one, this
fuzzy system had a maximum of 27 rules. These rules were
defined by the banking experts who represented the outputs
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for different input states. For example, if the average account
balance is high, the duration of the relationship with the bank
is high, and the number of transactions is high, then the degree
of churn is high [20].

Some of the previous research used the specific definition
provided by the bank to identify churning customers [18],
[19]. In those research that did not have a specific definition
by the bank, the opinion of banking experts was used to iden-
tify churning customers using techniques such as clustering
and neural networks [20], [21].

In the current study, according to banking experts, a cus-
tomer is a churner if their number of annual transactions and
the average annual account balance are reduced by 30%.

III. EMPLOYED TECHNIQUES
A. MACHINE LEARNING
This subsection presents one supervised and one unsuper-
vised machine learning technique, namely DT classification
and k-means clustering, respectively, that are made use of in
the current study.

Classification is a form of data analysis in which models
are extracted to describe essential data classes. Such mod-
els, known as classifiers, predict class labels. Two steps are
involved in data classification. In the learning step, a model is
built/learned, and in the classification step, that model is used
to predict class labels. Examples of classification algorithms
are simple Bayes, Bayesian networks, nearest neighbors, neu-
ral networks, DTs, and logistic regression [22]. DT is the
most widely employed algorithm in churn prediction, along
with neural networks, due to its interpretability, deployment
facility, and hierarchical structure; thus, it is presented as a
set of rules for decision-makers. The structure of DT com-
prises a decision node and a leaf node; the former is the
rule of decision for further data splitting, whereas the latter
represents the prediction. A split criterion is used to split the
data. C4.5, C5.0, CART, CHAID, and CTREE are the DT
algorithms used in this study, which differ according to the
type of target variable, the criterion of branching, and the
number of branches [23].

Clustering is the process of splitting data points into several
groups (i.e., clusters) so that data points in a given group are
more comparable and have similar characteristics compared
with data points in other groups. Clustering methods include
partitioning, hierarchical, fuzzy, and density-based [22]. One
of the partitioning methods is k-means, which is the most
straightforward and popular unsupervised machine learning
algorithm. The first group of randomly selected centroids is
used as the starting point for every cluster in the k-means
algorithm. The centroids are then optimized using iterative
calculations. Clustering evaluation is essential to assessing
the effectiveness of a clustering method in retrieving clus-
ters and analogizing the performance of different clustering
methods. There are two criteria for evaluating clustering
results: external evaluation and internal evaluation. The for-
mermainly tries to evaluate the performance of a cluster using

FIGURE 1. General procedure to recognize the change.

experts, while the latter evaluates the structure of clusters
created by clustering algorithms. Clustering results are evalu-
ated based on several different criteria. These indices measure
the similarities and differences between members within the
cluster. Therefore, the method that creates the most similarity
or difference within the cluster is considered the appropriate
method [24], [25].

B. CHANGE MINING
This approach usually divides the data into two categories
according to time. The patterns obtained from the two sets are
then compared. Different patterns are analyzed into different
categories, such as emerging patterns, patterns that disappear
over time, and patterns added in recent times [10], [26],
[27]. This paper describes the method of change mining as
described in [26].

According to Figure 1, recognizing changes in customer’s
behavior comprises three phases. Phase I extracts two sets of
rules from each interval database separately using DT analy-
sis. Phase II creates the changed rule set by utilizing the rule
matchingmethod based on comparing the two rules from each
set. Emerging, unexpected, and added/perished patterns are
types of rule changes extracted in Phase II. In order to comply
with the rules, the criteria of difference and similarity are
effectively defined. Phase III of the process involves a ranking
of the changed rules identified in Phase II in accordance
with the extent of the changes. Some symbols are defined in
Table 1 for the description of our rule change mining method.

A similarity criterion is defined as follows:

sij =


lij

∑
k∈Aij xijkcijyij

|Aij|
, if |Aij| ̸= 0

0, if |Aij| = 0
(1)

where lij
∑

k∈Aij xijk/|Aij| represents the similarity of the con-
ditional part and cijyij indicates the similarity of the conse-
quent part between r ti and r t+kj . When both parts between
r ti and r

t+k
j are identical, the similarity degree equals 1. The

similarity measure can range from 0 to 1.

C. DEMPSTER-SHAFER THEORY
The Dempster-Shafer theory provides a generalized expres-
sion for uncertainty by considering sets of propositions
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TABLE 1. Some symbols in the change mining method.

(rather than just one) and assigning an interval to each set
that includes the degree of belief for the set. It is particu-
larly helpful when each piece of evidence supports multiple
candidates’ conclusions, and the support of each conclusion
is determined by overlapping the contributions of various
pieces of evidence. As opposed to classical probability the-
ory, the Dempster-Shafer theory also allows some portion
of belief to remain unassigned so as to reflect relative igno-
rance when information is incomplete, thus being suitable for
knowledge representation in specific domains, notably legal
reasoning [28].

Assume a set of n mutually exclusive and exhaustive
propositions, 2 = {X0,X1, . . . ,Xn}, where 2 is called a
frame of discernment. 22 refers to the set of all subsets of
2 [29]. The opinion about a proposition x normally has the
form of

ωx =
(
b(x), d(x), u(x), a(x)

)
. (2)

According to the Dempster-Shafer theory, evidence is
assigned based on mass probability, denoted by m(x), where

m(x) ≥ 0; m(∅) = 0;
∑
x∈22

m(x) = 1. (3)

The support for a proposition is the total degree of belief for
that proposition, defined as

b(x) =

∑
y⊆x

m(y); x, y ∈ 22, (4)

and the disbelief for a proposition x is the belief for x̄, defined
as

d(x) =

∑
y∩x=∅

m(y); x, y ∈ 22. (5)

For a given set x, uncertainty is measured by the total belief
masses on supersets or partially overlapped sets of x,

u(x) =

∑
y∩x ̸=∅,y̸⊂x

m(y); x, y ∈ 22; x ̸= ∅ (6)

FIGURE 2. Proposed methodology phases.

where

b(x) + d(x) + u(x) = 1; x, y ∈ 22. (7)

The fourth element of (2), a(·), is known as the relative
atomicity, which is the number of atomic sets that any partic-
ular set x contains. The relative atomicity of a proposition x
relative to another proposition y is defined as

a(x|y) =
|x ∩ y|

|y|
. (8)

Another quantity is the probability expectation, denoted by
E(·), and is defined as

E(x) =

∑
y

m(y)a(x|y); x, y ∈ 22. (9)

Given any particular proposition x, E(x) is a mapping of ωx
onto the probability space [0, 1] and is the expected probabil-
ity of x being true such that∑

i

E(xi) = 1; xi ∈ 22. (10)

IV. RESEARCH METHODOLOGY
The proposed methodology comprises three main phases,
detailed in the following and illustrated in Figure 2 and
Figure 3.
In the following, a description of the presented methodol-

ogy is provided.
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FIGURE 3. Proposed methodology steps.

A. PHASE I - DATA COLLECTION AND PREPROCESSING
In the first phase, data must be collected and preprocessed.
For this study, data have been extracted from a bank’s
database in a specific country. In order to identify suit-
able variables for customer churn modeling in banking, past
research in the churn prediction of the banking industry
has been studied, and the variables used in them have been
extracted. In interviews with banking experts, these variables
and their impact on customer churn modeling were scruti-
nized. In these interviews, various variables were mentioned
for modeling bank customer’s churn behavior. The essen-
tial variables in describing and examining customer’s churn
behavior, according to the literature, are as follows:

• L: Length of the period of customer’s relationship with
the bank (year);

• F: Total number of annual customer’s account transac-
tions;

• M: Annual average of customer’s account balance.
These variables, along with some behavioral and

demographic variables, were provided to the researcher.
Data preprocessing is essential to ensuring the quality of
the findings. Some of the main preprocessing tasks are
handling missing values, outliers, and duplicate data as well
as feature selection, normalization, and discretization. The
general purpose of discrete methods is to convert continuous
features into several categories to extract knowledge from that
information. There are different discretization methods, such
as frequency-based discretization, entropy, and clustering.

This study makes use of the k-means clustering algorithm
to discretize and classify the LFM variables. Some criteria
provided by experts discretize other variables. This study
also uses the average silhouettes to select the best number
of clusters. Clustering with the highest average silhouette is
considered the best. With the help of experts, the results of
clustering the LFM variables (external clustering criterion)
have been evaluated.

B. PHASE II - DATA MODELING
1) HARD DATA MODELING
By extracting the behavioral patterns of churned customers
from the database with the help of a classification method,
such as the DT, a comparison has been made with the
behavioral patterns of selected customers, and the similar-
ity between them has been calculated with the help of the
change mining method’s similarity criteria. It is then possible
to determine whether the selected customers are churners.
The similarity value has been used as the output of the hard
data source. This paper names some customers as selected
customers to rate their churn, which is not included in the
database.

2) SOFT DATA MODELING
In soft data modeling, according to Acharya and Kam’s
research, the following five steps must be followed [29]:
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1) Ask some banking experts to rate the selected cus-
tomers based on their confidence in being churn, non-
churn, or uncertain. This study uses the opinions of
18 banking experts.

2) Randomly sample the data generated by banking
experts twice (each as a soft sourceW1 andW2).

3) Calculate (4)-(8) for the selected customers based on
the soft source of information using the Dempster-
Shafer theory.

4) Calculate the combined values of (4)-(8) obtained from
two soft sources for the selected customers based on the
soft source of information with the following relations:

b1,...,nx =

∑n
i=1 b

i
x(

∏
j̸=i u

j
x)∑n

i=1(
∏

j̸=i u
j
x) − (n− 1)(

∏n
i=1 u

i
x)
, (11)

d1,...,nx =

∑n
i=1 d

i
x(

∏
j̸=i u

j
x)∑n

i=1(
∏

j̸=i u
j
x) − (n− 1)(

∏n
i=1 u

i
x)
, (12)

u1,...,nx =

∏n
i=1 u

i
x∑n

i=1(
∏

j̸=i u
j
x) − (n− 1)(

∏n
i=1 u

i
x)
, (13)

a1,...,nx =

∑n
i=1[a

i
x(

∏
j̸=i u

j
x)(1 − uix)]∑n

i=1(
∏

j̸=i u
j
x) − n(

∏n
i=1 u

i
x)
. (14)

5) Calculate the values of EW1W2
P , EW1W2

S , and . . . for the
selected customers, including P, S, and etc., based on

E(x)1,...,n = b1,...,nx + (d1,...,nx × 0)+ (u1,...,nx × a1,...,nx ).
(15)

6) Perform steps 2 to 4 ten times and calculate the average
of the values obtained to ensure the reliability of the
results.

C. PHASE III - HARD AND SOFT DATA FUSION
Through the use of data obtained from the hard and soft
sources, the following fusion rule can be applied in order to
combine the sources [29]. This fusion rule is based on the
Bayesian law and total probability, and is demonstrated as

η(q1, . . . , qm) =

(
1 +

[
p1

1 − p1

f (q1, . . . , qm|1)
f (q1, . . . , qm|0)

]−1)−1

,

(16)

where p1 is the prior probability, f (·) is the joint probability
density function, and q1, . . . , qm corresponds to a specific
proposition (i.e., customer) and consists of values achieved
from all the sources regardless of their type. The data sources
are assumed to follow the beta distribution. Since the sources
are independent, the value of f (·) is the product of the values
of the probability density function of each source.

V. IMPLEMENTATION AND RESULTS
This section presents the methodology implementation and
results analysis.

A. DATA COLLECTION AND PREPROCESSING
One of the methods for discretizing data is clustering. Also,
the rules extracted from DT algorithms are compared with
selected customers’ behavior rules using the change mining
method that uses categorized features. Therefore, it is neces-
sary to have two rules that generate similar or approximately
similar ranges. Hence, the three most essential variables (i.e.,
L, F, and M) are classified using the k-means clustering
method, and the numerical ranges for the clusters are also
used to classify selected customer features.

All other features are discretized according to the criteria
stated by the banking experts. The clustering of LFM vari-
ables in the dataset is described below. The k-means cluster-
ing algorithm clustered the set of 4995 customers into two
clusters with very high and very small (outlier) data, so the
large cluster was re-clustered, and this process was repeated
over several steps. The results of clustering variable M are
presented in Table 2.

Since all customers’ average account balance is $33399.4,
the outliers of the first, second, and third stages are considered
as one cluster (high-mean cluster); the outliers of the fourth
stage are considered as another cluster (medium-mean clus-
ter), and the big cluster of the fourth stage is considered as
the third cluster (low-mean cluster). According to what was
mentioned about variable M, variable F was also clustered.
The results of clustering variable F are summarized in Table 3.
The total customer average is 1204 transactions. Therefore,

the outliers of the first and second stages are considered
as the first cluster (high transactional cluster), the outlying
cluster of the third stage is considered the second cluster
(medium-mean cluster), and the large cluster of the third stage
is considered as the third cluster (low-mean cluster). Variable
L is also classified into three clusters with a high (21 years),
average (10 years), and low (4 years) mean by the k-means
clustering algorithm. The mean and number of members per
cluster in the clustering of variable L are given in Table 4.

B. HARD DATA MODELING
This paper uses the bank dataset to employ the change mining
method and its similarity measure to calculate the similarity
between dataset churn rules and selected customers’ behavior
rules. The following steps extract customers’ behavioral rules
for this dataset. The selected customers’ behavioral similari-
ties with those rules are calculated by similarity measure.

1) EXTRACTING CUSTOMERS’ BEHAVIORAL RULES FROM
THE DATASET
In this step, different DT algorithms are compared with dif-
ferent criteria, and the best algorithm is selected.

Table 5 compares different DT algorithms based on three
criteria: accuracy, F-measure, and ROC. As can be seen in
Table 5, the CTREE algorithm has higher values of accu-
racy, F-measure, and ROC compared with the other algo-
rithms. These criteria have been also calculated for different
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TABLE 2. Clustering steps for variable M.

TABLE 3. Clustering steps for variable F.

TABLE 4. Characteristics of each cluster in the clustering of variable L.

TABLE 5. Comparison of DT algorithms (dataset is split into a
70 : 30 ratio).

algorithms based on train-test ratios of 70 : 30, 75 : 25, and
80 : 20, and the CTREE algorithm gained maximum values.
DT is plotted for data using the best algorithm gained from

the previous step, and the customers’ behavioral rules are
extracted. The rules are in the if-then form, where the con-
ditional part represents the customer’s behavioral, financial,
and sociological features, and the consequent part represents
the customer’s churn status. For example, the rule below
shows a non-churn, individual, and foreign customer with a
low annual average in the account balance and average annual
transaction who does not own a point of sale (POS) and is not
a member of the bank customer club:

• IF type= individual & foreigner AND annual average=

low AND transaction = average AND POS = no AND
club membership = no, THEN churn = no.

2) COMPUTING CUSTOMER’s BEHAVIORAL SIMILARITIES
The similarity of a customer’s behavioral pattern to the churn
patterns in the database can be considered hard data. The
higher the degree of similarity, the more likely a customer
will be a churner.

C. SOFT DATA MODELING
The soft data is also calculated according to the method
described in Phase III for two customers, P and S. The results
are shown in Table 6. After following steps one to six to

TABLE 6. Hard and soft data modeling outputs.

TABLE 7. Values of α and β for each source and hypothesis.

generate reliable soft data that well covers the opinions of
all participating experts and create a reliable average as the
final soft data, the final value obtained is combined with the
hard data. As can be seen in the table, the soft data value for
customers P and S is 0.585 and 0.384, respectively. These
values are actually the average of expectations, E(x), for each
of the customers, which contain the values of belief, disbelief,
and uncertainty of experts regarding the churn situation of
different customers.

D. HARD AND SOFT DATA FUSION
α and β values for each source are also listed in Table 7.
These values are considered symmetric for simplicity. The
prior probability for two customers, P and S, is assumed to
equal 1/2 for both. Finally, the values 0.956 and 0.671 are
obtained for P and S, respectively, indicating that customer
P is more churn than customer S with respect to hard and
soft data sources. This model can be used for any number
of customers, and their churn rate can be calculated. The
results can be used to improve the organization’s customer
relationship management system.

VI. CONCLUSION
The current study presented a customer churn model for
the banking industry based on fusing hard and soft data
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for churned customers in order to achieve high accuracy.
This was a gap not addressed in past research. Therefore,
in this study, considering a customer dataset, churned cus-
tomer’s behavior patterns were extracted using one of the
most commonly used classification algorithms, the decision
tree (DT). For this purpose, a relatively appropriate algorithm
was selected by comparing different DT algorithms. The
change mining method and its similarity measure were then
employed to compare the behavioral patterns of selected cus-
tomers with churned customers’ behavioral rules extracted
from the dataset to obtain hard data. The expert opinions
about the selected customers were also leveraged in order
to model soft data using the Dempster-Shafer theory. The
results of soft and hard sources were fused with the fusion
rule. The outcomes illustrated that the usage of the proposed
model by bank decision-makers can lead to a precise analysis
of customer churn rate and can modify banking policies to
have more efficient customer relationship management.
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