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ABSTRACT Autonomous mobile service robots are used to complete many tasks, such as cleaning, trans-
porting goods and monitoring. Such tasks usually require uninterrupted and continuous service. However,
the battery of the robot is limited and must be charged frequently. For a large number of robots, it is essential
to select a suitable charging pile. For this issue, we propose a path planning model for robots to intelligently
access a limited number of charging piles distributed on the map. The traditional path planning model mainly
considers the shortest path criterion to generate the path. Different from this, the path planning model in
this paper not only considers the shortest path, but also the service position of the robot after charging,
the remaining power of the robot, the state of the charging pile and the position of the robot in the map.
Our path planning assigns the most suitable charging pile to the robot that needs charging. To solve the
problem of high memory consumption and slow search speed when traditional A∗ algorithm is used for path
planning, we propose local memorial path planning (LMPP) algorithm to quickly generate effective paths.
The simulation results show that the proposed robot charging path planner can improve the robot service
satisfaction and plan the effective path to the available charging piles.

INDEX TERMS Autonomous mobile robot, service robot, path planning, robot charging.

I. INTRODUCTION
Service robots usually work in an indoor environment with
multiple charging piles, such as the handling robot [1] in the
warehouse, the disinfection robot [2] in the hospital, the sales
robot [3] in the shopping mall, and the patrol robot [4] in
the airport. They use various path planning algorithms for
navigation. The autonomous service robot can locate itself
on the map and navigate to the charging pile for charging
when the remaining power is lower than a certain threshold.
However, charging piles are expensive, and the available
charging piles are limited when a robot searches for charging
piles. At the same time, the remaining power of the robot
is limited. Under so many restrictions, how to improve the
efficiency and robustness of the robot to find the charging
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pile has been a challenge. We propose a robot path planner
to manage a limited number of available charging piles. The
planner considers the remaining power of the robot and the
service area of the robot after charging.

The traditional charging pile has no communication. The
robot perceives the state of the charging pile through the
visual sensor, so the robot needs to spend a large cost to obtain
the state of the charging pile. This is a limitation, because
inefficient planning may lead to waste of battery power and
even service interruption. The charging piles in this paper are
designed to communicate with each other, which is helpful
for the robot to search for the globally optimal charging pile.

On the other hand, the traditional path planning mainly
considers the shortest distance between the starting point and
the target point for path planning [5], [6], [7], [8], [9], [10],
[11], [12], [13], and completely ignores the remaining power
of the robot and the service area after charging. This method
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plans the most suitable charging pile according to the robot’s
position on the map, the remaining power and the service
area after charging. The traditional charging path planning
algorithm has a limit on the remaining power, but our
algorithm has no limit on the power. There are corresponding
path plans for different power levels. We give the simulation
results of this algorithm in different scenarios and discuss the
advantages of this algorithm compared with the traditional
path planning algorithm.

At the same time, aiming at the problem of limited com-
puting power and high delay requirement of path planning,
we propose a local memorial path planning algorithm, which
improves the speed of path planning and reduces the delay of
path planning.

Our contributions are as follows:
1) We consider the shortest distance and the service fre-

quency after charging, improve the service efficiency of the
robot, and prevent the robot from planning to the area where
it will not serve.

2) We propose a multistage charging model, which adapts
to different energy levels, has a higher success rate, and
improves the robustness of the robot in finding charging piles.

3)We propose the local memorial fast path planning, which
improves the speed of robot path planning and reduces the
delay of robot.

This paper is organized as follows. In Section II, the litera-
ture review is presented. Section III introduces preconditions
and multistage selection model for charging pile selection.
Section V presents the proposed LMPP algorithm to solve the
path planning in the multistage charging. Section VI presents
the simulation experiment and discussion about the proposed
path planning model and LMPP algorithm. The conclusion is
given in Section VI.

II. LITERATURE REVIEW
In the path planning of robot charging, the key problem
to be considered is to build the objective function of path
planning. Different application scenarios need to design the
corresponding objective function. Gao et al. [14] regarded the
unmanned aerial vehicle (UAV) delivery path planning as a
multi-objective path planning problem, that is, to minimize
the total cost while maximizing customer satisfaction, and
proposed a new genetic method with constraints based on
Non-dominant Sequencing Genetic Algorithm 2 (NSGA-II)
to optimize the multi-UAV path planning problem. Flores
Caballero et al. [15] regarded the total length of the path
as a single objective function for UAV path planning in a
continuous three-dimensional environment. Hou et al. [16]
proposed a comprehensive framework for multi-objective
electric vehicle path planning considering factors such as
driving distance, total time consumption, energy consump-
tion and charging cost, including various charging pricing
strategies. The charging pricing strategy was designed based
on the goal of maximizing the total revenue of the charging
station and balancing the profit of the charging station. The
method proposed in [16] was simulated on the street map

of Shenzhen to verify the effectiveness of multi-objective
charging path planning and the feasibility of charging pricing
strategy. Ding et al. [17] aimed at the charging problem of
electric vehicles as cleaning vehicles, combined with actual
traffic information and map information, built a path network
model based on time weight, queuing mechanism and charg-
ing calculation model. They adopted Dijkstra algorithm to
solve the path planning problem of electric vehicle charg-
ing with the path network model, charging station queuing
time and charging time as the parameters of the path plan-
ning objective function. Huang et al. [18] considered energy
consumption and distance in the objective function of path
planning and realized multi-objective path planning mainly
through energy consumption estimation model (ECEM) and
distance integrated estimation model (DIEM). For the path
planning of connected and non-connected automated road
vehicles on multi lane highways, Typalos et al. [19] regarded
the objective function of minimization includes: the objec-
tive of vehicle propulsion, passenger comfort, and avoidance
of collisions with other vehicles, of road departures and of
negative speeds. Wang et al. [13] proposed an improved
quantum particle swarm optimization algorithm for offline
path planning of underwater vehicles, which aims to sat-
isfy the three factors of path safety, path length and path
point angle change, and constructs a fitness function to
achieve multi-objective optimization. Yu et al. [8] established
a multi-objective function aiming at the shortest path and
the minimum number of cycles of automatic guided vehicle
(AGV), proposed a parallel ant colony optimization algorithm
for warehouse path planning, and obtained a path satisfying
the objective function. Qiuyun et al. [9] studied the AGV
path planning problem of the single production line in the
intelligentmanufacturingworkshop for thematerials required
by the AGV transportation machine tool, established a math-
ematical model with the shortest transportation time as the
objective function, and proposed an improved particle swarm
optimization algorithm (IPSO) to solve the optimal path.
Martinez et al. [10] proposed a genetic algorithm that can gen-
erate navigation waypoints, realize short distance and avoid
collision with obstacles. This algorithm used multi-objective
function to obtain waypoints, which considered the length of
the path, the distance from the waypoints to the obstacles,
and the probability of the final trajectory to cross an obstacle
within a safe zone.

In conclusion, we can see that the objective functions
of traditional path planning are designed as multi-objective
functions. For the path planning of robot charging, due to the
different charging limits of the robot, the idle time of each
charging pile is inconsistent, resulting in the need to con-
sider the objective function under different energy levels. The
design of objective function under different energy levels is
more andmore urgent.We employed the issue and proposed a
multistage objective function, which has strong adaptability.

The efficiency of robot charging path planning has been
restricting the popularization of robots. When the power of
the robot reaches the charging alarm threshold, the remaining
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power is not enough. If the efficiency of path planning is not
high, the heavy calculation will consume most of the energy
of the robot, which will make the robot unable to realize
charging. Many scholars have been studying how to improve
the efficiency of path planning. Ying et al. [11] improved
the Rapidly-exploring Random Trees (RRT) algorithm when
using the RRT algorithm for path planning of mobile robots,
and adopted obstacle expansion to solve the limitation of
long sampling time when the growing tree is close to the
obstacle area. Aiming at the problem that the narrow channel
robot is difficult to pass, the ‘‘bridge test’’ was introduced to
guide the robot to walk. The simulation results showed that
the improved RRT algorithm had shorter path, better time,
and higher efficiency. Petavratzis et al. [20] applied a mem-
ory technology to solve the chaotic path planning problem,
limiting the chaotic motion of the robot to the neighboring
cells with the least number of visits, thereby comprehensively
improving the performance. The numerical simulation results
showed that the number of multiple visits to the previous
cell can be significantly reduced. Zhao et al. [12] proposed
an empirical memory Q-learning (EMQL) algorithm based
on the continuous updating of the shortest distance from
the current state node to the starting point in order to solve
the problems of slow convergence and long planning path
when the robot uses the Q-learning algorithm to plan the
path in an unknown environment. The algorithm enhanced the
autonomous learning ability of the robot through the different
role assignment of the two tables. The EM table was a band
(m ∗ 1) dimension used to record distance information and
reflect the learning process of the robot. Q-table was used
as the assistant guidance of experience transfer strategy and
experience reuse strategy, so that the robot can complete the
task even when the target changes or the path was blocked.
The comparison results in planning time, iteration times and
path length showed that EMQL algorithm was superior to
Q-learning algorithm in convergence speed and optimiza-
tion ability. Zhang et al. [36] proposed a new multi-level
humanoid model motion planning method based on the
motion planning problem of mobile robots in complex indoor
environment, which can ensure efficiency, smoothness, pre-
dictability and flexibility under motion and environmental
constraints. Xie et al. [21] proposed a deep reinforcement
learning method of three-dimensional path planning based
on local information and relative distance for UAV path
planning, constructed a recursive neural network with time
memory to solve some observability problems by extracting
key information from historical state action sequences, con-
structed two sample memory pools, and proposed an adaptive
experience replay mechanism based on fault frequency. They
had successfully planned a reasonable three-dimensional path
with good obstacle avoidance in a large-scale complex envi-
ronment. Bayat et al. [37] proposed an optimization to obtain
the optimal and robust path planning solution for the environ-
ment with scattered obstacles based on the theory of charged
particles’ potential fields. They allocated potential functions
for each individual obstacle, and obtained the best path by

simultaneously achieving the trade-off between traversing
the shortest path and avoiding collision. The scalar decision
variable is used tomakemathematical calculation very simple
and the resulting path is non-oscillatory and collision-free.

For the current UAV path planning, the A∗ algorithm has
a large memory overhead and a slow search speed in the
planning process. Kong et al. [22] improved the A∗ algorithm.
Firstly, combining an anytime repair search framework with
a weighted A∗ algorithm to find a feasible path during the
search process. Secondly, aiming at the disadvantage that the
algorithm relies on low heuristic function weight, a double
ranking criterion is proposed to improve the efficiency of
the algorithm in approaching the optimal path in the iterative
process. Thirdly, in order to reduce the expansion times of
nodes in the planning process, the list storage constraint
is improved. We find that many paths are used frequently
in the path planning of indoor robots. Using this feature,
we improve the A∗ algorithm and propose the local memorial
path planning algorithm, which greatly improves the path
planning efficiency of indoor service robots.

III. PROBLEM MODEL
Since the path planner of the robot considers the remaining
power of the robot and the service area after charging in
this paper, some parameters need to be configured, such as
the probability of each robot near each charging pile. These
parameters will be described below.

A. LOCALIZATION AND COMMUNICATION SETUP
Suppose all mobile robots have a map of indoor environment.
It is also assumed that the robot can locate itself on the map
and get the position of the charging pile. Map and localization
of robot can be realized by using any SLAM (simultaneous
localization and mapping) module that is already available
in the literatures [23], [24], [25]. The navigation module
is also considered available. The robot service area � in
this paper uses grid map. The service region is decomposed
into several non-overlapping subareas, such as rooms. The
interface between the subareas is defined as the boundary-
crossing, such as the room door.

The service area is provided with n charging piles, m

subareas, r robots and u boundary-crossings. � =
m⋃
i=1
�i.

The coordinates of the ith charging pile in the grid map are
set as si(xsi , ysi ). The set of charging pile positions is set
as S = {s1, s2 · · · sn}. The coordinates of the ith boundary-
crossing are set as doori(xdoori , ydoori ) in the grid map. The
set of all boundary-crossings in the robot service area is set
as door� = {door1, door2 · · · dooru}.

Each charging pile is equipped with RFID electronic
tag [26]. The charging pile can record the number of times
that the robot passes by through RFID. The charging piles
communicate with each other through Wi-Fi, ZigBee, and
other modules. They can send broadcast instructions to the
robot, so that the robot can update the state of the charging
pile. The charging pile is equipped with a calculation module,
which can sense and calculate the charging state of the robot.
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B. CHARGING PILE STATE QUERY
The data stored by each robot includes the state Q of all
charging piles, the frequency K h of passing by each charging
pile in each period, and the coordinates S of all charging
piles.

The state of the charging piles is set as Q =

{((qs1 , qs1 , · · · , qs1 ), ψ)|0 ≤ qsi ≤ 1, qsi ∈ R}, where
qsi represents the charging state value of the charging pile.
qsi = 0 means that the charging pile si is idle and available.
qsi ̸= 0 indicates that there is a robot charging at the si
charging pile. ψ is the update time stamp of the charging pile
state.

If energy sensing is adopted for charging state of charging
pile, energy sensingmodule shall be added. In order to control
the cost of charging pile, the method of time allocation is
adopted. When the robot is charging at the charging pile si,
the calculation formula of the charging state value qsi is as
formula (1).

qsi =
tplan − tfulfil

tplan
, (1)

where tfulfil is the time that the charging pile has charged the
robot. tplan is the charging time allocated by the charging pile
to the robot. The calculation of tplan is as formula (2).

tplan =
r∑

h=1

ghfull − g
h
real

ghpertime
+ η, (2)

where ghfull is the full energy of battery of the hth robot,
ghpertime is the amount of electricity charged by the charging
pile to the robot per unit-time, gh

real
means the remaining

power, η is the adjustment factor.
The warning energy that the robot needs to be charged

is set as gh
alert

. If gh
real
≤ gh

alert
, the robot sends a charging

request to the charging pile. The current location of robot is
set as lhσ (x, y). The calculation formula for gh

alert
is calculated

in formula (3).

gh
alert
= ghperdis × d� + δ, (3)

where ghperdis is the energy consumed by the hth robot per unit
distance, d� is the diameter of the space serving the robot, δ
is the adjustment factor.

The charging pile constantly monitors its charging state.
The process of updating and sending charging state of charg-
ing pile is shown in Fig.1. When a robot is charging at the
charging pile, the state value of the charging pile is calculated
by formula (1).When no robot is charging at the charging pile
or the robot leaves the charging pile after charging, the value
of the charging state of the charging pile is 0. qsi |Q represents
the charging state of the si charging pile recorded in set Q.
When the value of charge state calculated by the monitoring
charging module is equal to the value of charge state recorded
in Q, that is, qsi |Q == qsi , it indicates that the state of charge
has not changed, and the charging pile continues to monitor
its own state of charge. When qsi |Q ̸= qsi , it indicates that
there is a change in the charging state, and the state value

TABLE 1. Charging pile specification.

qsi |Q of the si charging pile in Q is updated to the calculated
qsi , i.e., qsi |Q ← qsi . ℏ indicates the current time of the
system. Update ψ of Q to the current time of the system, i.e
ψ |Q ← ℏ. After Q set is updated, the charging pile sends
a copy of Q to other charging piles and robots through the
wireless communication module.

The robot constantly listens all the charging states Q′ sent
by the charging pile. The flow of the robot receiving all the
pile states is shown in Fig. 2.

Each charging pile also listens all the charging states Q′

sent by other charging piles all the time. The flow of charging
pile receiving all pile states is shown in Fig. 3.
The coordinates S of all charging piles stored by each robot

are shown in Table 1.

C. FREQUENCY OF THE ROBOT’S ACTIVITIES NEAR THE
CHARGING PILE AFTER CHARGING
Each charging pile is equipped with an RFID tag and an
RFID reader is installed on the robot body. The frequency
K of the robot passing by each charging pile in each time
period is related to the setting of the time period and the
electronic tag signal of the charging pile perceived by the
robot.

The set of time periods is set as T = {T1,T2, · · · Tm}. The
time of a day is divided into some periods by interval λwhich
is the period interval time. For example, a day can be divided
into time periods at intervals of 2 hours, where λ = 2. T is a
set of cycle periods, as shown in Figure 4.

The robot samples once every τ time and accumulates the
times of obtaining radio frequency signal from the charging
pile si. The total times of passing the charging pile si in time
period Tj is recorded as k tsi,Tj , and the calculation formulation
is as formula (4).

k tsi,Tj =t∈Tj
k t
′

si,Tj + 1, (4)

where k t
′

si,Tj represents the total number of times that the robot
passed the charging pile si last time. The quotient of t ′ and t
divided by λ is Tj. The number of times the robot encounters
the charging pile in the same period is accumulated. The
frequency of the hth robot passing si in Tj period is set as
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FIGURE 1. Flow diagram of updating and sending charging state of
charging pile.

phsi,Tj , and the calculation method is shown in formula (5).

phsi,Tj =
k tsi,Tj
n∑
i=1

k tsi,Tj

. (5)

The frequency K of all charging piles stored by r robots in
each period is a third-order tensor, as shown in Fig. 5.
K is expressed as shown at the bottom of the page.

D. MULTISTAGE CHARGING MODEL
Selection of the charging pile and path planning to charging
pile are completed by the mobile service robot, and each
robot completes the two tasks independently. In the working
process of robot, if the energy reaches the warning value gh

alert
,

but the robot is performing a very important task, it must
be charged after the task is completed. If the task is not

FIGURE 2. Flow diagram of robot receiving and updating all charging
states.

FIGURE 3. Flow diagram of charging pile receiving and updating all
charging states.

FIGURE 4. Cycle diagram of T .

performed or the task level is low, the charging calculation
may be performed.

K =

|
ph1s1,T1 ph1s2,T1 · · · ph1sn,T1
ph1s1,T2 ph1s2,T2 · · · ph1sn,T2
...

...
. . .

...

ph1s1,Tm ph1s2,Tm · · · ph1sn,Tm

|

ph2s1,T1 ph2s2,T1 · · · ph2sn,T1
ph2s1,T2 ph2s2,T2 · · · ph2sn,T2
...

...
. . .

...

ph2s1,Tm ph2s2,Tm · · · ph2sn,Tm

| · · · |

phrs1,T1 phrs2,T1 · · · phrsn,T1
phrs1,T2 phrs2,T2 · · · phrsn,T2
...

...
. . .

...

phrs1,Tm phrs2,Tm · · · phrsn,Tm

|


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FIGURE 5. K Model.

Let the distance that the hth robot can travel with the
remaining power be dhl , and the calculation method is as
shown in formula (6).

dhl = dhperpower (m/J )× g
h
real (J) , (6)

where dhperpower represents the distance travelled per unit
energy.

The robot uses radar, visual sensors [27], [28] and other
sensing devices to locate its own location lhσ , and uses the
state Q of all charging piles, the frequency set K of passing
through each charging pile in each period, and the coordinates
of all charging piles S to find a suitable charging pile.

In this paper, the symbol ‘· → ·’ is used to represent
the path, which is composed of many waypoints. The robot
navigates according to the ‘· → ·’ path. The path can be
obtained by path planning algorithms such as particle swarm
optimization [29] and A∗ algorithm [30]. After obtaining the
path, the distance between eachwaypoint is summed to obtain
the length dhlσ→si of the path of the robot from the current
location lhσ (x, y) to the charging pile si. dhlσ→si is normalized
by formula (7).

dnorm
h

lσ→si =
dhlσ→si − d

minh
lσ→si

dmaxh
lσ→si − d

minh
lσ→si

, (7)

where dminh
lσ→si and d

maxh
lσ→si represent the maximum and mini-

mum distance from the robot’s current position to all charging
stations respectively.

The robot first searches for the most suitable charging pile
in the set Q1 of idle and available charging piles, Q1 ={
si

∣∣qsi = 0
}
. When the most suitable charging pile is not

found in the Q1 set, the search range is expanded to the set

of charging piles Q2 that the robot is almost fully charged.
Q2 =

{
si

∣∣qsi ≥ qth }
, where qth is the threshold, 0 < qth < 1.

The normalized path set from the robot to each charging pile
in the Q1 set is: DQ1 = {d

norm
lσ→si |si ∈ Q1}. The normalized

path set from the robot to each charging pile in the Q2 set is:
DQ2 = {d

norm
lσ→si |si ∈ Q2}.

Some charging piles are deployed in areas where some
robots have never been able to go. If the robot is planned to
be charged at such a charging pile deployed in the area that is
not its service scope, it will take a certain amount of electricity
and time to return to its service area after the robot is charged.
It is necessary to select the charging pile close to the location
where the task is performed after the robot is charged. In this
way we can improve the response speed of the robot, reduce
redundant path planning, and improve the service satisfaction
of the robot. The robot evaluates which period the charging
time belongs to, and the calculation method is as shown in
formula (8).

T hj =

[
th0 + tplan

λ

]
, (8)

where th0 is the time when the robot sends a charging request,
and the operator [·] indicates rounding.
The robot charging model in this paper comprehensively

considers the distance from robot to charging pile and the
nearest charging pile after the robot is charged. The mul-
tistage charging optimization model applicable to various
remaining power is defined in formula (9), as shown at the
bottom of the page, where lhσ → s∗i represents the path
of the robot from the current location to the most suitable
charging pile. If the distance dhl can make the robot reach
all the charging piles in the set Q1, i.e. dhl ≥ max(DQ1 ), the

lhσ → s∗i =



argmax
si∈Q1

psi,Tj , d
h
l ≥ max(DQ1 )

argmax
si∈Q1

[(1− 1
|Q1|

)× psi,Tj +
1
|Q1|
× (1− dnormL→si )], min(DQ1 ) ≤ d

h
l < max(DQ1 )

argmax
si∈Q2

[ 1
|Q2|
× psi,Tj + (1− 1

|Q2|
)× (1− dnormL→si )], min(DQ2 ) ≤ d

h
l < min(DQ1 )

∅, others ,

(9)
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robot gives priority to the charging piles that are close to the
locationwhere the task is performed after being fully charged.

If the distance dhl can make the robot reach the charging
pile in the Q1 set, that is, min(DQ1 ) ≤ dhl < max(DQ1 ),
the model selects the charging pile that is closer to the robot
and has a higher frequency psi,Tj . In formula (9), |Q1| is the
number of all items in set Q1. It is shown in formula (9) that
the more the number of items, the greater the proportion of
frequency psi,Tj in path selection.

If the distance dhl cannot reach the charging pile in the set
Q1, the search range is expanded to select from the charging
pile setQ2. The charging piles in setQ2 are the ones on which
the robot is about to be full of electricity.

If min(DQ2 ) ≤ dL < min(DQ1 ) exists, the charging pile
with short distance should be preferentially selected. The
greater the number of charging piles in the set Q2, the greater
the proportion of the distance between the robot and the
charging pile in the robot selection.

After extending the search range, if min(DQ1 ) ≤ min(DQ2 )
appears, or if the charging pile is not selected in the setQ2, the
robot cannot search for the charging pile that can be charged.
The path from the robot to the charging pile is represented
by ∅, and the robot needs to wait or send a mobile charging
request or a request to be towed for charging. If the battery
of the robot is completely exhausted during the process, the
robot will stop in the middle of the tunnel. In this case,
we must manually or call the charging trailer to move the
robot to the charging pile or conduct mobile charging process.

After selecting the appropriate charging pile through our
model, how can we get the path from the robot to the charging
pile? In this paper, a fast path planning algorithm is proposed
to solve the path planning from the robot to the charging pile.

IV. LOCAL MEMORIAL PATH PLANNING
In order to solve the delay problem of path planning from
the robot to the charging pile and realize real-time fast path
planning, local memorial path planning (LMPP) algorithm is
proposed according to the characteristics of multiple rooms
in the indoor environment. The idea of this algorithm comes
from the fact that people always walk on the familiar road
without thinking when walking on the familiar road, because
the path planning of the familiar road has been kept in mind.
The flowchart of the LMPP algorithm is shown in Fig.6.

A. PRE-CONFIGURATION OF ALGORITHM
The preparation work of our algorithm is to build the local
path memorial banks, plan some paths with certain laws in
advance and store these paths in the path memorial banks.
Since the location of the charging pile is fixed, the path from
the boundary-crossing to the charging pile can be planned in
advance.

Firstly, we must determine the subarea where the charging
pile is located. The charging pile is a point in the map.
Determining the subarea of the charging pile is transformed
into determining which subarea a position X is in. In this

Algorithm 1 2X = Findsubreg(�,X )
// Search the subarea 2X where position X is located.
Initialize 2X
For all �j in �

If X ∈ �j then
Return 2X ← �j

Endif
Endfor

Algorithm 2 door2X = Finddoor(2X , door�)

//search the boundary-crossing set door2X of the subarea
2X .
Initialize k
For all (xi, yi) in 2X

For all doorj in door�
If (xdoorj , ydoorj ) = (xi, yi) then
door2X

k ← doorj
k = k + 1
door2X ← door2X

k
Endif

Endfor
Endfor

paper, the robot can use Algorithm 1 to determine the subarea
where the charging pile is located.

Next, the boundary-crossing set of the subarea where
the charging pile is located is determined. In this paper,
Algorithm 2 can be used to determine the boundary-crossing
set of the subarea where the charging pile is located.

Then, we need to build a local memory path bank M1
from the boundary-crossing to the charging pile. Since the
location of the charging pile is fixed, the path from the
charging pile to each boundary-crossing of the subarea can
be used as a local memory. The path from the charging pile
to the boundary-crossing of its subarea can be generated by
using the traditional path planning algorithm, and it can be
determined before the robot performs path planning. Set the
path memorial bank from the charging pile to the boundary-
crossing as M1 = {door

2si
k → si|i = 1, 2 · · · n, k =

1, 2 · · · u}, where door
2si
k → si indicates the path from the

kth boundary-crossing of the subarea2si where the charging
pile si is located to the charging pile si. There may be many
waypoints in the middle of this path. The algorithm for build-
ing M1 is shown in Algorithm 3.

In Algorithm 3, Sizeof (·) is to get the number of items.
Sizeof

(
door2si

)
indicates computing the number of items of

the boundary-crossing set of the subarea 2si . The Function
of Pathplan( , ) is the path planning by using A∗ and other
algorithms [31], [32], [33], [34] to generate a path between
two positions.

Finally, we need to build a memory bank of paths between
boundary-crossings. The boundary-crossing of each subarea
usually does not change any more, and the paths between
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FIGURE 6. Flow chart of local memorial path planning.
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Algorithm 3 Construction of M1 Local Path Memory Bank
From Charging Pile to Boundary
Input �, S
Output M1
InitializeM1
For all si in S
2si = Findsubreg(�, si(xsi , ysi ))// Find the subarea

where the charge pile is located.
door2si = Finddoor(2si , door�)// Search the

boundary-crossing set door2si of the subarea 2si .
For k = 1 : Sizeof(door2si )
door

2si
k → si = Pathplan(si(xsi , ysi ), door

2si
k )// Call

the path planning algorithm to generate a path.
M1← (door

2si
k → si)// Store the path into bank.

endfor
endfor

the boundary-crossings can be calculated and stored in the
boundary-crossing path bank. A reachable path can be con-
nected between two boundary-crossings in the same sub-
area, and it can be solved by Pathplan( , ). Assuming that
the path of two boundary-crossings in the same subarea
is door2k → door2k+j, the path memorial bank between
boundary-crossings is set as M2 = {door2k → door2k+j|k =
1, 2 · · · u, j = 1, 2 · · · u}. Adjacency linked list or adjacency
matrix can be used to store M2. The generation algorithm of
M2 is shown in Algorithm 4.
The recall algorithm for recalling the navigation path from

the X position to the Y position in the memory bank M is
shown in Algorithm 5, where [X · · · Y ] represents a sequence
of boundary-crossings between the two boundary-crossings.

Because the width of each boundary-crossing is often very
small, the robot encounters obstacles at some boundary-
crossingmore frequently at some time.When the robot passes
through these boundary-crossings, it is easy to be blocked,
which will cause the robot to re-plan the path, thus wast-
ing more time. A camera or infrared detection calculation
module can be installed at the boundary to count the number
of people or other objects passing through the boundary at
each time period. We record the total number of times of
passing pedestrians or other objects at the boundary in the
period Tj as ϑ tdoori,Tj , and the calculation method is shown in
formula (10).

ϑ tdoori,Tj =t∈Tj
ϑ t
′

doori,Tj + 1, (10)

where ϑ t
′

doori,Tj represents the total number of times that peo-
ple or other objects passed through the boundary-crossing
doori at the lastmoment. The quotient value of t ′ and t divided
by λ is Tj. the accumulation of the number of people or objects
passing through the boundary-crossing in the same period.
The frequency of people or other objects passing through the
boundary-crossing doori is set as ρdoori,Tj in Tj period, and

the calculation method is shown in formula (11).

ρdoori,Tj =
ϑ tdoori,Tj
µ∑
i=1
ϑ tdoori,Tj

, (11)

where 0 ≤ ρdoori,Tj < 1. 3 represents the set of probability
of robot encountering obstacles at each boundary:

3 =


ρdoor1,T1 ρdoor2,T1 · · · ρdoorµ,T1
ρdoor1,T2 ρdoor2,T2 · · · ρdoorµ,T2

...
...

...
...

ρdoor1,Tm ρdoor2,Tm · · · ρdoorµ,Tm

 .
Set the threshold value as θ . When ρdoori,Tj exceeds the

threshold value θ , it indicates that the robot has the high prob-
ability of encountering obstacles when crossing the bound-
ary, which will make the robot stay or be damaged. Before
path planning, the robot receives 3. When the range of θ is
between (0, 1), the LMPP algorithm performs obstacle avoid-
ance setting. Delete the boundary-crossing where ρdoori,Tj
exceeds the threshold θ from door�, M1 and M2, so as to
reduce the probability that the robot will encounter obstacles
at the boundary-crossing, and thus increase the overall time
for the robot to reach the charging station. When θ is set
to more than 1, the LMPP algorithm cancel the obstacle
avoidance.

B. MAIN PROCESS OF THE ALGORITHM
When the robot uses the LMPP algorithm proposed in this
paper for path planning, the robot first determines the location
lhσ using the locating algorithm, the location of the charging
pile si, the map of the service region�, the path memory bank
M2 between the boundary-crossings, the local path memory
bank M1 from the charging pile to the boundary-crossing,
the boundary-crossing set door�, and the probability meeting
obstacles set 3. These are inputs to the LMPP algorithm.
Firstly, Findsubreg(�,X ) algorithm is used to search the

subarea where the robot and the charging pile are located
respectively.

If the robot and the charging pile are in the same subarea,
the path from the current location lhσ of the robot to the
charging pile si is calculated by Pathplan( , ) whose function
is to use A∗ or other path planning algorithms to generate a
path between two positions.

If the robot and the charging pile are not in the same
subarea, the path from the robot to the charging pile consists
of three parts. The first part is the path from the robot to
the boundary-crossing. The second part is the path from the
boundary-crossing to the boundary-crossing, and the third
part is the path from the boundary-crossing to the charging
pile.

Part I: plan the path lhσ → door
2
lhσ

k ′ from robot to
boundary-crossing. Since the location of the robot lhσ is ran-
dom, the traditional path planning algorithm is used to solve
the path of the robot to the boundary-crossing.
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Algorithm 4 Generation Algorithm forM2

Input �, S
Output M2
InitializeM2
For all �j in �// Search all the subareas.

If Sizeof(door�j ) ≥ 2 then // If there are more than two boundary-crossings in a subarea, there will be a path
connecting tow boundary-crossings. Then, plan the path between the boundary-crossings in the subarea.

For k = 1: Sizeof(door�j )-1 // Find a path between all the boundary-crossings of a subarea.
For k ′ = k+ 1: Sizeof(door�j )
door

�j
k → door

�j
k ′ = Pathplan(door

�j
k , door

�j
k ′ )

//Call the path planning algorithm to generate a path.
M2← (door

�j
k → door

�j
k ′ )// Save the path into the bank.

Endfor
Endfor

Endif
Endfor

Part II: plan the path door
2
lhσ

k ′ → door
2si
k between

the boundary-crossings, that is, the path between the
boundary-crossing of the area where the robot is located
and the boundary-crossing of the area where the charging
pile is located. The path between the boundary-crossings
can form a graph. We can use Dijkstra algorithm to
obtain the boundary-crossing sequence of the shortest path
between the two boundary-crossings, and then recall the path
from the path memory bankM2 by using Algorithm 5.
Part III: plan path door

2si
k → si from the boundary-

crossing to the charging pile, that is, the path from the
boundary-crossing of the subarea where the charging pile is
located to the charging pile. To solve the path from the charg-
ing pile to the boundary-crossing, the method of recalling the
path from the memory bank M1 can be used. The path from
door

2si
k to si can be recalled from the memory bank by using

Algorithm 5.

Algorithm 5 X → Y = Recall([X · · · Y ], M )
// Find the path from X to Y in M .
For i = 1: Sizeof([X · · · Y ])-1

For j = 1: Sizeof(M )
If X |M == X |[X ···Y ] and Y |M == Y |[X ···Y ] then

X → Y+ = X → Y |M// The paths of several
boundary-crossings are connected in pairs.

Endif
Endfor

Endfor

Finally, it is judged whether the boundary-crossing
set of the subarea where the robot is located and the
boundary-crossing set of the subarea where the charging pile
is located are empty. If they are not empty, the recall step will
be continued. If they are empty or the path has been solved,
it will be returned.

The LMPP algorithm proposed in this paper is shown in
algorithm 6.

TABLE 2. Coordinates of the door.

TABLE 3. Charging station specification for the experiment.

In Algorithm 6, function of Dist( ) is to calculate the length
of the path. Many paths will be planned for each iteration, and
the path with the shortest distance will be selected.
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Algorithm 6 LMPP Algorithm

Input: �, si, lhσ , door�, 3,M1,M2
Output: lhσ → si, dhlσ→si // Generate the path from the current location of the robot to the charging pile.
2lhσ
← Findsubreg(�, lhσ )//Determine the subarea where the robot is located.

2si ← Findsubreg(�, si)//Determine the subarea where the charging pile is located.
If 2lhσ

== 2si then// Judge whether the robot and the charging pile are in the same subarea.
Pathplan(lhσ , si)// Traditional path planning algorithm is used for path planning.

Else
Initialize min
door

2
lhσ ← Finddoor(door�, lhσ )//Calculate the boundary-crossing set of the subarea where the robot is

located.
door2si ← Finddoor(door�, si)//Calculate the boundary-crossing set of the subarea where the charging pile

is located.
for all door

2
lhσ

k ′ in door
2
lhσ

for all door
2si
k in door2si

lhσ → door
2
lhσ

k ′ ← Pathplan(lhσ , door
2
lhσ

k ′ ,2lhσ
)

// Path from the current location of robot to boundary-crossing.
For all ρdoori,Tj in 3// The function of obstacle-avoiding.

If ρdoori,Tj > θ then
door ′� = Delete(doori, door�)//Remove the boundary-crossing exceeding the threshold from door�.
M ′2 = Delete(doori,M2)//Remove the boundary-crossing exceeding the threshold fromM2.
Endif

Endfor
[door

2
lhσ

k ′ · · · door
2si
k ]← Dijkstra (door

2
lhσ

k ′ , door
2si
k , door ′�)

// Boundary-crossing sequence from boundary-crossing to boundary-crossing.

door
2
lhσ

k ′ → door
2si
k ← Recall([door

2
lhσ

k ′ , door
2si
k ],M ′2)

// Path from boundary-crossing to boundary-crossing.
door

2si
k → si← Recall (door

2si
k , si,M1)

// Path from boundary-crossing to charging pile.

lhσ → s′i← lhσ → door
′2

lhσ
k + door

2
lhσ

k ′ → door
2si
k + door

2si
k → si

// Temporary path from boundary-crossing to charging pile.
If min < Dist(lhσ → s′i) then

min← Dist(lhσ → s′i)
lhσ → si← lhσ → s′i// Output the temporary path with the smallest distance.

endif
endfor

endfor
endif
dhlσ→si = Dist(lhσ → si) // Calculate the length of the shortest path.
Return lhσ → si, dhlσ→si

V. SIMULATION EXPERIMENT AND DISCUSSION
The simulation experiment was conducted in 100 ×100 grid
environment, as shown in Fig. 7. The lower left corner is
the coordinate origin. Black squares are obstacles, including
7 doors. 13 charging piles s1−13 are deployed. The number
and coordinates of each door are shown in Table 2.

Suppose that the state set Q and the coordinates of all the
charging piles are as shown in Table 3 at the timewhen a robot
sends a charging request. The moving cost of the robot in the
vertical direction and the diagonal direction is set as 1 unit-
grid and

√
2 unit-grid respectively. Our computing device

CPU is Intel ®CoreTM i5-9300H @ 2.40GHZ, memory
is 8GB (2667 MHZ). In the experiment, the charging piles
and the robot can communicate with each other. In the real-
world scenario, such a configuration can be easily established
using ROS [35] (robot operating system), which provides
the communication between robots. We tested the model and
algorithm in five different tests.

Test 1: The first test is to verify the running time of LMPP
algorithm proposed in this paper. The proposed local memory
path planning algorithm is compared with the traditional
A∗ algorithm [33]. We randomly selected the ten charging
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FIGURE 7. Experimental environment.

TABLE 4. The locations where robot sends recharging request.

request positions, as shown in Table 4. These 10 locations
can be used as the 10 possible locations for the robot to send
out charging requests, or as the locations for the robot path
planning when 10 robots send out recharging requests at the
same time, so that the robot can select charging piles and
perform path planning.

The time consumed by the traditional A∗ algorithm and
LMPP algorithm is shown in Fig. 8. The time consumed by

TABLE 5. Time value comparison of robot path planning in each random
locaition.

the robot at each random location is shown in Table 5. In the
10 randomly selected locations, the time variation of robot
calculation is also relatively large by traditional A∗ algorithm.
The path obtained by the traditional A∗ algorithm is long and
short. However, the calculation time of LMPP algorithm is
relatively slow, because our algorithm has stored some fixed
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FIGURE 8. Comparison of planning time of algorithms.

TABLE 6. Length of the planned path at 10 random locations.

paths, and only a few unknown paths need to call the A∗

algorithm, so the overall time is basically the same.
As shown in Fig. 8 and Table 5, the time consumption of the

LMPP algorithm proposed in this paper is obviously superior
to that of the traditional algorithm.

The comparison of the paths planned by the two algo-
rithms is shown in Fig. 9, and (1) - (10) is the location
No. of the robot requesting recharging. the path is indicated
by a green line. Fig. 9(1)a - (10)a are the paths planned
by the traditional A∗ algorithm starting from 10 locations,
and Figs. 9(1)b - (10)b are the paths planned by the LMPP
algorithm proposed in this paper starting from 10 locations.
The length of each path is shown in Table 6, whose unit is
unit-grid.

It can be seen from Fig. 9 and Table 6 that all path lengths
planned by the algorithm proposed in this paper are almost the
same as that planned by the traditional algorithm. However,
the speeds of the LMPP algorithm are much less than that of
the traditional A∗ algorithm. LMPP has certain advantages
and is applicable to the scenario of fast path planning.

Test 2: The purpose of this test is to verify the superi-
ority of the multistage model proposed in this paper. The
number of charging piles searched by the robot varies with
the change of threshold, as shown in Table 7. There are
13 charging piles in this test. 8 of these charging piles are

TABLE 7. Specification of search scope of charging pile.

idle, i.e, |Q1| = 8. The charging multistage model designed
in this paper expands the search range of the optimal charg-
ing pile and increases the probability of the robot obtaining
the optimal charging pile. As the set threshold qth becomes
smaller, more and more charging piles can be selected. When
the threshold is 0.9, the model expands the search range to 9.
When the threshold is 0.1, themodel expands the search range
to 13. The search range is getting larger and larger, and the
probability of obtaining the optimal charging pile is getting
higher and higher.

Test 3: The purpose of this test is to verify that when
the robot starts from the same starting location and under
different post charging activity probabilities phsi,Tj , whether
the model and algorithm proposed in this paper can find
a suitable charging pile. At the time when the robot sends
recharging requests, the initial location of the robot planning
path to find the charging pile is set as lhσ (80, 50), and the
robot plans a suitable path to the charging pile from this
location. qth is set as 0.1.Q1 = {s1, s2, s4, s7, s8, s10, s12, s13}
Q2 = {s3, s5, s6, s9, s11},maxD(Q1) = 103.5848,
minD(Q1) = 38.88854, maxD(Q2) = 88.67878, and
maxD(Q2) = 29.56512 are obtained according to Table 3.

Six conditions were conducted in this test. Table 8 lists
the probability of the robot moving near each charging pile.
Table 8 can be regarded as the probability of six robots mov-
ing near each charging pile during their respective charging
period. The condition serial number (1)-(6) is the correspond-
ing the robot number. The serial number of the condition
can be regarded as the serial number of the robot. Table 8
can also be regarded as the probability of a robot moving
near each charging pile in six different charging periods, and
the condition serial number corresponds to six different time
periods.

Three values are set for the distance dhl that the remaining
electric energy can travel, and the corresponding generated
path is shown in Fig. 10.

In (1) - (6) conditions, when dhl = 35, then min(DQ2 ) ≤
dhl < min(DQ1 ). The distance that the robot can travel is
limited, the robot expands the search range, and the robot
searches in Q1 and Q2 sets. Among all the charging piles,
the distance between the robot and s9 is the smallest, s9 ∈
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FIGURE 9. Comparison of planned paths at 10 random locations.
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FIGURE 9. (Continued.) Comparison of planned paths at 10 random locations.
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FIGURE 9. (Continued.) Comparison of planned paths at 10 random locations.
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FIGURE 9. (Continued.) Comparison of planned paths at 10 random locations.

TABLE 8. Probability of the robot moving near each charging pile.

Q2. At this time, the proportion of distance is too large. For
6 experiments, our algorithm selected the nearest s9. When
the distance that the robot can travel is very small, the robot
expands the search range and preferentially selects the nearest
charging pile.

When dhl = 80, then min(DQ1 ) ≤ dhl < max(DQ1 ).
The robot searches for charging piles in set Q1. At this time,
the proportion of probability is too large. In condition (1), the
probability of s12 is the largest, which is 0.376, and s12 ∈ Q1;
In condition (2), the probability of s12 is the largest, which is
0.34, and s10 ∈ Q1; In condition (3), The probability of all
charging stations is the same, which is 0.10. Our algorithm
selects the closer s13 because s13 ∈ Q1, but not s9 because
s9 /∈ Q1. Our algorithm selects the nearest charging pile
under the same probability, which shows the rationality of our
algorithm; In condition (4), our algorithm selects s13, s13 ∈
Q1. The probability of s13 is the largest among all charging
piles and it can be seen from Table 8 that ps13 = 0.150;
In condition (5), our algorithm selects s13, s13 ∈ Q1. The
probabilities of s1, s2 and s10 are greater than those of s13.
The distance from the starting point of the robot to s1, s2 and
s10 is greater than that to s13. Our algorithm selects s13 with
large probability and small distance; In condition (6), Our
algorithm selects s13, s13 ∈ Q1. Where, the probability of

s11 is the largest, but s11 /∈ Q1, then our algorithm does not
select s11. In the Q1 set, the probability of s13 is the largest.
When dhl = 120, dhl ≥ max(DQ1 ), the robot can travel a

long distance, and the charging pile with the highest activity
probability after charging is selected from Q1. s12, s10, s13,
s1 and s11 are selected respectively in condition (1), (2), (4),
(5), (6). It is known from Table 8 that ps12 is the largest in
condition (1), ps10 is the largest in condition (2), P13 is the
largest in condition (4), ps1 is the largest in condition (5), ps11
is the largest in condition (6). In condition (3), the probability
of charging piles is the same, and our algorithm selects the
nearest s9. It can be seen that our model and algorithm can
plan the most suitable charging pile.
Test 4: The purpose of this test is to verify whether the

robot can find a suitable charging pile using the model
and algorithm proposed in this paper from different starting
locations under the same activity probability after charging.
Assume that the activity probability after charging is shown
in Table 9.
We conducted 6 times and set six starting locations, whose

coordinates are shown in Table 10. The distance dhl that the
remaining electricity can travel is assumed to be 50, 80 and
120 respectively, and the corresponding generated paths are
shown in Fig. 11.
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FIGURE 10. Path comparison under the same starting point and different probabilities.
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FIGURE 10. (Continued.) Path comparison under the same starting point and different probabilities.

TABLE 9. Probability of robot activity near each charging pile corresponding to different start location.

TABLE 10. Coordinates of starting locations corresponding to different starting location.

In test of starting location No. (1), the coordinates of
the starting location are (92,43). When dhl = 50, then
min(DQ1 ) ≤ d

h
l < max(DQ1 ), our model selects s13, s13∈Q1;

When dhl = 80, then min(DQ1 ) ≤ dhl < max(DQ1 ), our
model selects s4, s4 ∈ Q1; When dhl = 120, dhl ≥ max(DQ1 ),
our model selects s4, In Q1, the probability of s4 is the
largest. In test of starting location No. (2), the coordinates

of the starting location are (96,80). When dhl = 50, then
min(DQ1 ) ≤ dhl < max(DQ1 ), our model selects s4, s4 ∈ Q1;
When dhl = 80, then min(DQ1 ) ≤ dhl < max(DQ1 ), our
model selects s4, s4 ∈ Q1; When dhl = 120, min(DQ1 ) ≤
dhl < max(DQ1 ), our model selects s4, s4 ∈ Q1. s4 has the
largest probability after charging. Under the condition that
the distance can be reached is small, our model selects s4
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FIGURE 11. Comparison of planned paths with different starting locations and the same probability.
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FIGURE 11. (Continued.) Comparison of planned paths with different starting locations and the same probability.

with the largest probability after charging. In test of starting
location No. (3), the coordinates of the starting location are
(4, 66). When dhl = 50, then dhl < minD(Q1). Since
dhl < minD(Q2), the robot does not have a path that can
be reached, and no path is planned; When dhl = 80, still
dhl < minD(Q1), Since dhl < minD(Q2), the robot does
not have a path that can be reached, and no path is planned;
When dhl = 120, then min(DQ1 ) ≤ dhl < max(DQ1 ),
our model selects s8, s8 ∈ Q1. In test of starting location
No. (4), the coordinates of the starting point are (40, 75).
When dhl = 50,min(DQ1 ) ≤ dhl < max(DQ1 ), our model
selects s2, s2 ∈ Q1; When dhl = 80, then min(DQ1 ) ≤
dhl < max(DQ1 ), our model selects s2; When dhl = 120,
then min(DQ1 ) ≤ dhl < max(DQ1 ), our model selects s2.
In test of starting point No. (5), the coordinates of the starting
point are (18, 66). When dhl = 50, then dhl < minD(Q1),
Since dhl < minD(Q2), the robot does not have a path that
can be reached, and no path is planned; When dhl = 80,
then min(DQ2 ) ≤ dhl < max(DQ1 ), Our model extends the
robot search range to Q2. our model selects s3, s3 ∈ Q2.
The probability of s3 is not the largest, but its distance from
the robot is relatively small. InQ2, the probability of s11 is the
largest, but the robot is far from s11; When dhl = 120, then
min(DQ1 ) ≤ dhl < max(DQ1 ), our model selects s8, s8 ∈ Q1.
In test of starting point No. (6), the coordinates of the starting
location are (4, 71), When dhl = 50, dhl = 80 and dhl = 120,
all min(DQ1 ) ≤ dhl < max(DQ1 ), our model selects s1, The
distance from the starting location to s1 is the minimum.

TABLE 11. Locations of charging request in obstacle avoidance test.

TABLE 12. Probability of encountering obstacles at each
boundary-crossing (door).

From the results of Test 3 and Test 4, we can see that
our path planning model has strong flexibility and can adapt
to different scenarios. Our charging path planning model is
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TABLE 13. Comparison of the time value from each random position to the charging pile in the obstacle avoidance experiment.

TABLE 14. The length of the planned path at 10 random locations in the obstacle avoidance experiment.

robust. The robot can plan an appropriate path under various
remaining power conditions.

Test 5: This experiment is to verify the adaptability of
obstacle avoidance of LMPP algorithm proposed in this
paper. Since the LMPP in this paper considers the char-
acteristics of the boundary-crossing, the obstacle-avoiding
function selection is added. We have verified the necessity
of adding obstacle avoidance function to LMPP algorithm.
When 0 < θ < 1, LMPP algorithm has obstacle avoidance
function. When θ > 1, LMPP algorithm cancels obsta-
cle avoidance function. We compared the time of LMPP
algorithm to complete the charging task in these two cases.
We assume that the running speed of the robot is 0.5 unit-
grid/s. We randomly selected ten charging request locations,
as shown in Table 11. These ten locations can be used as ten
possible locations for robots to send charging requests, and
also as locations for robot path planning when 10 robots send
charging requests at the same time.When the robot completes
the charging task, it is necessary to select the charging pile and
plan the path. Due to the focus on obstacle avoidance, we set

the probability of activity after charging to be the same, with
a value of 0.1. At the same time, it is assumed that the robot
has sufficient residual power.

The probability of encountering obstacles at each
boundary-crossing (door) is set as shown in Table 12. When
the robot encounters obstacles at the boundary-crossing,
it needs to stop and re-plan, ormake a detour, whichwill delay
the time. We assume that the delay time when encountering
obstacles is 200s.

For the case of 0 < θ < 1, we assume θ = 0.3. The
time consumed by LMPP algorithm with obstacle avoidance
(0 < θ < 1) and without obstacle avoidance (θ ≥ 1) at
each random location is shown in Table 13. In both cases, the
average time consumed by the robot to reach the charging pile
is 47.62692624s and 87.55829709s respectively. In the sec-
ond and tenth locations of the 10 randomly selected locations,
the robot uses the LMPP algorithm with obstacle avoidance
function to avoid the boundary-crossing with high probability
of encountering obstacles, so that the time for the robot
to reach the charging pile does not increase. However, the
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FIGURE 12. Planned paths with different locations in the obstacle avoidance experiment.
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FIGURE 12. (Continued.) Planned paths with different locations in the obstacle avoidance experiment.
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path planned by LMPP algorithm without obstacle avoidance
function meets the boundary-crossing with high probability
of encountering obstacles, which increases the time to reach
the charging pile.

The paths planned by LMPP algorithm with obstacle
avoidance (0 < θ < 1) and without obstacle avoidance
(θ ≥ 1) are shown in Fig. 12.

(1) - (10) are the number of locations where the robot
requests charging, and the paths are represented by green
bold lines in Fig.12. Fig. 12(1)a - (10)a show the paths
obtained by LMPP algorithm with obstacle avoidance func-
tion. Fig. 12(1)b - (10)b show the paths obtained by LMPP
algorithm without obstacle avoidance function. The length of
each path is shown in Table 14, whose unit is unit-grid.

As can be seen from Table 14, when the robot completes
the charging task, the LMPP algorithm spends less time
when the obstacle avoidance function is turned on than the
average time when the obstacle avoidance function is not
turned on. However, according to Fig. 12 and Table 14,
we find that the path planned by LMPP algorithm with the
obstacle avoidance function is not the worst. The path length
planned with the obstacle avoidance function turned on is
only slightly different from that planned without the obstacle
avoidance function, but the average time to reach the charging
pile is quite different. Therefore, it is necessary to turn on
the obstacle avoidance function of the LMPP algorithm to
effectively avoid the boundary-crossing with high probability
of encountering obstacles, so that the robot can complete
charging in less time.

VI. CONCLUSION
Robots need to be charged frequently to provide continuous
service. We propose an intelligent multistage path planner
model for accessing distributed charging piles on indoor map.
Based on the communication between charging piles, the
model considers the distance that the robot can travel with
the remaining power and the range of the robot’s activi-
ties after charging. When the robot can reach the charging
pile, we plan the robot to the area with frequent activities.
The multistage path planning model in this paper can make
the robot choose the charging pile according to the dis-
tance of the remaining power and adopt the step planning,
which has strong adaptability. The experiment and simulation
show that our model can select the appropriate charging
pile.

In the process of robot path planning, we designed a local
memorial path planning algorithm to effectively improve
the efficiency of robot path planning. The experimental
results show that the algorithm is superior to the traditional
algorithms.
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