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ABSTRACT To solve the problem of the low signal-to-noise ratio and fault features can only be extracted
from a single scale of traditional convolutional neural network (CNN) in vibration-based bearing fault
diagnosis, this paper proposes a new multi-scale residual attention and multi-channel network (MSCNet),
which can effectively reduce noise and fully extract meaningful features from different scales of the signal.
The proposed method combines filtering methods to remove redundant parts and noise in the signal, and
multiple filtered signals are input into the proposed CNN. The proposed CNN can perform multi-scale
feature extraction on the signal and make the network focus on valuable information in the feature through
the residual attention mechanism. Therefore, MSCNet achieves better performance. Experimental results on
the published bearing datasets at the Paderborn University and the University of Ottawa show that MSCNet
achieves 94.28% and 96.6% accuracy in strong noise environments, while outperforming five state-of-the-art
(SOTA) networks in terms of accuracy.

INDEX TERMS Convolutional neural network (CNN), bearing fault diagnosis, multi-scale feature extrac-

tion, multi-channel network.

I. INTRODUCTION
Bearings are the basic components of rotating machinery.
The health condition of bearings has an enormous influence
on the stable operation of rotating machinery. Since rotating
machinery usually works under harsh conditions of heavy
load and strong noise, bearings are prone to failure, which
may cause serious losses to operators [1]. Therefore, it is
especially important to develop an intelligent diagnosis sys-
tem that can accurately identify motor bearing faults.
Traditional intelligent bearing fault diagnosis models are
usually composed of signal processing methods and machine
learning (ML) methods [2]. These models first need to pre-
process the acquired signal using signal processing meth-
ods, such as envelope analysis [3], wavelet transform [4],
Hilbert-Huang transform [5], and nonlinear mode decom-
position [6], etc. The features of the processing results are
manually extracted [7] and then input to the machine learning
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method to obtain the diagnosis results. Some classic MLs
have been widely used in intelligent bearing fault diagno-
sis, for example, k-nearest neighbor [8], linear discriminant
analysis [9], naive Bayes [10], support vector machine [11],
etc. Although these studies have made great contributions
to intelligent fault diagnosis, manually extracted features are
usually highly dependent on expert knowledge. Furthermore,
the performance of MLs strongly depends on the quality
of manual features [12]. Finally, shallow network architec-
tures are often unable to effectively learn complex nonlinear
relations [13].

In recent years, convolutional neural networks (CNNs)
have attracted extensive attention due to their excellent per-
formance in dealing with complex nonlinear features. CNN
can remove information irrelevant to faults in vibration sig-
nals and learn complex nonlinear relations between features,
thereby achieving better performance than MLs. Because
of these advantages, CNN-based intelligent bearing fault
diagnosis models have been widely proposed. For example,
Gao et al. [14] proposed a CNN, the Nesterov momentum is
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used to improve the capability to find the best solution, and
the adaptive learning rate is used to improve the generaliza-
tion capability of CNN. The results show that the proposed
model substantially improves the convergence performance.
Wang et al. [15] input the two-dimensional image based
on singular value decomposition into CNN to effectively
solve the problem of edge information loss. Shen et al. [16]
introduced the concept of multi-label classification and suc-
cessfully completed fault diagnosis in the missing label.
Wang et al. [17] proposed a multi-input multi-task CNN
based on time-domain signals, frequency-domain signals, and
time-frequency graphs, which can effectively improve the
accuracy of the model.

Although the above studies successfully prove the superi-
ority of CNNSs, these models still have some unresolved tech-
nical issues. These issues make them extremely challenging
to apply in environments with strong noise and varying speeds
and loads. The first technical issue is the multiscale prop-
erties of vibration signals. When the bearing fails, periodic
impulses are generated due to the impact on the fault point.
Then, the impulses are distributed on different time scales
due to the large changes in the speed and load, as well as the
different types and degrees of faults [18]. However, existing
CNN models only use a single receptive field and cannot
effectively extract fault features from different time scales.
The second technical problem is noise pollution. Sensors
collect vibration signals not only on target bearings but also
environmental noise and vibration signals from other parts
of rotating machinery. Due to the relatively low energy of
the impulse excitation generated by the fault, the impulse is
heavily polluted by these irrelevant noises [19]. The existing
CNN model has a low tolerance to noise, which is easy to
cause misdiagnosis.

To overcome the above-mentioned technical problems,
researchers have conducted intensive studies. For example,
Chen et al. [20] introduced a multi-scale CNN with parallel
branches of four kernel sizes for bearing fault diagnosis. But
the proposed model lacks an interaction strategy between
different branches. Liu et al. [21] design an optimal sparse
wavelet decomposition to extract multi-scale signals, and
then the extracted signals are used as the input of a par-
allel CNN. However, the proposed model is highly depen-
dent on the optimal sparse wavelet decomposition and has
a large computational burden. Shi et al. [22] proposed a
parallel CNN with kernel sizes of geometric series to extract
multi-scale features and introduces the introduction of resid-
ual connections to prevent the loss of useful information.
But the proposed model has the same problem as [20] which
lacks the interaction strategies between different branches.
Liu et al. [23] proposed a multi-scale parallel CNN con-
sisting of three branches with different kernel sizes. How-
ever, the kernel size is too small, and the receptive field is
limited, which makes the model easy to fall into the local
optimum. In addition, the number of parameters of the pro-
posed model is huge, which makes it difficult to apply to
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real scenarios. In summary, most of the existing research
uses kernels of assorted sizes to complete multi-scale feature
extraction. However, features at different scales are com-
pletely isolated and lack interaction, which limits the learning
capability of the model.

Most of the existing CNN-based fault diagnosis research
introduced attention mechanisms to overcome the prob-
lem of noise pollution. The attention mechanism can adap-
tively select the most key features while suppressing useless
noise. The weights automatically generated based on learning
greatly reduce the computational burden, so attention mech-
anisms are mostly lightweight and easy to implement. For
example, Jin et al. [24] propose an adaptive anti-noise neural
network (AAnNet). AAnNet employs a random sampling
strategy and a modified attention mechanism for bearing
fault diagnosis under heavy noise and varying load condi-
tions. However, AAnNet is done at a single feature scale.
Fang et al. [25] proposed a CNN with better anti-noise capa-
bility and domain adaptability and studied the splitting of fea-
ture maps to greatly reduce the number of parameters. But the
proposed model only considers spatial attention. In summary,
most of the existing research does not integrate multi-scale
and attention at the same time, which limits the richness
of features. In addition, we observe limited improvement in
the signal-to-noise ratio (SNR) by the attention mechanism.
The most fundamental reason is that it is extremely diffi-
cult for CNN to learn fault features directly from vibration
signals [18]. This result motivates us to introduce filtering
techniques to preprocess the vibration signal to reduce the
influence of unwanted noise and further improve the perfor-
mance of the model.

To overcome the two technical problems mentioned above,
this article proposes a bearing fault diagnosis model called
multi-scale residual attention and multi-channel network
(MSCNet). In the proposed model, the morphological fil-
ter [26] and the mean filter [27] are introduced, which allow
the network to learn rich features from the impulse signal
and the noise-reduced signal. A parallel network of two chan-
nels extracts features from the impulse signal and the noise-
reduced signal, respectively. Then, the features extracted by
the dual-channel network are fused, which can help CNN to
identify faults from more diverse perspectives. In the pro-
posed network, a multi-scale feature extraction (MFE) mod-
ule is adopted to extract multi-scale features and a residual
learning feature extraction (RAFE) module is used to focus on
key features in different scales to suppress redundant noise.
The MFE module introduces wide-kernel convolution [28]
and improved Res2Net, allowing CNN to extract diverse
multi-scale features under a large receptive field. The hier-
archical structure of the improved Res2Net can enhance the
interaction between different time scales and enhance the
learning capability of the model. At the same time,
the improved Res2Net can complete feature extraction with
fewer parameters than the original Res2Net [29]. The RAFE
module adopts a parallel mechanism of channel attention
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FIGURE 1. Overall architecture of MSCNet.

and spatial attention and introduces a residual mechanism
to suppress the degradation of the network. Based on pub-
lished bearing vibration datasets, experimental results show
that MSCNet can achieve better performance than five state-
of-the-art (SOTA) networks. The main contributions of this
article are summarized as follows.

1) In this paper, the morphological filter and mean filter
are combined with CNN, and the proposed parallel
dual-channel network can extract representative fea-
tures from the pulse signal and the noise reduction
signal.

2) The proposed network consists of full connections of
MFE and RAFE. MFE is a combination of wide-kernel
convolution and improved Res2Net. This combina-
tion successfully solves the problem of traditional
multi-scale CNN extracting features in a narrow recep-
tive field and lacking interaction between different
scales. RAFE considers parallel channel attention and
spatial attention and residual connection. RAFE can
make full use of the learned multi-scale features and
suppress the network degradation problem, and it is a
lightweight solution.

3) Based on the above improvements, a bearing fault diag-
nosis model based on MSCNet is formed. The proposed
model successfully classifies accurately under strong
noise and time-varying speed.

The rest of this paper is organized as follows. Section II
elaborates on MSCNet. In Section III, MSCNet is validated
with five SOTA networks under two bearing datasets. Mean-
while, extensive hyperparameter studies and ablation studies
are given in this section. A discussion of the proposed model
is conducted in Section IV. Finally, Section V concludes the

paper.

Il. PROPOSED METHOD
In this section, we introduce the proposed MSCNet in detail.
The overall architecture of MSCNet is shown in Fig. 1.
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MSCNet integrates signal processing, feature learning, fea-
ture fusion, and fault classification, thus successfully com-
pleting bearing fault diagnosis under strong noise. MSCNet
uses a morphological filter [26] and a mean filter [27] as the
signal processing stage, which is used to extract the impulse
and filter out the noise of the vibration signal, respectively.
This stage aims to find complementary features from different
input data to achieve more comprehensive feature learning.
In the feature learning stage, MSCNet uses a dual-channel
network architecture to learn the output signals of the
morphological filter and the mean filter, respectively. The
filtered signals are sequentially input into the multi-scale fea-
ture extraction (MFE) module and the residual attention fea-
ture extraction (RAFE) module. Multiple multi-scale feature
extraction modules and residual attention feature extraction
modules are stacked in MSCNet to construct a deeper net-
work to learn key features. After fusing the complementary
features, they are finally input to the fully connected (FC)
layer for fault classification.

A. SIGNAL PROCESSING

1) MORPHOLOGICAL FILTER

In this study, the morphological filter is introduced as one
of the signal processing layers of MSCNet to extract the
impulse features in the bearing signal. The principle of
the morphological filter is to extract the impulse of the
signal by combining the signal and the structural element
(SE) through morphological operations. Several researchers
have shown that the shape of SE has insignificant effect
on the performance of morphological filters [26]. There-
fore, the use of complex SE shapes that affect compu-
tational efficiency should be avoided. There are several
basic SE shapes, such as flat, triangle, and semicircle, etc.
For impulse feature extraction, the shape of the triangle
matches the impulse signal better. Therefore, MSCNet adopts
triangle SE.
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The self-complementary top hat (SCTH) is a morphologi-
cal operator introduced in this study, which is used to simul-
taneously extract the positive and negative impulses of the
vibration signal. The SCTH is formed by cascading four basic
morphological operators of dilation, erosion, and opening and
closing, which can be defined as follows:

dilation (x ® g) : y = max {x + g} €))]
erosion (x®g) : y = min {x — g} 2)
opening (x o g) : y=x0Og D g 3)
closing(x - g) : y=x @ gBg @)

where x and y are the input signal and output signal, respec-
tively. g indicates the SE. The SCTH is defined as the differ-
ence of the closing and opening operators, which is defined
as follows:

SCTH = (xog). ©)

In addition, choosing a suitable scale for SE is the key to
affecting the filtering results. Assuming SE at scale S, the
output can be defined as repeating the morphological oper-
ation on the input signal S-1 times. Thus, the morphological
operators at scale S can be defined as follows:

(x-8—

xDOSg=x®(gDgDg (6)
—_——
5—1
xBSg =x0 (gOgBg) . @)
[ ——
5—1

To find a suitable SE scale, this study introduces compre-
hensive metrics to evaluate different SE scales. The compre-
hensive index is the weighted average of the three statistical
values of three commonly used impulse metrics, such as
impulse factor, crest factor, and clearance factor, and assigns
the same weight to the three metrics. Note that for rotating
machinery, the clearance factor has a maximum value for
healthy bearings and goes on decreasing for defective bear-
ings. Therefore, in the comprehensive index, the clearance
factor will add a negative sign. The comprehensive index
defined Q; as for the SCTH output signal at the i-th scale is
defined as follows:

3
0= 1 ®)
j=1Wj

where the statistical values including impulse factor, crest
factor, and clearance factor are defined as H; 1, H;», and
H; 3, and w; represent the weights assigned to the impulse
metrics. A comparison study of the best SE scale selection is
conducted. In this comparison study, the same bearing dataset
as in Section III was used, and four bearing fault signals (1024
data points) were selected from the dataset. The comparison
results of Q under different S are shown in Table 1. The
results show that the case of S = 2 has the highest Q value,
indicating that the SCTH output signal contains the most
impulse information, which is beneficial to the bearing fault
diagnosis of MSCNet.
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2) MEAN FILTER

Since rotating machinery often works in harsh environments,
fault features are usually hidden by noise, which may cause
the CNN model to be misled to learn the wrong features
and misdiagnose. Therefore, it is necessary to introduce an
effective denoising scheme to improve the performance of
MSCNet in a strong noise environment. This study introduces
the mean filter [27] as the signal processing layer of MSCNet
to improve the anti-noise capability of the model.

The one-dimensional mean filter is defined as follows:

f) = Zg(s) ©)
YEYX
where, Sy is the filter window whose center point is at x and
the window size is m, g(s) is the input signal.

Then, the window length of the mean filter is set to 3,
which is selected from four candidates (3, 5, and 7) through
empirical testing on MSCNet. In addition, the mean filter
can filter out as much noise as possible by iterative oper-
ation. In this study, the number of iterations is determined
by calculating the correlation coefficient (CC) between the
current filtering result and the previous filtering result. When
the CC reaches the threshold, the iteration is stopped, which
means that further filtering will not bring about significant
performance improvement. The threshold is set to 0.995,
which is found by empirical testing of MSCNet.

B. MULTI-SCALE FEATURE EXTRACTION MODULE

The detailed architecture of the proposed MFE module is
shown in Fig. 2. The MFE module consists of a wide-kernel
Convl1D [28], an improved Res2Net structure [29], a batch
normalization (BN) layer [30], and a rectified linear unit
(ReLU) activation layer [31]. Based on Fig. 2, an input sig-
nal X (batch size: b) is first processed through the wide-kernel
Conv1D to obtain a feature map y,, with ¢ channels. Next,
the improved Res2Net structure extracts multi-scale features

TABLE 1. Comparison of different SE scales.

Bearing code S=1 S=2 S5=3
KA16 0.82 0.95 0.81
KA22 0.71 0.79 0.73
KI16 0.93 0.97 0.84
KI18 0.72 0.83 0.78

Concat: concatenate BN: batch normalization

Input: Wide kernel | Scale =n R Output:
X convlD [ Multi-scale kernel " Y
comlD [2x1+1, - 2><n+l]
yw ” y!”
% Conv lD1
Conle -

b b € Concat BN ReLU

FIGURE 2. Detailed architecture of proposed MFE module.
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through hierarchical structure and multi-scale kernels. In the
improved Res2Net structure, the feature maps are divided into
n subsets, and each subset is a feature scale. Each subset
has c¢/n channels, which means that the Res2Net structure
does not change the output size, showing its advantages
of easy implementation. To extract features from different
receptive fields, convolution kernels of assorted sizes are
used in the improved Res2Net structure. The kernel size of
the multi-scale kernel ConvlD! is set to 2 xi+ 1, where
i € {l1,2,...,n} corresponds to the feature subset yiv of
each scale, and the convolution process is represented by
Conv1D'(e). Assuming the output of Conv1D'(e) is y!, the
hierarchical structure can be expressed as

i | conviD'()), i=1 10)
Im = ConVIDi(yiV +yfn_1), 2<i<n.

Finally, the feature maps of each scale are concatenate and
then processed by the BN layer and the ReLU activation
layer. The final output Y of the proposed MFE module can
be expressed as

Y = ReLUBN(y)). (11)

In the proposed MFE module, wide-kernel ConvlD can
supply a wider receptive field to help the network receive
low-frequency features [28]. Res2Net has been proven for
its powerful multi-scale feature learning capability [29].
Res2Net is characterized by fewer parameters and a hierarchi-
cal structure that facilitates the fusion of features at different
scales. The improved Res2Net has two major improvements
compared to the original Res2Net [29]. First, the improved
Res2Net uses convolution kernels of assorted sizes and adds
a convolution layer at the first scale to strengthen the recep-
tive fields of different scales. Second, the BN layer and the
ReLU layer after Conv1D are removed to reduce redundant
calculations. In conclusion, the proposed MFE module can
effectively extract multi-scale features.

C. RESIDUAL ATTENTION FEATURE EXTRACTION MODULE
In this article, MSCNet introduces the RAFE module to focus
on the meaningful information in the features and remove
the redundant part. The RAFE module introduces the atten-
tion mechanism in [32], which has the advantages of being
lightweight and easy to implement. The detailed architecture
of the RAFE module is shown in Fig. 3. The RAFE module
first splits the number of channels ¢ input feature map Y into
g groups, that is, the number of channels for each group is
c/g, Y = [y1....,yg]. Each group is then divided into two
branches, that is, the number of channels for each branch is
¢/2g. One branch uses channel attention to generate channel
attention feature, while the other branch uses spatial attention
to generate spatial attention feature. In channel attention, the
global average pool (GAP) is first performed on the input
feature map y;;, where i € {1,2,...,g}, and obtain the
channel statistic n through the spatial dimension / shrinking
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FIGURE 3. Detailed architecture of proposed RAFE module.

input feature map:
1<
n = GAP(y;1) = 7 z Vi (12)

j=1
Next, the final output of channel attention y;. is defined as
follows:

Yie = Sig(F(n)) - yi = Sig(Wen + be) - yil (13)

where Sig is the sigmoid activation function used to enhance
adaptive selection, W, and b, are parameters used to scale and
shift n.

In spatial attention, the group normalization (GN) is first
performed on the input feature map y;» to obtain spatial
statistics, where i € {1,2,...,g}. Then, W; and b are
parameters adopted to scale and shift the spatial statistics,
same as channel attention. Finally, the final output of spatial
attention yjs is defined as follows:

yis = Sig(Wy - GN(yi2) + by) - yio. (14)

Then, the two branches are concatenated so that the number
of channels is the same as the number of inputs. Finally, all
groups are aggregated to get the output y, of the attention
module.

Usually, when using CNN to diagnose rotating machinery
faults, it is necessary to construct a sufficiently deep net-
work to achieve satisfactory results. However, several studies
have shown that too-deep networks may cause degradation
problem [23]. Therefore, residual learning [33] is embedded
in the proposed RAFE module. The network can avoid the
degradation problem by learning residual, and it is easier to
perform than traditional feature learning. Assuming Y is the
original feature map and y, is the output of the attention
module. The final output of the proposed RAFE module Z
is defined as follows:

Z=y,Y®Y. (15)

D. FEATURE FUSION AND FAULT CLASSIFICATION
Before the feature fusion stage, the learned features of the
two channels are input to the GAP layer for feature dimension
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reduction. This mechanism can effectively reduce the number
of parameters in the FC layer and prevent overfitting. Then,
the pooled feature vectors of the two channels are fused into
one vector as the input of the FC layer. In the fault classi-
fication stage, the FC layer only uses one layer of network,
because the key features have been extracted in the earlier
signal processing stage and CNN, so the FC layer can easily
complete the fault classification.

Ill. EXPERIMENTAL RESULTS

In this section, the real bearing damage dataset under constant
operating conditions from Paderborn University (PU) [34]
and the time-varying speed bearing dataset from the Uni-
versity of Ottawa (UQO) [35] are performed for experiments.
To evaluate the performance of MSCNet, the proposed model
is also compared with other state-of-the-art (SOTA) models.

A. CASE STUDY 1: REAL BEARING DAMAGE DATASET

1) DATASET DESCRIPTION

The dataset for real bearing damage is from the
accelerated life test rig at PU. The test rig consists of test
bearings, torque-measurement shafts, motor, load motor, and
flywheels. As shown in Table 2, there are health bearings
and bearings with varying degrees of outer and inner ring
faults produced by accelerated life test. A detailed description
of real bearing damage can be found in [34]. In addition,
each bearing state has four different operating conditions, the
operating parameters include rotational speed, load torque,
and radial force on the bearing. In this study, data measured at
arotational speed of 1500 rpm, a load torque of 0.7 Nm, and a
radial force of 10 N on the bearing were used. An accelerom-
eter was mounted on the top end of the test bearing adapter to
record vibration signals. At a sampling rate of 64,000 Hz,
each bearing condition was completed with a duration of
4 seconds and independently repeated twenty times. In this
study, three times of measurement results were taken to set
up a dataset. Therefore, there are 64,000 x 4 x 3 = 768,000
data points per bearing condition. These data points are split
into 750 (768,000 / 1024) samples. In total, the dataset has
750 x 15 = 11,250 samples.

2) PARAMETER SETTING AND EVALUATION CRITERION

MSCNet is implemented by PyTorch 1.10.2 platform and
runs on a workstation with Windows 10 operating system,
Intel Core i7-12700 CPU, and GTX 3060 GPU. During the
training process, the loss function is cross-entropy, the opti-
mization is the Adam algorithm with a learning rate of 0.001,
the batch size is set to 64, and the model runs for 200 epochs.

The cross-entropy loss function L is expressed as:

L=0(,y)={l,....Iy}" (16)
exp (x,,,yn)
ZCczl exp (xn,c)

where x, y, w, C and N refer to the input, target, weight,
number of classes, and number of samples.

In = —wy, log -1 (17)
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In this paper, the accuracy defined by (18) is used as the
evaluation criterion of the network:

TP + TN
accuracy = (18)
TP + TN + FP + FN

where TP, TN, FP, and FN refer to the number of true

positive samples, true negative samples, false positive sam-

ples, and false negative samples, respectively. In addition,

all experiments in this case study were done under ten-fold
cross-validation.

To better simulate the operating environment of the motor

in the real world, we consider adding Gaussian noise to the

original signal. The signal-to-noise ratio (SNR) is defined as

SNRgp = 101og 10 (Psignal/Pnoise) (19)

where Psignal and Pnoise are the powers of the original signal
and the added noise, respectively.

3) HYPERPARAMETER SELECTION FOR MSCNET

For CNN, the setting of hyperparameters is especially impor-
tant. Appropriate hyperparameter settings can improve CNN
performance, but it should be noted that we need to balance
the number of parameters and accuracy. Table 3 shows the
detailed architecture and hyperparameter settings of MSC-
Net. MSCNet has a dual-channel network composed of two
identical CNN architectures (defined here as C; and C,),
a layer of concatenate (Concat), and a layer of FC. The CNN
architecture consists of three MFEs, three RAFEs, and one
GAP layer. The shapes of the output signal of the morpholog-
ical filter and the mean filter are set to 1 x 1024. The signals
are input into respective networks. The parameter setting of
MEFE involve s the kernel size, stride, and the number of
channels in the wide-kernel Conv1D; and the scale in the
improved Res2Net. The stride of all MFE:s is fixed to 2 so
that the output length is halved each time. Since the length of
the output is halved, the kernel size is halved. But the number
of channels is doubled to extract more valuable features. The
scale of all improved Res2Nets is fixed to 2. Only the number
of groups g needs to be set in RAFE. However, it was seen in

TABLE 2. Description of the dataset used in this case study.

Bearing code
K001
K002
K003 healthy 1
K004
K005
KA04
KA15
KAl6
KA22
KA30
K104
K114
KI16 inner ring 3
KI18
KI21

Fault type Label

outer ring 2
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TABLE 3. Architecture and hyperparameter settings of MSCNET.

Channel 1, 2 (C;, Cy)

MFE Output
. Improved shape
Wide-kemel Conv1D Res2Net
Layer type Kernel  Stride ¢ Scale (c, )
Input:

(€1 Cy) - - - - (1, 1024)
1 MFE 96 2 16 2 (16, 512)
2 RAFE - - - - (16, 512)
3 MFE 48 2 32 2 (32, 256)
4 RAFE - - - - (32, 256)
5 MFE 24 2 64 2 (64, 128)
6 RAFE - - - - (64, 128)

7 GAP - (64, 1)
8 Concat - (128, 1)

9 FC ) Class
number

the case study that g does not affect the model performance,
so g is fixed at 8, which is set to match the division of the
number of model channels.

To find the best hyperparameter settings for MSCNet,
a hyperparameter study was conducted on the PU dataset
under Gaussian noise with SNR = —6 dB. As shown in
Table 4, the number of model parameters, floating-point
operations (FLOPs), and average precision of ten-fold cross-
validation are used as evaluation metrics. In the hyperparame-
ter study, the kernel size, stride, and channel number of MFE;
and the scale of the improved Res2Net are compared and ana-
lyzed. The *“Selected’” row indicates the final hyperparameter
setting of MSCNet, and the blanks in Table 4 indicate that the
parameter uses the same setting as ““Selected”. In the kernel
size experiment, all MFEs with the same kernel size and
different kernel sizes (halved sequentially) were evaluated.
In the case that all MFEs have the same kernel size, the model
achieves lower accuracy with similar or more parameters and
FLOPs, and the larger size of the kernel does not improve
the accuracy. In the case of different kernel sizes (halved
sequentially), when the kernel size increases from 32, the
accuracy increases. The accuracy reaches 94.28% at a kernel
size of 96 but drops to 94.2% at a kernel size of 128. The
stride is related to dimensionality reduction. When the stride
is higher, the length of the output feature will be shorter,
so the FLOPs will be smaller. However, if the stride is too
large, plenty of information will be lost. These results can
be seen when the model has a stride size of 3 and 4 with
accuracies of 93.2% and 92.13%, respectively. When the
model has two times the number of channels than “Selected”,
the parameters and FLOPs are close to four times that of
“Selected”, but the accuracy is still at 94.27%. When the
number of channels of all layers is 16, the accuracy is 93.65%.

Scales in improved Res2Net are evaluated under 3 and 4.
When the scale is 3, the number of channels in the model is
adjusted to 24, 48, 96” to split the channels evenly within
the model. It can be noticed that the parameter and FLOPs
become more than doubled, but the accuracy is only 0.05%
higher than “Selected”, reaching 94.33%. Meanwhile, the
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accuracy of the model at scale 4 is 93.76%. Therefore, the
“Selected” model in Table 4 is the best hyperparameter
setting for MSCNet.

4) ABLATION STUDY: THE FILTERED SIGNAL

To confirm the contribution of each filter to fault diagnosis,
an ablation experiment is conducted by using the morpholog-
ical filter and the mean filter separately on the PU dataset. It is
noted that since a single filtered signal is used, the models of
the ablation experiment use a single-channel MSCNet. In this
experiment, C; is the model using the morphological filter
alone, and C; is the model using the mean filter alone. In addi-
tion, the original signal is included in the ablation experiment.
Table 5 shows the number of parameters, FLOPs, and classifi-
cation results under different Gaussian noises for all models.
C, contributes significantly to fault diagnosis, especially in
the case of strong noise. At SNR = —6 dB, C, brings a
10.72% improvement compared to the original signal. The
accuracy of C; fluctuates under all noise conditions, which
shows that the model cannot learn the impulse features alone.
The classification results of the proposed model show that
there are complementary features between the two filtered
signals, which improves the robustness of the model.

5) ABLATION STUDY: FEATURE EXTRACTION MODULE

To verify the effectiveness of the feature extraction module,
three ablation models are designed. The first model is to
remove the wide-kernel ConvlD in the MFE module, the
second model is to remove the improved Res2Net in the MFE
module, and the third model is to remove the RAFE module.
These three ablation models are named Model 1, Model 2 and
Model 3 in this paper, respectively. Note that Model 1 is
replaced by a convolutional layer with a kernel size of 1.
Table 6 shows the number of parameters, FLOPs, and classifi-
cation results for all models under different Gaussian noises.
The wide-kernel ConvlD in the MFE module contributes
greatly to fault diagnosis, especially in the case of strong
noise. At SNR = —4 dB and —6 dB, the wide-kernel Conv1D
brings a 3.5% accuracy improvement. As mentioned in the
earlier section, the advantage of the wide-kernel Conv1D is to
provide the model with a wide receptive field to extract global
and local features. It can be clearly saw that Model 1 falls into
the local optimum at SNR = —6 dB. The improved Res2Net
accounts for about 13% of the number of parameters, bringing
a 0.5% performance improvement to the model in all noise
cases. RAFE is one of the valuable modules in MSCNet, and
the contribution of RAFE becomes increasingly significant
as the noise power increases. At SNR = —6 dB, Model 3
degrades the accuracy by 1.63%. It is worth noting that RAFE
does not need additional parameters and FLOPs only account
for 50,000, indicating that RAFE is lightweight and very
suitable for actual environments.

6) COMPARISON WITH OTHER METHODS
To verify the superiority of MSCNet, MSCNet is compared
with five SOTA models published in the field of rotating
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TABLE 4. Hyperparameter study of MSCNET.

Wide-kernel Conv1D Improved Res2Net
Kernel Stride c Scale Parameter Flops Accuracy (%)
Selected 96, 48, 24 2 16, 32, 64 2 173,091 61.29M 94.28 £0.7
32,32,32 187,427 59.2M 93.19+£0.7
64, 64, 64 352,291 110.58M 9321+1.16
32,16, 8 72,739 25.64M 93.15+£1.29
64,32, 16 122,915 43.47™M 93.61+£0.78
128, 64, 32 223,267 79.12M 94.20 £ 0.8
3 173,091 23.8TM 93.2+£0.89
4 173,091 12.72M 92.13+£1.12
32, 64,128 684,099 237.93M 94.27+0.74
16, 16, 16 43,395 20.98M 93.65 +1.43
24, 48,96 3 378,291 132.45M 9433 £0.64
16, 32, 64 4 167,715 59.46M 93.76 £0.76

TABLE 5. Ablation experiment results of filtered signal.

TABLE 6. Ablation experiment results of feature extraction module.

Models  Parameter Flops —6dB —-4dB  —-2dB 0dB Models Parameter Flops —-6dB  —-4dB  —2dB 0dB
9428 96.43 9757 984l 9428 9643 97.57 98.41
MSCNet 173,091 61.29M  _ 0 L gg4 1052 +042 MSCNet 173,091 61.29M 45 g4 1052 +0.42
72.04 7146 7437 74.65 wio wide-
G 86,547 3065M g 4063 +£145 £30 kernel 27715 11s3m 078 9293 9513 9651
£11 11 £091 £0.6
9233 9111 9432 964 ConviD
C, 86,547  30.65M
£1.12 +183 +082 +051 wlo 062 9504 9707 9796
Original oo <00 30.sy  SL6L 8581 8836 9187 improved 151,587 S395M 0% D08 e L oas
signal i ) +165 +214 +£335 =+1.14 Res2Net ’ : ’ :

machinery fault diagnosis in recent years. These five meth-
ods include multi-scale [23], [36], [37], multi-scale resid-
ual attention learning [38], and multi-branch and multi-scale
method [18]. These methods and MSCNet use the same
parameter settings to complete comparison experiments.
Table 7 shows the number of parameters, FLOPs, and
classification results for all models under different Gaus-
sian noises. MSCNet achieves the best accuracy at all noise
powers. In strong noise environments (SNR = —6 dB,
—4 dB, and —2 dB), MRA-CNN [38] performs best among
the five methods. MRA-CNN is based on the multi-scale
mechanism to improve feature learning ability and resid-
ual attention learning to improve anti-noise capability, but
it lacks to find complementary features from different sig-
nals. MC-CNN [36] only achieves 83.86% accuracy at
SNR = —6 dB. MC-CNN [36] does not fully consider the
noise problem, so the performance of the model degrades
severely in a stronger noise environment. MK-ResCNN [23]
fails to use a sufficiently wide kernel to provide global and
local information in the first convolutional layer, resulting
in the subsequent multi-channel multi-scale kernels that can
only capture local features. MBSCNN [18] uses filtered
signals and multi-channel multi-scale methods to enhance
feature learning. But MBSCNN [18] lacks an attention mech-
anism to focus on learning key features, resulting in its weak
denoising capability. MSCNN [37] uses coarse-grained fil-
tering to obtain multi-scale signals. However, this filtering
method cannot change the contour of the signal, resulting in
the limited performance of the model. At the same time, it can

26960

wio 9265 9492 9685 97.61
RAFE 13091 6L24M 5o L 1075 +0.66

TABLE 7. Comparison results using PU dataset.

Models
MSCNet

Parameter Flops -6dB  —-4dB  —-2dB  0dB
9428 96.43 97.57 9841

173,091 6LBM 47 1084 <052 4042
MC-CNN 83.86 8849 9093 93.1

36] 4,486 L86M 140 1278 1228 136
I i i
MBSO s aw S 2o o
MION e amaw G e o
Gy s i B8 e we no

be observed that MSCNet only uses 29% of the number of
parameters and 52% of FLOPs of MRA-CNN [38], which is
a relatively lightweight solution.

In addition, the average training loss curves of each method
at SNR = —6 dB are shown in Fig. 4. The training loss
of each method gradually stabilizes in the first 40 epochs.
MSCNet, MRA-CNN, and MK-ResCNN have the fastest
convergence speed, and the loss can converge to 0. However,
it can be found that MC-CNN, MK-ResCNN, and MBSCNN
fall into the local optimum according to the average validation
accuracy given in Table 7. Then, the convergence process
of MSCNN is unstable. Based on the above analysis results,
MSCNet successfully proved its superiority in bearing fault
diagnosis.
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FIGURE 4. Average training loss curves for each method.

B. CASE STUDY 2: TIME-VARYING SPEED BEARING
DATASET

Rotating machinery often runs under different operating con-
ditions. Fault diagnosis under different operating conditions
is a challenging task because fault features may be blurred
under varying operating conditions [35]. Therefore, in this
case study, experiments are performed using the time-varying
speed bearing dataset from UO.

1) DATASET DESCRIPTION

The time-varying speed bearing dataset is from UO’s machin-
ery fault simulator (MFS-PK5M). The simulator consists of
a motor, AC drive, shaft, and two ER16K ball bearings (one
healthy and the other experimental). Mount an accelerometer
(ICP accelerometer, Model 623C01) on the bearing housing
of the experimental bearing to record vibration signals. The
experimental data were collected by the NI data acquisition
board (NI USB-6212 BNC) at a sampling rate of 200,000
Hz for a duration of 10 seconds. In addition, an incremental
encoder (EPC model 775) was installed to measure the shaft
speed.

The UQ dataset has twelve experimental setups consisting
of three bearing health conditions and four varying speed
conditions. Bearing health conditions include health, inner
race faults, and outer race faults. Varying speed conditions
include increasing speed, decreasing speed, increasing and
then decreasing speed, and decreasing and increasing speed.
Then three trials were completed for each experimental setup,
resulting in a total of thirty-six datasets. This case study uses
a varying speed condition of decreasing and then increas-
ing velocity, so a total of nine datasets are used. Table 8
shows the detailed operating conditions for the nine datasets
used in this case study. Each dataset has 200,000 x 10 =
2,000,000 data points. These data points are divided into
1953 (1,999,872 / 1024) samples, and the part that does not
meet 1,024 data points is removed. The dataset has a total of
1953 x 9 = 17,577 samples. This case study uses three-fold
cross-validation for training and testing, with two trials for
each bearing health condition for training and one for testing,
resulting in three combinations.
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TABLE 8. Detailed operating conditions of UO dataset.

cgqedaiiti};n Trial Rotational speed (Hz)
1 From 24.2 to 14.8, then from 14.8 to 20.6.
Healthy 2 From 24.6 to 14.0, then from 14.0 to 18.6.
3 From 26.0 to 16.9, then from 16.9 to 23.2.
Inner race 1 From 25.3 to 14.8, then from 14.8 to 19.4.
fault 2 From 25.3 to 15.1, then from 15.1 to 19.8.
3 From 23.1 to 15.7, then from 15.7 to 23.6.
Outer 1 From 26.0 to 18.9, then from 18.9 to 24.5.
race fault 2 From 25.2 to 14.9, then from 14.9 to 19.5.
3 From 25.5 to 15.0, then from 15.0 to 19.6.

2) COMPARISON WITH OTHER METHODS

Same as case study 1, MSCNet is compared with five SOTA
models under Gaussian noise with SNR = —6 dB. The results
of the comparison are shown in Fig. 5. MSCNet achieves
the best average accuracy among the six models. From the
accuracy trend of each fold, it can be clearly observed that all
models have a significant drop in accuracy in the third fold
(Trial 2 and Trial 3 for training, and Trial 1 for testing). Except
for MC-CNN [37] which suffers the most performance drop
with about a 29% decrease in accuracy. This result indi-
cates that for the UO dataset, the main fault features are
distributed in the working conditions of Trial 1, so the features
learned from Trial 2 and Trial 3 are blurred in Trial 1. But
MSCNet is still the most accurate among the six models.
MK-ResCNN [23], MBSCNN [18], MSCNN [37], and
MRA-CNN [38] all achieve satisfactory performance, and
MC-CNN [37] has the worst average accuracy. It is shown
that multi-scale mechanisms are crucial for fault diagno-
sis with time-varying speeds. Because MC-CNN [37] only
uses convolutional layers with three kinds of kernel sizes to
achieve multi-scale. In conclusion, the above analysis results
prove that MSCNet can handle fault diagnosis with time-
varying speed.

mfold-1 mfold-2 mfold-3

100

90

80

Accuracy (%)

70

60

MSCNet MC-CNN [ MK-ResCNN [ MBSCNN MSCNN MRA-CNN
m fold-1 98.89 98.50 99.18 98.34 98.48 98.60
u fold-2 99.47 94.85 99.71 99.66 98.55 98.46
u fold-3 91.43 66.67 85.13 87.34 88.41 86.89
Average| 96.60+ 4.48 | 86.67+17.42 | 94.67+827 | 9511+6.77 [ 9515+5.83 | 94.65+6.72

FIGURE 5. Comparison results using uo dataset.

IV. DISCUSSION
The MSCNet proposed in this study has two key concepts.
One is a multi-channel mechanism combining various filters.
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The other is a CNN network constructed by MFE and RAFE.
Two key concepts are discussed in detail next.

For the multi-channel mechanism, MSCNet filters the orig-
inal signal from two aspects to obtain richer fault features,
namely impulse extraction, and noise reduction. According
to Table 5, from the original signal to C, (MSCNet with
mean filter alone), the accuracy of CNN at SNR = —6 dB is
improved from 81.61% to 92.33%. On the one hand, it proves
the noise reduction capability of the mean filter, and on the
other hand, it shows the superiority of the proposed CNN
network. Compared with C;, the accuracy of MSCNet at
SNR = —6 dB is improved from 92.33% to 94.28%. This
indicates that the learned impulse features in C; can pro-
vide additional fault information and thus improve the model
performance. However, the accuracy of MSCNet using the
mean filter alone fluctuates under different noise powers. This
shows that although the fault pulse of the bearing is extracted,
the different fault types cannot be well distinguished. This
result motivates us to explore other advanced impulse filter-
ing methods to further improve MSCNet in the future.

For the CNN network, as shown in Table 6, the wide-
kernel ConvlD in MFE is the part that mainly affects the
performance. The role of wide-kernel Conv1D is to provide
CNN with a wide receptive field to capture local and global
fault information, so as to achieve better performance. It is
worth noting that the difference in kernel size will affect
the performance of the model, but this setting may only be
applicable to the currently used dataset. But in this paper,
for a fair comparison with other SOTA models, the kernel
size is not adjusted for different datasets. According to [18],
the size of the convolution kernel should become larger as
the sampling frequency increases. On the other hand, the
improved Res2Net can find rich features in different time
scales, and then the RAFE module guides the model to focus
on meaningful parts of the features.

V. CONCLUSION

This paper proposed an MSCNet model for bearing fault
diagnosis. The main contribution of MSCNet is the com-
bination of filtering techniques, multi-channel mechanism,
multi-scale mechanism, and residual attention mechanism.
MSCNet can effectively remove redundant information in the
signal, learn from the filtered signal and focus on comple-
mentary features of different scales, to achieve reliable bear-
ing fault diagnosis. In this study, a hyperparameter selection
experiment was performed to optimize model performance.
At the same time, the ablation experiment was carried out
to verify the effectiveness of the filters and CNN network in
MSCNet. MSCNet is evaluated against five SOTA networks
on a fixed working condition PU dataset and a time-varying
rotational speed UO dataset to demonstrate its superiority.
For the PU dataset, MSCNet achieves 94.28% accuracy at
SNR = —6 dB while outperforming the other five SOTA
networks. For the UO dataset, MSCNet achieves 96.60%
accuracy at SNR = —6 dB while outperforming the other five
SOTA networks. These results prove that MSCNet can keep
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reliable performance under strong noise and time-varying
rotational speed. Therefore, this study proposes an effective
intelligent diagnosis model for bearing faults, which can help
to improve the reliability of rotating machinery operations.
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