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ABSTRACT Malware has emerged as a cyber security threat that continuously changes to target computer
systems, smart devices, and extensive networks with the development of information technologies. As a
result, malware detection has always been a major worry and a difficult issue, owing to shortcomings in
performance accuracy, analysis type, and malware detection approaches that fail to identify unexpected mal-
ware attacks. This paper seeks to conduct a thorough systematic literature review (SLR) and offer a taxonomy
of machine learning methods for malware detection that considers these problems by analyzing 77 chosen
research works related to malware detection using machine learning algorithm. The research investigates
malware and machine learning in the context of cybersecurity, including malware detection taxonomy and
machine learning algorithm classification into numerous categories. Furthermore, the taxonomy was used
to evaluate the most recent machine learning algorithm and analysis. The paper also examines the obstacles
and associated concerns encountered in malware detection and potential remedies. Finally, to address the
related issues that would motivate researchers in their future work, an empirical study was utilized to assess
the performance of several machine learning algorithms.

INDEX TERMS Malware detection, machine learning algorithms, state-of-the-art.

I. INTRODUCTION
Malware is still a primary concern worldwide, and the nature
of malware is continually changing as technology advances.
This happens because computer system usage and internet
connection are highly in demand. Thus, malware attacks have
caused a severe threat to computer software and smart devices
and have become a real challenge [1] to secure the data for
professional or personal uses.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jemal H. Abawajy .

A. RESEARCH MOTIVATION
Several research articles that explicitly employ machine
learning algorithms to identify malware have been published;
however, none of the studies contain a comparative analy-
sis of several machine learning methodologies. Furthermore,
although malware detection approaches are widely explored,
there is a lack of information onmachine learning algorithms’
effectiveness in detection rates, accuracy rates, analysis type,
and classification methods. This scenario has led to insuffi-
cient evidence restricting malware detection usage in related
research areas. The current challenges and future directions
on machine learning algorithms to detect malware also need
to be highlighted.
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B. RESEARCH CONTRIBUTION
The comparison studies between our research work and
existing related research initiatives are shown in TABLE 1,
and their abbreviations are explained in TABLE 2. From
2017 through 2022, we present the most recent research on
ten types of machine-learning algorithms for malware detec-
tion.We thoroughly examinemachine learning algorithms for
identifying malware utilizing a systematic literature review
(SLR) methodology, which sets us apart from past work.
Our research also contains cutting-edge machine-learning

TABLE 1. Existing studies’ limitations and the novelty of this research.

techniques and examines existing limitations and future
research directions in machine learning for malware
detection.

This study employs an SLR to provide the research
community with extensive research on a machine learning
approach motivated by a lack of research efforts. The fol-
lowing are the significant contributions made by this research
study.

1) A complete review of machine learning methods for
malware detection was provided.

2) We offered a malware detection taxonomy and a
machine-learning approach for categorizing malware
into various classifications.

3) We addressed the challenges and related issues faced
in malware detection, highlighting to propose suitable
solutions.

4) We conducted an empirical study to evaluate the effi-
cacy of numerous machine learning algorithms and
address related difficulties that might motivate future
research.

TABLE 2. List of acronyms for the machine learning algorithm.

The following is how the rest of the research is organized:
Section II provides the research methodology while a back-
ground study of malware, malware attacks, machine learn-
ing algorithms for malware detection, and previous research
works for malware detection using machine learning algo-
rithms represented in Section III. Section IV provides a
taxonomy of malware detection using a machine-learning
algorithm to categorize them based on several classifica-
tions. Section V discusses the current concerns and obstacles
that machine learning faces in the fight against malware.
Section IV analyses any potential study gaps and makes rec-
ommendations for further research. An empirical analysis and
a mapping of current challenges with the present research gap
are included in Section VII. Finally, Section VIII summarizes
the study’s findings and recommends further research.
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II. RESEARCH METHODOLOGY
This part is divided into two primary sub-sections, each
providing a comprehensive understanding of the research
domain. The first sub-section introduces the SLR method
used in this research investigation. The second sub-section
examines malware’s history, machine learning, and machine
learning methods to identify malware.

FIGURE 1. SLR process in selecting the relevant studies.

A. SYSTEMATIC LITERATURE REVIEW
The SLR guidelines were adopted from Kitchenham [9],
and the selection process by PRISMA guidelines [10]. The
starting process is the formulation of review questions. The
following step is to create and validate a review methodol-
ogy, after which we will search for primary screen studies
using the review protocol’s criteria. The whole text of the
chosen papers was identified utilizing the review technique to
determine their quality. Finally, the result was extracted from
the review, where data was analyzed and synthesized [123].
FIGURE 1 illustrates the process of selecting the relevant
studies. The reviewing method can be seen in the following
subsections.

1) RESEARCH QUESTION
This study aims to examine and evaluate a variety of malware
detection machine-learning techniques. To be highlighted in
this SLR, a list of research questions (RQs) has been created.
The following are the review’s research questions:

RQ1:What kind of machine learning algorithm was used?
RQ2:What is the mechanism of the machine learning

algorithm?
RQ3:How is the algorithm’s performance measured?
RQ4:What categorization method was used?
RQ5:What kind of analysis was used?

RQ6:What restrictions and obstacles were found while
running the algorithm?

2) REVIEW PROTOCOL
The review processes are based on the SLR standards derived
by Kitchenham [9], [10]: search strategy, inclusion and exclu-
sion criteria, quality evaluation, data extraction, and data
analysis.

a: STRATEGY OF SEARCH
An automatic search strategy was built based on the study
questions. The syntax and search methods from numerous
digital libraries have been used in database searching to
address the query string. Meanwhile, the search scope and
query strings are as follows:

• Query String - (‘‘malware detection’’ or ‘‘anti-
malware’’ OR ‘‘malicious detection’’) AND (‘‘machine
learning algorithm’’OR ‘‘machine learning approach’’)
AND (‘‘K-means’’ OR ‘‘NaC/ve Bayes’’ or ‘‘Sup-
port Vector Machine’’ OR ‘‘Decision Tree’’ OR
‘‘Meta-heuristic’’ OR ‘‘Neuro-Fuzzy’’ OR ‘‘Bayesian’’
OR ‘‘Gaussian’’ OR ‘‘K-Nearest Neighbour’’ OR
‘‘N-grams’’)

• The timespan to gather the studies is from 2017 to 2022.
• The medium of writing the survey is using the English

language.
• Different reference sources, including journals, sympo-

siums, conferences, workshops, and book chapters, are
referred.

IEEE Explore and Mendeley were chosen as digital
libraries, which gathered papers from Scopus, SpringerLink,
ACM Digital, Science Direct, and Web of Science. Both dig-
ital libraries were used to undertake snowballing and identify
intended research papers during the search phase. All articles
that fulfilled the inclusion and exclusion criteria were sorted
for further examination. Furthermore, the starting timeframe
is from 2017 to 2022, with only the most recent and up-to-
date papers included in this SLR.

b: CRITERIA OF INCLUSION AND EXCLUSION
Based on the research objectives, inclusion and exclusion
criteria were developed to narrow down the relevant literature
for this SLR. TABLE 3 shows the shortlisted studies for
inclusion and exclusion based on their ability to satisfy the
criteria.

The selection procedure was divided into three steps. The
first of which was the search for all potential primary studies.
The following step was viewing and reading the titles and
abstracts of all papers found in the search results. Then we
found all the research that satisfied the criteria for inclusion
and exclusion. Finally, all the discovered studies were read in
their entirety before being shortlisted for final selection.

The selection procedure was divided into three steps. The
first of which was the search for all potential primary studies.
The following step was viewing and reading the titles and
abstracts of all papers found in the search results. Then we
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found all the research that satisfied the criteria for inclusion
and exclusion. Finally, all the discovered studies were read in
their entirety before being shortlisted for final selection.

c: ASSESSMENT OF QUALITY
The quality of the research studies that satisfied the inclusion
and exclusion criteria was assessed using the ten criteria used
to evaluate the studies’ credibility, relevance, rigorousness,
and independence. Meanwhile, the entire text of each paper
VOLUME XX, 2022 9 was examined, and the assessment
criteria were applied to rate its quality. The quality evaluation
question criteria derived from the checklists published by [11]
and [12] are shown in TABLE 5. Each question had four
possible scores, as shown in TABLE 4. All primary studies
were sorted out based on their score, as shown in TABLE 12
in Appendix A.

TABLE 3. Criteria for inclusion and exclusion.

d: DATA EXTRACTION
An in-depth analysis was conducted to illustrate the research
questions, and the necessary data was gathered. Based on the
selected primary studies, the following data were extracted to
be included in a predefined extraction form.

• Type, bibliographic information, and reference ID
• Name of publication
• Country of institution
• Discipline of research
• The type of machine learning technique used to detect

malware
• Algorithms, models, and ideas that are fundamental
• Identification of machine learning algorithm with a

specific classification approach and analysis type

TABLE 4. The score for assessment of quality.

• Tools were used to support the malware detection
process.

e: DATA ANALYSIS
After extracting data from each main study, in-depth data
analysis was conducted to address each research question.
To answer RQ1, the machine learning algorithms imple-
mented were identified, and to answer RQ2, the machine
learning algorithms were evaluated to see how they worked.
For each category, related ideas or models were discovered.
Meanwhile, the algorithm’s outputs were assessed in terms of
performance to answer RQ3. RQ5 has the same classification
methods and analysis type as RQ4. Finally, to answer RQ6,
any limitations and challenges found during the execution of
the machine learning algorithm were identified.

TABLE 5. Quality assessment criteria.

3) VALIDITY THREAT
Using keywords and terminology relevant to malware detec-
tion, the selected papers that were evaluated in the literature
review will be obtained. The obtained studies will then be
manually filtered using selection criteria. However, there is
a chance that the studies chosen do not accurately reflect the
research. Thus, four common types of validity threats have
been considered: internal validity, external validity, construct-
ing validity, and conclusion validity.

a: INTERNAL VALIDITY
To conduct the automatic search, there are six online
databases utilized. However, they still covered some
top-ranking journals with high-impact factors. Furthermore,
a snowballing strategy was used for the manual search to limit
the risk of missing necessary research and ensure that the
paper selection process was fair.
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FIGURE 2. Evolution of malware from 1986 to 2022.

b: EXTERNAL VALIDITY
The validity threat wasminimized to generalize the research’s
findings by finding published papers between 2017 and 2021.
The number of documents collected for this SLR increased
in parallel with the number of research papers produced
each year in the related areas, which indicates that this SLR
might remain a generalized report according to the research’s
external validity requirement.

c: CONSTRUCTING VALIDITY
Constructing a validity process can be ensured through auto-
mated and manual searches to obtain the gathered data.
In addition to the present study objectives, article inspection,
quality evaluation, inclusion, and exclusion criteria were uti-
lized to restrict the possibility of validity threat.

d: CONCLUSION VALIDITY
Based on the guidelines adopted from different authors [13],
[14], conclusion validity was managed by implementing the
techniques. Thus, there is a possibility to repeat each proce-
dure in this SLR, and the same results can still be produced.

III. BACKGROUND
This section briefly introduces malware attacks and machine
learning algorithms, including their definition and evolution
over the years. Besides, this section compares the machine
learning algorithm with other malware detection techniques
to highlight its advantages. Grasp, why machine learning
has grown as a possible answer for future research direction
requires a basic understanding of malware’s history and how
it was created.

A. MALWARE
Malware (short for ‘‘malicious software’’) is designed to
obtain unauthorized access to our systems. It can slow down
your computer’s performance and an internet connection,

steal or gather sensitive data, access private computer
systems, transmit spam from your computer, attack other
computers, and upload your files to criminal entities. Its def-
inition is continually expanding since new exploits continue
to evolve. Furthermore, malware threats continue to grow by
volumes, categories, and features caused by the opportuni-
ties offered by technological advances. IoT devices, smart
devices, social networks, internet connections, smartphones,
etc., allow malware to create smart, sophisticated, and more
advanced malware.

If we look at the history of malware, it can be divided
into five categories [15]. The early variation of malware is
when the first malware comes to life. This is considered the
first category of malware. The second category of malware is
whenWindows come to ease our daily tasks. It is described as
the first malware that attacksWindows, includingmail worms
and macro worms. The third category of malware is the evo-
lution of worms that attacks our network. This malware has
become famous as the internet has become widely used. The
fourth category of malware is when rootkits and ransomwares
take over the digital world to attack our computer system.
This malware was the most dangerous malware before 2010.
Then, the fifth category of malware came as virtual espionage
and sabotage, where the secret services of some countries cre-
ated this malware. Other than those five malware categories,
currently, there is more advanced malware for the modern era
with artificial intelligence [16] technology. FIGURE 2 shows
the evolution of malware from 1986 to 2022 [16], [17] with
the top highlighted malware.

1) MALWARE TYPES
The malware appears in many names and variations [18],
as seen in FIGURE 2, while the description of each
malware with its threat strategies [122] is represented in
APPENDIX A, TABLE 11. Meanwhile, TABLE 6 shows the
various type of malware which recently found and can be
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FIGURE 3. Total distribution of malware from 2017 to 2022.

TABLE 6. Type of malware with description.

used to classify each malware. These malware variants are
not distinct from one another, and a single malware variant
might develop multiple new characteristics simultaneously.
As a result, malware is one of the most severe digital threats
to cyber security. According to the McAfee Labs [19] report,
the average number of malware attacks per minute was 588 in
the third quarter of 2020 and grew to 648 in the fourth quarter
of 2020.

Meanwhile, AV-TEST institute [20] reported that when
this paper was written, over 450000 potentially unwanted
applications and new malware were registered every day.
Furthermore, for the last six years, malware increased

significantly from 2017, with 719.15 million to 1324.25 mil-
lion malware in 2022, as shown in FIGURE 3. This scenario
indicates that further action should be taken to curb malware
attacks.

2) MALWARE BEHAVIOR
Ilker kara [21] investigates malware’s capacity to see the
damage it can do to the target system, recover from that
damage, and, if possible, detect specific information about
the attacker. He suggested a method for analyzing malware,
including behavior, memory, and code analysis using digital
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material and an actual malware attack. It was shown that
malware might be tracked by looking at the Whois informa-
tion of the server to which it connects and studying its typical
behavior. Therefore, understanding the malware’s behavior,
including camouflage and obfuscation techniques [22], might
help researchers plan and generate an efficient algorithm for
malware detection.

Camouflage [22] approach refers to concealing malware
for as long as possible to avoid detection by malware detec-
tors. Malware developers employ various strategies, ranging
from simple techniques like encryption to more complicated
techniques like oligomorphic, polymorphic, and advanced
ones like metamorphic.

Encryption is usedwhenmalware programmerswant their
malware to go unnoticed and undetectable by malware detec-
tors [22]. Encryption is the most basic method 2 of conceal-
ment that they employ. It is the first approach for malware
concealing [23]. It is made up of two modules: encryption
and decryption. Encryption is performed with a separate key,
whereas decryption is performed with the same key. Their
detection is feasible since the decryption mechanism does not
offer uniqueness.

Oligomorphic virus, Whale was the first of its kind
to arrive in 1990. It turned out to be a DOS virus [22].
This is seen as a step forward in virus concealment and
semi-polymorphic encryption. The decryptor, like encryp-
tion, remains the same for each infection, whereas oligo-
morphic uses a different decryptor for each condition. Even
though oligomorphic selects different decryptors for each
new attack, antivirus may still detect it by inspecting all of the
decryptors.

Polymorphic was first used in the Polymorphic virus,
1260, which Mark Washburn created in 1990 [22]. Poly-
morphic viruses are more sophisticated than ordinary
viruses because they combine encryption and oligomorphic.
Antiviruses are difficult to identify since each copy has a
different look. They have no limit on the number of decryp-
tors they may create. To disguise itself, this virus employs a
variety of obfuscation techniques. A mutation engine carries
out this technique of alteration.

Metamorphism is not incorporated in encryption; instead,
the malware’s content changes [22]. As a result, a decryptor
isn’t required. In 1998, the first metamorphic virus, ACG,
was created for DOS. It also uses polymorphism similar to
that of a mutation engine, but it changes the entire body
instead of just changing the decryption. The core concept
is that the syntax changes with each new copy while the
semantics remain the same, i.e., the visible virus changes with
each infection. Still, the meaning or functionality remains the
same.

Obfuscation [22], on the other hand, is a method used by
malware programmers to make malware challenging to read
and interpret. The main goal of this technique is to conceal
malware’s destructive activities. Various researchers classify
obfuscation techniques [124] in different ways. The six most
prevalent obfuscation techniques are dead code insertion,

instruction replacement, register reassignment, subroutine
reordering, code transposition, and code integration [23].

Dead Code Insertion is the simplest method for chang-
ing code without changing its meaning [22]. By using NOP
instructions and pushing, followed by popping, garbage code
or statements are added to the code. These statements are
utilized so that the code semantics are unaffected.

InstructionReplacement is replacing the existing instruc-
tion with comparable instructions, making detection difficult.
Like synonyms in natural languages, this technique substi-
tutes instructions with others that create the same mean-
ing [22].
Register Reassignment re-assigns the register in each

copy without affecting the virus’s semantics [22]. It is the
most basic approach but may be difficult to detect when used
in conjunction with other methods.

Subroutine Reordering is permuting a series of instruc-
tions in a piece of code so that the look of the code changes,
but the behavior remains the same [22].

Code Transposition is where the original code’s sequence
of instructions is reorganized so that its meanings do not
change [24]. Code transposition can be accomplished in two
ways. The first way is to reorder the instructions at random
to retrieve the original code. The second way is more diffi-
cult to adopt than the first, but it is far more effective. The
unconditional statements and jumps are employed in oneway,
while the instructions independent of the other are picked and
reordered in another.

Code Integration is where themalicious code is integrated
or embedded within the software that needs to be affected.
This is a viable approach in which the original software
is disassembled, and malicious code is inserted, making it
difficult to detect [25].

3) THE STAGES OF MALWARE ATTACK
The phases of a malware attack aren’t always the same, but
they follow a similar pattern every time one is launched.
One of the examples of a malware attack lifecycle [26] can
be seen in FIGURE 4. The malware attack starts with the
entry point stage, where potential targets will be identified
and discover any defenses that have been implemented. Then,
the most suitable attack method will be set. The next stage is
breaking in, where malware bypasses the perimeter defenses
and accesses the intended attack area. Then, malware will
start its activities of command and control. Once they have
established a connection to the deliberate attack area, the
infection stage will be implemented. Finally, the execution
stage will be considered to profit and fulfill their attack
objectives, including stealing sensitive data, corrupting the
critical system, and disrupting the operations of the intended
targeted business.

B. MACHINE LEARNING
In 1956, a group of computer scientists suggested that com-
puters might be programmed to think and reason so that
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FIGURE 4. Five stages of malware attack.

FIGURE 5. The connection of AI, ML and DL.

any part of the learning or any other aspect of intelligence
could theoretically be specified so precisely that a machine
could imitate it. Their idea is known as artificial intelligence
(AI) [27]. AI is a field focused on automating intellectual
processes that humans typically handle. Machine learning
(ML) and deep learning (DL) are specialized ways to reach
this aim [28]. FIGURE 5 depicts AI, machine learning, and
deep learning.

Machine learning has positively impacted real-world
problem-solving from 1950 to 2021 [29], as highlighted in
FIGURE 6. With each sort of learning, there are success
stories of firms that have made significant progress and added
value to their businesses. Each kind of machine learning
offers a strategic and competitive advantage, but the avail-
ability of high-quality data is considerably more important
than the approach employed. It’s important to understand the
different types of machine learning algorithms and when to
employ them. Anymachine learning task, and everything else
being done in the area, aims to break down a real problem into
design forms for machine learning systems. Understanding
the different types of machine learning algorithms and when
to utilize them is essential.

1) MACHINE LEARNING ALGORITHM
It’s challenging to design a general system that allows for the
efficient distribution of regular ML since each method has its
communication pattern [30]. As indicated in FIGURE 7, the
challenge of machine learning can be divided into two parts:

training and prediction. The training process encompasses
feeding a large body of training data to a machine learning
model and updating it with an ML algorithm. The learned
model is implemented in practice during the prediction phase.
The trained model takes raw data as input and produces
predictions as output. While the model’s training phase is
often computationally costly and requires substantial data
sets, the inference step may be done with minimal processing
resources. The phases of training and prediction are not mutu-
ally exclusive. Incremental learning combines the training
and inference stages and uses new data from the prediction,
phase to constantly train the model.

Every effective machine learning algorithm requires a
mechanism that drives the system to increase its accuracy
by forcing it to improve itself based on new input data. The
most frequent algorithms for a range of ML models, which
can be implemented for malware detection, are listed in the
following.

Support Vector Machine (SVM) [31] assembles a hyper-
plane or group of hyperplanes for configuration in a high or
unbounded dimensional space. When everything is said and
done, the hyperplane uses a sensible partition with the biggest
partition to the nearest getting ready data motive behind any
class (called useful edge), since a bigger edgemeans a smaller
characterizer speculation error.

K-Nearest Neighbour (KNN) [32] is generally used for
classification approaches. Still, many terminally argue that
in malware detection, its assessment is also based on ‘‘easy
of interpretation output, computation speed, and prediction
capacity,’’ according to our study. KNN is possible to use
to help with planning and relapse concerns. However, it is
utilized to categorize malware in our problem set because
k prepares models or instances in the majority regarding
the input, i.e., which class it is closely related with. The
information can only connect to one of two classes: whether
or not malware has been discovered.

Naïve Bayes (NB) [33] is an algorithm for analyzing vari-
ables’ connection using an estimator classification technique.
The NB classification uses a series of computations based on
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FIGURE 6. Evolution of machine learning techniques from 1950 to 2021.

FIGURE 7. General phases in ML algorithm.

probability concepts to identify the class or category of data
supplied to the system. The system is given a specific set of
data in the NB categorization. For the training stage, a class of
data must be supplied. New test data provided to the system
is generated using the previously acquired probability values.
It is attempted to determine which category the given test
data belongs to using probability operations on the trained
data.

Decision Tree (DT) [34] is a root hub; branches and
leaf hubs are all grouped in this configuration. Each hub
represents a test quality, each branch represents a test
result, and each leaf hub represents a class name. DT does
not need any area learning, but it uses the concept of
data entropy, which is simple to grasp, and the choice
tree’s learning and characterization phases are simple and
fast.

The N-gram is a valuable tool in the field of Natural Lan-
guage Processing. N-grams [35] can learn binary code and
code region information, which correlate to greater entropy
levels. The strategy relies on statistical learning and isn’t
entirely reliant on specific viruses. The N-gram approach
divides a given text or audio sequence into N different size
combinations.When N is 1, 2, or 3, it is sometimes referred to
as a ‘‘unigram,’’ ‘‘bi-gram,’’ or ‘‘trigram.’’. N-gram considers
what comes before and after the words to capture the most
critical attribute.

Bayesian [36] algorithm is a distributed function that inte-
grates classification and characteristics and computes the
joint probability of the training set to estimate sample classifi-
cation. The Bayesian model is based on classical mathemat-
ics theory and offers a high level of classification accuracy.

However, because the posterior probability is determined by
determining the preliminary data, the classification decision
has a specific mistake rate, and the procedure is sensitive to
the input data expression form.

Gaussian [37] applies Lazy learning, and Laplace approx-
imation is used in this procedure, which implies data gener-
alization is deferred until a query is performed, as opposed
to eager learning, which generalizes training data before a
query is made to the system. It’s prolonged, but it gets the job
done.

Meta-Heuristic [38] algorithm is a self-learning method
for solving complex optimization problems up to the optimal
solution. An accurate optimization approach cannot tackle
several real-world optimization issues. Heuristics and meta-
heuristics are two types of approximate algorithms that are
used to address such problems. Heuristics algorithms are
problem-specific and based on experience, whereas meta-
heuristics algorithms serve as a foundation for optimization
and guide heuristics design.

Neuro-Fuzzy (NF) [39] when systems combine the ben-
efits of fuzzy logic and artificial neural networks, neural
networks’ potential is expanded. The growing neuro-fuzzy
systems combine a neural network’s adaptive and evolving
learning power with the estimated reasoning and substantial
interpretation of fuzzy rules. These are recent breakthroughs
in neuro-fuzzy approaches. The capacity of the rule base
to evolve with adaptive parameters is a crucial feature of
developing neuro-fuzzy systems.

K-Means [40] is a cluster analysis approach in which
the defined ‘k’ separates the clusters, and all the grouped
items share a center value. However, the K-Means clustering
technique isolates the temporal period between normal and
anomalous data in the same training dataset from a data
mining standpoint. As a result, the clustering approach groups
objects based on their data point characteristics. Each data
point in a cluster is identical to those in the same cluster but
distinct from those in other clusters.

Meanwhile, malware detection was accomplished by
categorizing via different machine learning algorithms,
as described in the previous paragraphs. According to
research conducted in system calls on Android [4], the
Random Forest approach could offer the most outstanding
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accuracy value of 76%. Compared to other approaches, the
True Positive Rate (TPR) is 76%, while the False Posi-
tive Rate (FPR) is 13.3%. However, the KNN approach has
the fastest or least minimum calculation time, followed by
Random Forest and Naive Bayes. On the other hand, log
regression takes the longest to compute, followed by SVM
and DT. This happens because the three approaches have
more parameters, corresponding to a longer computation
time. Furthermore, based on these findings, it can be con-
cluded that high recall values will follow high accuracy
results but lower precision numbers.

On the other hand, various machine learning algo-
rithms [41] are utilized to identify the app as benign or
malicious. Various performance metrics are used to evaluate
each algorithm to determine which ones are best for detect-
ing harmful software. The results demonstrate that Random
Forest delivers the most significant result, with an accuracy
of 90.63%, making it the most successful malware detection
tool. Regarding the area under the operating curve (AUROC),
the support vector machines (SVM) are second best and
perform well in other areas. It has a lower False Positive Rate
than Random Forest. Meanwhile, while Nave Bayes has the
best (lowest) False Positive Rate, it has a poor True Positive
Rate and poorly in other criteria.

Furthermore, to overcome the difficulties faced by con-
ventional methods to detect unknown and zero-day Android
malware apps, an empirical study and performance com-
parison [42] of six supervised machine learning algorithms,
including KNN, Decision Tree, SVM, Random Forest, Nave
Bayes, and Logistic Regression, which are commonly used
in the literature for detecting malware applications, was
conducted. The results of the experiments revealed that all
six machine-learning algorithms performed well in detect-
ing Android malware. Random Forest, for instance, had the
highest detection accuracy of 99%, while Nave Bayes had
the lowest detection accuracy of 95.59% in detecting Android
malware.

IV. TAXONOMY
This section discusses each result received from the SLR,
including the machine learning algorithm used, how the
algorithm works, the performance result, the classification
method, and the selected analysis type employed to answer
RQ1 through RQ5.

A. CLASSIFICATION OF MACHINE LEARNING
Machine Learning is divided into four categories, as indicated
in FIGURE 8 [27], based on the nature of the learning and
learning system, including unsupervised, supervised, semi-
supervised, and reinforcement learning.

Unsupervised learning is machine learning that searches
a data set for previously uncovered patterns with no
pre-existing labels and minimal human supervision [27].
Clustering and Dimensionality Reduction are the two basic
unsupervised learning methods, while an example of an algo-
rithm for clustering is K-Means.

Supervised learning is learning a function that maps an
input to an output using machine learning based on sample
input-output pairs [27]. It uses labeled training data and
training examples to infer a function. Classification and
regression are the two main supervised learning techniques.
Meanwhile, KNN, SVM, DT, RF, and NB are classification
methods, while linear and logistic regression is examples of
regression methods.

Semi-supervised learning is a machine learning method
that combines the benefits of both supervised and unsu-
pervised learning [27]. A semi-supervised learning strategy
comes in handy when we only have a small amount of labeled
data but a vast number of unlabeled data to train with. The
small amount of label data can be exploited using supervised
learning characteristics. On the other hand, unsupervised
learning characteristics can let you take advantage of a large
amount of unlabeled data.

Reinforcement learning is one of the most common
machine learning techniques to determine the best agent
actions to maximize reward in each environment [27]. The
agent learns to refine its activities to maximize the total
reward. Agent, environment, action, and reward are the four
main components of reinforcement learning.

Agent is a trainable program that performs the duties given
to it.

Environment is the physical or virtual environment in
which the agent performs its tasks.

Action is a change in status in the environment that occurs
when an agent moves.

Reward is the action that determines whether a negative
or positive recompense is given.

B. MALWARE DETECTION
Malware is a global issue, and malware detection tools are
the first line of protection against it. The approaches that a
malware detection tool employs determine its effectiveness.
For malware detection, various mechanisms exist, such as
Data Mining [43], Deep Learning [44], Hypothesis Explo-
ration [45], and so on. However, one of the most well-known
methods for detecting malware is the Machine Learning
algorithm (MLA).

Ten machine learning algorithms for malware detection
were discovered, as shown in FIGURE 9, based on the
analysis of 77 selected studies using the SLR technique to
assess their performance in detecting malware. We found
that SVM is the most widespread malware detection algo-
rithm, with 24%, followed by DT, with a percentage of 15%.
N-grams and Naïve Bayes were almost equivalent distri-
bution with 14% and 12%, respectively. Besides, KNN,
Bayesian, and K-Means have 10%, 8%, and 6%, respectively.
Gaussian and NF contributed the same portion of 5%, while
Meta-heuristic is the least contribution with a percentage
of 1%.

SVM [119], DT [88], and N-grams [96] have the highest
detection accuracy rate, at 100%, while NB [81] has the
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FIGURE 8. Taxonomy of machine learning techniques.

FIGURE 9. Distribution of MLA.

lowest detection accuracy rate, at 64.7%. However, only a
limited dataset was used to examine the performance of DT
and, N-grams for malware detection. Therefore, there is a
risk of biased analysis because not all attributes may have
been incorporated due to the limited number of samples; as
suggested by the authors, future research will require a larger
dataset. TABLE 7 shows a summary of malware detection
accuracy rates.

Meanwhile, each algorithm’s average detection accuracy
rate has been obtained, and SVM continues to perform
well, with a 90.55% accuracy rate. N-grams have the great-
est average detection accuracy rate of 97.80%, followed
by KNN 92.72%, DT 92.23%, K-Means 89%, Bayesian
89.08%, Gaussian 87.42%, NB 86.45%, NF 83.48%, and
Meta-Heuristic with 81.23%. FIGURE 10 shows the details
of the average detection accuracy rate.
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TABLE 7. The following is a summary of the SLR-based malware detection accuracy rate.

1) MALWARE DETECTION PROCESS
The overall process of malware detection can be seen
in FIGURE 11. Malware detection can be broken down
into two stages: malware analysis and malware detec-
tion. The malware analysis focuses on gathering data
from previously identified malware to generate and extract
its features. Following that, an algorithm will be cre-
ated based on those features. Malware analysis approaches
also assist analysts in comprehending the risks and intents
connected with a malicious code sample. The knowl-
edge gained can react to new malware development pat-
terns or take preventative measures to deal with future
threats. Furthermore, unknown malware can be grouped
into existing families using features gained from malware
analysis.

On the other hand, the malware detection phase use mal-
ware detector ‘D’ specified as a function whose scope and
range are the set of executable program ‘P’ and the set {mali-
cious, benign} [46]. A malware detector, in other words, can
be defined as indicated below.

D(p) =

{
malicious if p contains malicious code
benign otherwise

The detector examines the program ‘p’ ε P to determine
whether it is benign or malicious. Testing aims to deter-
mine the percentage of false positives, false negatives, and
hit ratio. The malware is detected by the malware detector
using malware signatures. A signature is a binary pattern
in the machine code of a particular malware. Anti-malware
technologies compare their malware signature database to
files on the hard disc, removable media (including boot sec-
tors), and RAM. The anti-malware provider routinely updates
the signatures and makes them accessible to clients via
the Web.

False Positive occurs when a malware scanner discovers
‘malware’ in a non-infected file [46]. False positives result

when the signature used to detect a specific infection is not
unique to the malware and appears in legitimate, non-infected
software.

False Negative when a malware scanner unsuccessfully
detects malware in a compromised file [46]. Due to new
malware and the lack of a signature, the anti-malware scanner
may fail to detect malware because of configuration settings
or even erroneous signatures.

Hit ratio occurs when a malware detector identifies the
malware [44]. This happened because the malware signature
matches the signatures contained in signature databases. The
formula is shown below.

Hit ratio = D(p)/Number of detected malware

2) MALWARE DETECTION TECHNIQUES
Malware detection techniques are classified into four
types: signature-based, behavior-based, heuristic-based, and
specification-based. These approaches are used to identify
and detect malware and countermeasures against it to protect
computer systems from data and resource loss.

a: SIGNATURE-BASED
Most antivirus applications use signature-based detection
techniques. The antivirus program disassembles the code
of the infected file and searches for a malware family pat-
tern [18]. A sequence of bits known as a signature is embed-
ded in the code when malware is produced, which can be
used to determine which malware family it belongs to [46].
Meanwhile, malware signatures are stored in a database and
compared during detection. This kind of detection is some-
times called string, pattern scanning, or pattern matching.
It might be static, dynamic, or a combination of the two,
called a hybrid.
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FIGURE 10. Average of detection accuracy rate.

b: BEHAVIOR-BASED
Behavior-based detection is conducted based on malware
behavior [50]. A behavior-based technique is used to over-
come the limitation of the signature-based technique. The
main advantage of this technique is that zero-day malware
can be detected. However, if all malware scenarios are not
thoroughly investigated, this technique can result in many
false positives.

c: HEURISTIC-BASED
Heuristic-based detection detects or distinguishes between
a system’s normal and unusual activity, allowing for the
identification and resolution of known and undiscovered mal-
ware attacks [46]. There are two steps to the heuristic-based
detection method. In the first step, the system’s behavior is
watched in the absence of an attack, and a record of vital
information is kept that may be confirmed and checked in
the event of an attack. In the second step, this difference
is monitored to detect malware from certain family. The
behavior detector employed in the heuristic-based technique,
as illustrated in FIGURE 12, consists of three fundamental
components: data collection, interpretation, and a match-
ing algorithm. The behavior detector [22] is depicted in
FIGURE 12, describing how these components interact.

Data collection is concerned with the collection of either
static or dynamic data.

Interpretationwill analyze and convert data from the data
collection component into an intermediate format.

Matching algorithm is where the behavior signature will
be compared to the converted data in the interpretation
component.

d: SPECIFICATION-BASED
Specification-based detection approaches, in which appli-
cations are monitored and examined for normal and
deviant behavior [44] in accordance with their specifica-
tions. The main difference between specification-based and
heuristic-based detection is that heuristic-based detection
techniques use machine learning and artificial intelligence

methods to detect a legitimate program’s valid and invalid
activity. In contrast, specification-based detection is based on
analyzing the behavior described in the system specification.
This method is essentially a manual comparison of some
systems’ typical actions. Lowering the

false positive rate and raising the false negative rate over-
comes the limitations of heuristic-based approaches.

According to the SLR results, as seen in TABLE 8, most
studies with a percentage of 48.5% use behavior-based clas-
sification methods, including two studies that used DT [88]
and SVM [119] that achieved 100% accuracy rate in detecting
the malware. On the other hand, signature-based contributed
43.6%, followed by permission-based and images-based,
with 5.9% and 2.0%, respectively. It shows that the behavior-
based classification method is more relevant and effective in
detecting malware. The comparative studies for classification
methods are represented in Appendix A, TABLE 13.

3) MALWARE DETECTION ANALYSIS
Malware analysis is the first step in detecting malware [47].
To identify malware, we must first understand how it works
and why it was created so malware detector developers
can easily integrate protective capabilities. Based on the
time and technique used to perform the analysis, malware
analysis techniques are classified into static, dynamic, or
hybrid.

a: STATIC ANALYSIS
Static analysis, often known as code analysis [48], is the
process of analyzing software or a piece of code without
running it. Static information is collected from the code
to assess whether the software contains harmful code. The
malware is reverse-engineered using various tools, and the
malicious code’s structure is evaluated to determine how it
operates. Debuggers, dissemblers, de-compilers, and source
code analyzers are some of the tools used to perform static
analysis. Meanwhile, File Format Inspection, String Extrac-
tion, Fingerprinting, AV scanning, and Disassembly are some
of the methods utilized in static analysis.
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FIGURE 11. The overall process of malware detection.

FIGURE 12. The overall process of malware detection.

TABLE 8. Distribution of MLA based on the classification method use.

b: DYNAMIC ANALYSIS
Dynamic analysis, also known as behavioral analysis [49],
analyzes and observes malware functioning while it is being
executed. This analysis will examine the function calls and

control flows and evaluate the instructions and parameters.
Malicious codes are executed in a simulated environment to
observe their behavior and countermeasures can be devel-
oped. Sandbox, simulator, emulators, RegShot, and Process
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Explorer, are some of the tools used for dynamic analysis.
Moreover, dynamic analysis outperforms static analysis since
the infected software is run in a virtual environment for mon-
itoring. As a result, this technique can detect a wide range of
malware. However, this analysis takes longer to be conducted
because we need to create an environment in which malicious
software may be executed and tested.

c: HYBRID ANALYSIS
Hybrid analysis blends static and dynamic analysis tech-
niques to gain the advantages of both techniques. The mal-
ware is first examined using code analysis and a malware
signature check. The malware will then be launched in a
simulated environment to observe its actual behavior.

Meanwhile, based on the SLR results, as seen in TABLE 9,
most of the studies with a percentage of 53.3% use static anal-
ysis, which is also used in the study of N-grams [96], achiev-
ing 100% accuracy rate to detect malware. However, the other
two studies used dynamic analysis, which achieved a 100%
accuracy rate in detecting malware, DT [88] and SVM [119].
We found that dynamic analysis only contributed 28.9%,
followed by hybrid analysis with a percentage of 17.8%.
Even though static analysis is popular among researchers, it is
also contributed to one of the limitations [70] in detecting
malware. Thus, the effectiveness of static analysis requires
further research work. Details of the comparative studies for
analysis type are represented in Appendix A, TABLE 13.

4) CLASSIFICATION BY DATASET
A dataset is one of the crucial elements in conducting
any experiments for malware detection. The most preva-
lent datasets are DREBIN and Android Malware Genome
Project, according to the earlier SLR [2], which employed
machine learning using hybrid analysis for android malware
detection. Even though DREBIN is a popular dataset among
researchers, the samples collected were from August 2010 to
October 2012, which is quite outdated. However, it is still rel-
evant to achieve some results. Furthermore, most researchers
obtain innocuous apps fromGoogle Play and local app stores.
Also, ContagioDump, VirusTotal, and VirusShare were also
employed for malware samples. However, in this SLR study,
VirusShare [56], [60], [65], [72], [81], [92], [96], [101], [110]
[111], [113], is found as the most popular dataset used in
their experiments, followed byDREBIN, [59], [61] [64], [69],
[75], [82], [83], [102], [103], Malware Genome Project,
[36], [39], [61], [106], [108], [109], Google Play Store,
[61], [80], [108], [109] and many more type of [36], datasets
as shown in TABLE 14 in Appendix A.

V. CURRENT CHALLENGES
To answer RQ6, this section is one of the answers which sum-
marizes the current challenges and limitations found in the
selected studies. The following are the common issues that
require further action as the future direction of the research
study.

A. DATASET USED
Dataset issues were found as the most common research
gap in the selected studies. It is not only because the size
of the dataset is small [57], [60], [69]; the lack of a stan-
dard dataset benchmark [56] also contributed to this issue.
Besides, various types of datasets were used in the experiment
leading to poor performance [37], [66]. The researchers also
received an insufficient sample of data [40], and some of
them had difficulties in finding suitable datasets [76], [96]
for their experiments. Others, since the dataset is created
from scratch with a minimum sample of files for analysis,
bias is detected in producing the results [88]. Furthermore,
the outdated dataset used in the experiment, which offers
little or no utility as a benchmark for the performance of
malware detection systems on a modern network [112], also
contributed to this issue.

B. OBFUSCATED MALWARE
One of the challenging issues in detecting malware is related
to the obfuscation technique described in the previous sub-
section about malware behavior. Modern stealthy malware
attacks hide their behavior in virtual environments and secu-
rity tools [53]. This technique will make the malware chal-
lenging to be detected. For instance, the current trends of
botnets use the obfuscation technique to change their struc-
ture and the packet data [51] in the respective network envi-
ronment. During the experiment, some malware behavior
can also not be performed in the Android application pro-
cess [115]. The packed code is a well-known method to
obfuscate malware and make it difficult to detect [77]. Other
than that, decompiling the APK with Dex2jar [80] is difficult
since various obfuscation and feature-hiding techniques are
challenging to manage.

C. IMPLEMENTATION TIME
Different kinds of algorithms might be used simultaneously
in the empirical experiment; it takes longer to detect malware.
Furthermore, implementation will take longer during the
classification process [54]. Meanwhile, better effectiveness
comes at the cost of poorer efficiency.

D. TYPE OF ANALYSIS
Since new malware samples constantly arise [83], the cho-
sen analysis type, as described in the previous sub-section,
might influence the performance of the detection accuracy
rate. For instance, in some experiments, new malware instant
or updated malware attacks can’t be detected using static
analysis [70]. The approach fails to detect some samples of
malware like Pjapps and Geinimi. [61].

E. MALWARE FEATURES
The feature attributes chosen must be independent of one
another or have a low correlation coefficient [36]. Besides,
many issues arise because of the large number of unrelated
or duplicate characteristics, including confusion about the
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TABLE 9. Distribution of MLA based on the analysis type.

learning algorithm, over-fitting, and reduced classification
accuracy [39].

F. CLASSIFICATION METHOD
Minor software changes have a significant impact on the
signature-based method. As a result, malware cannot be iden-
tified [73] if this method is used and the modified program
codes are used. The classifiers have similar challenges when
detecting new malware types. It can prevent some malware
from acting differently in real-world situations [119]. Previ-
ous research has utilized various approaches, but none has
looked at distance measures for classification [75]. Besides,
distinguishing between malware families is a more chal-
lenging problem than a binary classification of malware and
benign files [91]. Meanwhile, text classification studies [33]
commonly meet the sparse matrix problem.

G. OTHER ISSUES
The high false positives rate [86] is one issue that needs
further consideration. In another case, some applications
have requested excessive permissions [78] for malware detec-
tion. However, because the mobile device’s computational
resources, processing capability, and memory storage [83]
are limited, they have not utilized it. Furthermore, a model
learned from attack data collected from one platform can-
not be directly applied to analyze attacks targeting other
platforms [87]. It’s also impossible to create a linguistic
model that describes the decision [111]. Moreover, when a
researcher considers the kind and mode of new malware,
the embedding space may have an unknown distribution.

An ensemble method would improve the malware detection
algorithm’s robustness [118].

VI. FUTURE DIRECTIONS
This section responds to RQ6 by suggesting future research
areas based on machine learning, which researchers and
developers can use to reduce malware threats in cybersecu-
rity. The following are potential solutions for each research
gap as a future direction.

A. OBFUSCATION TECHNIQUE
According to [51], a dynamic framework for predicting future
malware behavior and testing it with several benchmark
datasets is required.

B. MALWARE FEATURES
In empirical experiments, a combination of state-of-the-art
lexical and statistical [54] techniques could aid in determining
the efficiency of malware features. It is also recommended
that more malware families are studied [59] or that different
learning approaches be used for family identification, such as
deep learning techniques. In addition, use an ensemble model
[62] to classify malware using various malware features,
including system calls, API calls, and opcode sequences [66].
Those features can strengthen the feature space. Furthermore,
to detect unknownmalware [36], more records with unknown
features [71] are needed to feed on the detection model. Thus,
more datasets are also required [88]. An extensive set of
features for visualizing the performance on a broad spectrum
can be obtained.
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Meanwhile, because the current method [89] only uses a
few features, more histogram-related features can be added
to improve accuracy. Malware detection and analysis can
also be sped up by incorporating various technologies [108].
The malware feature extraction techniques [119] also require
more research, and a hybrid malware feature extraction strat-
egy that includes both static and dynamic analysis might be
developed.

C. CLASSIFICATION METHOD
One of the ways to solve classification method issues is
to extend the work by studying other classifiers’ perfor-
mance [75], [79] and considering their hyper-parameters for
efficient and high-accuracy classification. The efficiency-
accuracy trade-off must be thoroughly examined [84]. On the
other hand, an experiment with additional statistical scoring
techniques 96 needs to be conducted in malware classifica-
tion. Also, the researcher can fine-tune the machine learning
classification parameters [93] and add more APK samples,
hopefully increasing the accuracy. Extending classification
using other techniques, such as Deep Learning [97], can also
help in solving this issue.

Referring to [102], other query strategies can be applied to
see if they can perform better in terms of cost-effectiveness
and accuracy. It is also suggested to combine the classifier
with dynamic analysis [106]. The proposed classifier should
then be tested and evaluated on various platforms, including
desktop computers. Researchers can fine-tune the machine
learning classification parameters [93] and add more APK
samples, hopefully increasing accuracy. Extending classifi-
cation using other techniques, such as Deep Learning [97],
can also help in solving this issue.

D. DATASET
It is essential to test the robustness of the clustering mecha-
nisms against adversarial samples [56] and their usability in
the cloud environment by evaluating the model performance
on a larger dataset. Since most of the issues related to the
dataset are about the insufficient dataset, a more extensive
dataset [57] is needed during empirical experiments for more
accurate training of the model and to expand the known mal-
ware [33]. Furthermore, evaluation using a more extensive
range of malware is essential [96] so that the results can be
more representative. This may include executable and script
files, images, PDF files, ransomware, etc. [112], to assess the
number of unknown samples that one would expect to see
in realistic environments and better datasets and reevaluate
thereon. On the other hand, the use of deep learning classi-
fiers and different feature selection approaches on the dataset
might be examined further [63].

E. ANALYSIS TYPE
Most of the solutions combine static and dynamic analy-
sis [58] to improve efficiency further. It is also in [68],
to adjust the fitness scheme to evaluate the method’s per-
formance more reasonably. According to [77], the author
compares dynamic analysis to an analogous static approach.

The other option [80] is to use blockchain to construct a
deep neural network framework for malware detection that
combines static and dynamic analysis. Thus, a more robust
way to resolve cycles over time [87] can be conducted.
Meanwhile, based on [104], expanding the methodology by
considering two categories of dynamic and hybrid malware
analysis and comparing the results is another solution that can
be considered further.

F. FALSE POSITIVE RATE
To lower the false-positive rate, more experiments [92] are
needed. It can boost the ability to detect unknown viruses
while also guaranteeing that detection is accurate and precise.

VII. EMPIRICAL ANALYSIS
This section examines three different types of machine learn-
ing algorithms to demonstrate some of the current con-
cerns raised in the previous section. The chosen dataset and
the experiment’s selected attributes are described first. The
experiment setup is then briefly described. Finally, the exper-
iment findings show the present issues that current machine
learning confronts in malware detection.

A. DATASET SELECTION
Elastic Malware Benchmark for Empowering Researchers
(EMBER 2018) [120] was utilized for this experiment, which
gathered features from 1 million PE files scanned in or
before 2018 and divided them into eight groups of raw fea-
tures that comprise both parsed and format-agnostic infor-
mation. The five types of parsed features are general file,
header, imported, exported, and section information. In con-
trast, format-agnostic features include byte histogram, byte-
entropy histogram, and string information.

The EMBER repository makes it simple to train the bench-
mark models repeatably, expand the feature set supplied, and
categorize additional PE files using the benchmark models.
This repository makes it simple to produce raw features
and/or vectorized features from any PE file. The Library to
Instrument Executable Formats (LIEF) project [121] extracts
features from PE files in the EMBER dataset. The raw
features are converted to JSON and added to the publicly
accessible dataset. From these raw features, vectorized fea-
tures can be created and saved in binary format, which can
then be translated to CSV, data frame, or any other format.
The dataset was divided into two parts: 80% for training,
which included 800K training samples (300K malicious,
300K benign, and 200K unlabeled), and 20% for testing,
which included 200K test samples (100Kmalicious and 100K
benign).

B. EXPERIMENT SETUP
The Python programming language, which comes with a
sizeable standard library including valuable codes and func-
tions, was used to create various machine learning models.
As a development environment, JupyterLab is used where
it serves Jupyter notebooks, code, and data accessible via
the web browser, especially for machine learning workflows.
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TABLE 10. Comparison of malware detection performance using a small and large dataset.

Besides, mamba and conda were used to run the Jupyter
notebooks. Three types of ML algorithms were selected for
this experiment, including SVM, DT, and N-gram, based on
the current performance results of malware detection with a
100% accuracy rate.

Meanwhile, the dataset has eight raw characteristics in the
general file information, header information, imported func-
tions, exported functions, and section information, as well
as format-agnostic histograms such as byte histogram, byte-
entropy histogram, and string information.

C. RESULT AND DISCUSSION
TABLE 10 summarizes the outcomes of the experiments.
TPR, FPR, FNR, ROC, Precision, Recall, F1-Score, and
Accuracy are measures used to evaluate the effectiveness
of three different types of malware detection algorithms.
Furthermore, TPR, Precision, Recall, F1-score, ROC, and
Accuracy are all supposed to be high in an effective malware
detection algorithm, whereas FPR and FNR are expected to
be low. TABLE 10 shows the performance data of three differ-
ent malware detection methods. From this table, the accuracy
rates of all machine learning algorithms to detect the malware
can’t obtain a 100% accuracy rate as obtained by the previous
researchers. The size of the dataset jeopardizes the accuracy
rate. Thus, an insufficient or small dataset might produce an
inaccurate accuracy rate for malware detection. Based on the
accuracy rates obtained in the SVM, DT, and N-gram exper-
iment, each obtained 98.62%, 96.49%, and 97.43%, respec-
tively, which is not consistent with what has been acquired
by previous researchers. However, SVM has achieved the
highest performance among the three algorithms, which is
relevant to be applied in a more extensive experiment in the
future.

VIII. CONCLUSION
Due to the introduction of new technologies and the enor-
mous expansion of data in the big data era, machine

learning has emerged as one of the most exciting approaches
in cybersecurity, particularly in the detection of malware.
To summarize, machine learning has sparked the interest
of researchers working in a variety of application domains.
Therefore, this study provided a comprehensive assessment
of machine learning for malware detection employing in-
depth SLR techniques. By evaluating the trends and pat-
terns of 77 selected research from diverse sources, this study
provided considerable insight into the present concerns and
obstacles that machine learning faces in identifying mal-
ware attacks. This study developed a taxonomy for malware
identification that categorizes them into numerous subcate-
gories based on a thorough investigation of relevant papers.
Malware detection was classified according to classification
techniques, analysis types, datasets, challenges, and related
issues faced in malware detection and future directions.

Finally, an empirical analysis was carried out to compare
the existing performance results produced using VM, DT,
and N-grams, which use small datasets with new accuracy
rate results using a large dataset. The result shows that if the
algorithm is trained using a larger dataset, the accuracy rate is
significantly reduced from 100% for SVM, DT and N-grams
to 98.62%, 96.49% and 97.43%, respectively. We can say
that an insufficient dataset might influence malware detection
accuracy. Furthermore, the classification method and analy-
sis type selected for the experiment also contributed to the
accuracy rate. The behavior-based classification method and
dynamic or hybrid analysis type have a better contribution
to detecting the malware than the signature-based and static
analysis methods.

In terms of future work, we plan to run experiments on
the chosen machine learning algorithms, focusing on feature
extraction, classification method, and analysis type.

APPENDIX A
See Tables 11–14.

141062 VOLUME 11, 2023



N. Z. Gorment et al.: MLA for Malware Detection: Taxonomy, Current Challenges, and Future Directions

TABLE 11. The description of malwares with their threat strategies.
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TABLE 11. (Continued.) The description of malwares with their threat strategies.
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TABLE 11. (Continued.) The description of malwares with their threat strategies.
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TABLE 11. (Continued.) The description of malwares with their threat strategies.
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TABLE 11. (Continued.) The description of malwares with their threat strategies.
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TABLE 11. (Continued.) The description of malwares with their threat strategies.
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TABLE 12. Quality assessment score of the selected studies.
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TABLE 12. (Continued.) Quality assessment score of the selected studies.
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TABLE 13. Comparative study of MLA on malware detection.
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TABLE 13. (Continued.) Comparative study of MLA on malware detection.
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TABLE 14. List of datasets.
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