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ABSTRACT India and other developing economies are receiving more attention in the context of climate
change due to their rapid rates of economic expansion and large populations. In terms of absolute emissions,
India surpassed China and the U.S. in 2018 to become the third-largest emitter. Solving this wicked problem
calls for climate action across the stakeholder spectrum involving governments, business communities,
and citizens. While extant literature has focused significantly on the role of governments and individual
perceptions, the business sector needs to be more represented. In this study, we consider business news
media as a platform that reflects the industry engagement in climate change and as a source of information
on climate change for business decision-makers. Hence, understanding the topic and themes in the nexus
of climate and business is important to evaluate the business sector’s stance towards climate change and
how it has evolved. This work explores business news related to climate change using natural language
techniques. We first experiment with three topic-modeling techniques, such as LDA, NMF, and BERTopic,
on the business news and two more benchmark news datasets. Our test data is derived from digital news
archives of ’The Economic Times – India’s leading business news daily. We evaluate the performance
based on quantitative metrics commonly used for topic models. We choose the algorithm that provides the
highest precision for climate-specific information represented by the test dataset.We then apply the algorithm
with the best performance, as evaluated by the experiment, to a large corpus of Indian climate news from
E.T. spanning from 2008 -2021. We present how different themes, including industry engagement, evolved
over the last two decades. The results suggest that climate cooperation has the highest contribution in the
corpus, with other themes on resource management, energy and business gaining traction in recent years.

INDEX TERMS Climate change, media, topic models, NLP, computational social sciences, experiment.

I. INTRODUCTION
Climate change is the most critical issue of this millennium.
India has high stakes in the global debate since it’s the third
largest emitter and also high on climate vulnerability [1].
In its most recent update to the Paris pledge, the country has
further committed to reducing its emission intensity to 35%of
2005 levels by 2030. Emission reduction of this scale requires
solid public support across the stakeholder spectrum, includ-
ing citizens and enterprises. The role of the commercial sector
is particularly relevant given its contribution to country-level
emissions.

The associate editor coordinating the review of this manuscript and

approving it for publication was Arianna Dulizia .

A practical approach toward understanding how different
stakeholders engage in climate change can be through the
analysis of news coverage. While all news media reflect
contemporary public discourse, business newspapers tra-
ditionally report news that is more relevant for business
decision-makers. Therefore, mapping the topics pertinent to
climate change in business media and how such issues have
evolved can help us understand how the commercial sector
engages with the issue of climate change.

Automated content analysis of large corpora is an estab-
lished technique in the social sciences. Specifically, the use
of topic models for extracting latent topics from newspapers,
discussion forums, and other social media content has been
gaining traction in extant literature. Among the different
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Natural Language Processing (NLP) techniques, topic mod-
eling is a machine-learning task that groups documents and
words with similar meanings. All topic models yield topics,
each ranked based on the specific terms and their relevance
to the topic. The topic emerges automatically without prior
annotation or labeling of the raw data. In this sense, topic
models form an important category of unsupervised tech-
niques within the larger field of Natural Language Process-
ing. The are many mathematical approaches to topic models
and an even higher spread of algorithms that learn the param-
eters of such model approaches. Conventional topic models
range from linear algebraic-based techniques such as LSA
to more popular probabilistic models like LDA and PLSA.
Metrics decomposition-based methods such as NMF have
also been a mainstay of NLP applications. The underlying
Bag Of Words (BOW) approach is a distinguishing factor
among all these approaches. However, the BoW-based topic
model is based on the unrealistic assumption that words
are independent of each other and relies on frequencies of
word occurrences. A more recent development in NLP, is the
representation of text using embeddings. Embeddings in the
context of NLP are dense representations of units of the text
in the vector space in a way that the semantic similarity
between the units of text is captured. Although automated
content analysis is gaining importance within the climate
discourse literature, there is an overreliance on probabilistic
topic models [2], [3], [4], [5]. More importantly, the choice of
topic models such as LDA is motivated by popular use and is
not backed by experiments to evaluate performance metrics
especially in the social sciences [6]. Given this background,
the objective of this article is to evaluate the performance
of conventional BOW-based models with embeddings-based
models. Specifically, we run experiments using LDA, NMF,
and BERTopic. We choose the most appropriate model based
on the evaluation metrics and use it to map themes within the
Economic Times corpus.

The article is organized as follows. Section II introduces
the literature on automated content analysis of climate news
and discusses how topic models are used in the literature.
Section III presents the data and methods. Section IV offers
the details of the experiment and its results. Section V
presents the results of the final implantation of the chosen
model.

II. LITERATURE REVIEW
The adoption of NLP techniques in social sciences has
seen significant growth in the recent decade. Language is a
social construct and can be considered a proxy for behav-
ior [7]. As expressed by people, language may contain
rich latent information that can help identify several dimen-
sions and traits of behavior. Therefore, the rapid growth of
NLP methods within social sciences is not surprising. The
social science applications of NLP range from understand-
ing political affiliations and voter intentions [8], [9], [10],
health care delivery [11], [12], media monitoring [13], and

improving public policy implementation [14]. The use of
NLP in mining social discourse around climate change is
still nascent and broadly categorized based on the analy-
sis of social media platforms, online news, and scientific
or technical documents. Several studies analyze societal
stance on climate change through the study of Twitter and
microblogs. For example, Elgasem et al. combine sentiment
and networking analysis to identify climate skeptics and
accept communities [15]. Stance detection in climate change
tweets emerged as a separate subdomain with the release
of the SemEval dataset, which defined detecting climate
concerns as a task [8]. Several researchers have employed
advanced NLP and machine learning techniques for improv-
ing stance detection in climate tweets with the Semeval
dataset [16].

While content analysis of climate news is an established
norm, the use of NLP in analyzing climate news is relatively
new. Compared with the studies on social media, news analy-
sis has received less attention [17]. Keller et al. in [2] applied
LDA to ∼18000 climate change articles sourced from two
Indian dailies. They extracted 29 themes ranging from cli-
mate change impact and politics to climate science. Similarly,
Bohr [3] segments 52 US newspapers based on geography,
partisan bias, circulation, etc. He then uses structural topic
models to discover topics and further analyses the influence
of these attributes on the topics [3]. Benites-Lazaro et al. [4]
use a corpus of news articles between 2007 -2017 to analyze
the climate, food, and energy nexus using topic models. From
a methodological perspective, most authors have used topic
models, especially the popular Latent Dirichlet Allocation
(LDA) [2], [3], [4]. Despite the popularity of LDA, it suf-
fers from certain shortcomings. Notably, the foundational
assumption of LDA is that documents are an unordered set,
i.e., the words that appear in the text are independent of each
other [4]. This assumption is common to all models based
on the Bag of Words text representation. This assumption
conflicts with linguistic theory, which suggests that words
in any human language are always connected and sequen-
tial [18]. Another aspect of LDA is that it needs the number
of topics extracted as input right at the beginning. Know-
ing the optimal number of issues at the beginning is only
feasible in some contexts and hence introduces an element
of subjectivity [17]. Finally, labeling the extracted topics is
also left to the users’ discretion and can vary considerably
between coders. Therefore for credible topic extraction as
well as validation, additional information from subject matter
experts becomes crucial [19]. In this sense, LDA models do
not lend to automation. While some of the shortcomings,
such as having to specify a specific number of topics, can be
countered using matrix factorization methods such as NMF,
the underlying issues related to BoW representation remain
the same. The dependency on classical topic models is partic-
ularly conspicuous given several algorithmic developments in
the domain. For example Topic models based on embeddings
have gained traction in recent years. Embeddings are dense
text representations such that words with semantic similarity
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FIGURE 1. Diagrammatic representation of LDA.

are closer in a low dimensional space [20]. Word embeddings
capture the relationship between words and convey context
better than the word count-based BoW representation of text.
In general, embeddings-based models have reported supe-
rior performance. However, the application of embeddings
based topic models in social sciences has been sparse [21].
Another significant gap in social science based applications
is the lack of robust experiments for model selection. Stud-
ies typically choose a particular model on a apriori basis
based on theoretical assumptions or prior literature contribu-
tions [14], [22], [23]

III. METHODS
A. LATENT DIRICHLET ALLOCATION
LDA is the most basic model in probabilistic topic models
and is popular in several social science disciplines [5]. LDA
typically works on a Bag of Words vector representation of
documents of a specific length. The learning algorithm in
LDA is unsupervised and is used to discover latent semantic
patterns in unstructured documents. The technique assumes
that each document is generated by a complex probabilistic
generative mechanism.LDA assumes that each document is
created one word at a time by selecting a topic from the
document’s topic distribution and then picking a word from
that topic. Therefore, each document is modeled as a mixture
of latent topics and each topic is modeled as a multinomial
distribution of words. Thus, the learning in LDA is to estimate
the parameters of the underlying mechanism that most likely
generated the corpus as precisely as possible. Fig 1 provides
the outline of the mathematical model

Were

N — Number of words in each document.
k — Number of topics a document belongs to (a

fixed number).
D — Corpus, a collection of M documents.
d — Single document.
zd,n —topic for the nth word in the dth document.
θ —Distribution of topics for each document.

βk — Distribution of words within each topic up
to k.

α, η — parameters of prior distributions over θ

and β.

The distribution of topics θ derives from a Dirichlet distri-
bution. The use of Dirichlet allows each document to embed
topic sparsity, thus mimicking real-word documents. The
generative process then can be defined as the joint probability
of the documents and topics as represented in

p(θ, z,w | α, β) (1)

where α, and β refer to the hyperparameter related to the
Dirichlet distribution. The joint distributions are further com-
puted as the conditional distribution of the hidden topics
given the set of documents. The mathematical formulation is
given in Eqn 2.

p(θ, z | w, α, β) =
p(θ, z,w | α, β)
p(w | α, β)

(2)

However, computing the above expression can be difficult
since the denominator requires the summation of all possible
combinations of topics. The use of approximation methods
such as Markov Chain Monte Carlo and variational inference
is standard in this context.

B. NON-NEGATIVE MATRIX FACTORIZATION
NMF is a linear algebra-based multivariate technique based
onmatrix decompositions of a high dimensional vector space.
The decomposed non-negative matrices represent hidden
structures considered coordinate axes in a transformed low-
dimensional vector space [24]. NMF considers every individ-
ual document d as a vector of its terms. We then represent the
term-document matrix D as follows

D = [d1, d2, . . . , dn] ∈ RMN (3)

D can be decomposed into low dimensional vector spaces as
represented bymatrices U&V shown in equation 6. Elements
of U and V are non-negative real numbers indicated by the
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FIGURE 2. Diagrammatic representation of NMF.

matrix R.U has dimensions M and K where M denotes topics
and K denotes terms or words

U = [u1, u2, . . . , uK ] ∈ RMN (4)

V = [v1, v2, . . . , vN ] ∈ RKN (5)

D ≈ UV (6)

While V represents K topics and N documents. A more
intuitive representation of NMF is given in Fig 2. The quality
of the formulation in Equation 4 is measured as the squared
difference between the document term matrix D and U.V.
This can be formally represented below.

Min ||D − UV∥
2 (7)

NMF learns U and V iteratively using multiplicative updates
such that the error is minimized [25]

C. BERTopic
BERTopic [19] is a combination of several modules. At the
top it involves representing text as Embeddings using a
pre-trained language model-specifically the Bidirectional
Encoder Representations from Transformers(BERT). Such a
representation generates a dense matrix where text either in
sentences or paragraphs is presented as numeric vectors that
capture the semantic similarity. The second layer involves
using a dimensionality reduction algorithm such as UMAP.
to convert the embeddings into a low-dimensional space.
Finally, the reduced embeddings are clustered by HDB-
SCAN. or K-means algorithms. At the final layer the topic
representations are done such that each cluster is assigned a
topic. The topics are then represented using the TF-IDF mea-
sure, which combines term frequency and inverse document
frequency for rank ordering the importance of words in the
text. We define the classical TF-IDF process below

Dt,d = tft,d · log
(
N
dft

)
(8)

where
D - Term document matrix
Tf - Term frequency
Df - Document frequency
BERTopic alters the application of the TF-IDF procedure

using a cluster of documents rather than an individual doc-
ument. This enables the BERTopic to output the topic word

distribution for every cluster, thus creating topic representa-
tions from clustered embeddings

D. EVALUATION METRICS
When measuring topic quality, human evaluation of a topic
is considered a gold standard. However, it is a resource
intensive and expensive strategy to implement. As an alter-
native, recent literature has focused on the automatic mea-
surement of coherence measures that closely mimic human
judgment. Topic coherence generally measures the degree
to which the words in a topic are semantically related and
make sense together [26] Alternatively, coherence can also
be defined as a measure of the internal consistency of a
topic and how well it represents the documents it is gen-
erated from [27].. For measuring semantic similarity, the
most commonmethods are the Normalized Pointwise Mutual
Information (NPMI.). The NPMI. method is based on context
vectors j. j. It is constructed by extracting co-occurrences
and counts within a context window of ±n tokens around

[26]. Therefore mathematically, the jth element of the
context vector i of word i has an NPMI as represented in
equation 9.

vij = NPMI
(
wi,wj

)
=

 log P(wi,wj)+ϵ

P(wi)·P(wj)

− log
(
P

(
wi,wj

)
+ ϵ

)
 (9)

The NPMI metric measures how different in meaning the
discovered topics are. A higher score in diversity reduces
the redundancy among the topics. A low score suggests that
the topics are repetitive and the model’s ability to abstract the
themes in the corpus is low [28].

It’s worth noting that the number of topics chosen for
the model can impact topic diversity. Choosing too many
topics can lead to similar topics with overlapping top words
while choosing too few can result in broad topics that
are difficult to interpret. The most common measure for
topic diversity is the ratio of unique words among the top
25 words [29].

IV. EXPERIMENTAL SETUP
For the experiment, we used the 20-group news and the BBC
news datasets as benchmark datasets. Both these datasets
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TABLE 1. Aggregate performance of topic models by dataset.

FIGURE 3. Experiment workflow.

were available in the preprocessed form in OCTIS — an
open-source framework for training, evaluating, and com-
paring Topic models. The Economic Times corpus was
our custom dataset. We used pretrained transformers for
extracting sentence embeddings. Specifically, we used the
’all- mpnet-base-v2, which provides higher and consistent
performance [20]. The generic workflow of the experiment
is represented in Fig 3. For evaluating and configuring
hyperparameters, we used OCTIS. OCTIS provides a unified
platform with several topic models, datasets, and evaluation
metrics, enabling easy comparison of topic model perfor-
mance. It adopts a dataset-model-metric approach to pro-
vide optimal hyperparameters using a Bayesian Optimization
strategy [21]. The OCTIS framework is represented in Fig 4.
For the experiment we have chosen topic coherence and topic
diversity measures as defined in the earlier section. Topic

FIGURE 4. OCTIS workflow.

coherence metric is based on NPMI and topic diversity is
based on unique words among top 10 words. The metrics are
common for all the three models and is available as part of
the OCTIS library.

A. DATA
We have used three datasets in the articles - The primary
dataset actively curated by researchers and two other stan-
dard news datasets for benchmarking the performance of the
various topic models.

1) THE ECONOMIC TIMES NEWS CORPUS
The experiment dataset for the article comes from the dig-
ital archives of the Economic Times, which is an estab-
lished English business daily in India. We curated the
dataset from news articles between 2008 and 2021. The
news articles were extracted based on the keyword search
‘climate change’. After removing shot news stubs and news
items with videos, the final dataset had 9774 documents. The
total number of terms in the corpus approximates 5 million.

2) BENCHMARK DATASETS
We used the 20 newsgroups and the B.B.C. news dataset
as benchmark datasets for evaluating and comparing the
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FIGURE 5. Panel of three figures. Figures represent the NPMI score for across values of k.
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FIGURE 5. (Continued.) Panel of three figures. Figures represent the NPMI score for across values of k.

performance of topic modes. The 20 newsgroups dataset
is popularly used in NLP experiments as a benchmarking
dataset consisting of 20000 news articles equally distributed
across 20 categories. The categories include technology, pol-
itics, religion, auto, sports, etc. Similarly, the B.B.C. news
dataset has 2225 news articles reported between 2004-2005
across five topical areas. The categories include Business,
Sports, Technology, Entertainment, and Politics.

3) RESULTS
Every topic model chosen for the experiment was run on each
dataset three times. In each run was defined by the choice of a
random seed. In every run we selected five OCTIS values for
k in multiples of 10 until 50. In other words, each topic model
was run 15 times on a dataset. The performance of the model
can be analyzed in two ways. First, both NPMI. and topic
diversity can be aggregated at a dataset level. We average the
NPMI and topic diversity scores over the three iterations and
summarize it at a dataset level as shown in Table 1. BERTopic
performs better than LDA and NMF across all three datasets
and on both the evaluation metrics. Between LDA and NMF,
we also see that LDA performs better than NMF in terms of
topic diversity, while NMF does better in terms of coherence.
Second, we drill down into the performance of the three mod-
els at a dataset level where we calculate NPMI. with respect
to k. Figure 5 is a panel of three graphs that reports the NPMI.
performance. From the display, we observe that BERtopic
outperforms the two other models across all three datasets.
We find that NPMI. reached its maximum for different values

of k for each of the dataset. In the case of the Economic
Times dataset, we find that NPMI. value increases steadily till
k = 30, declines and increases again until it reaches its high
at k = 50. For the other two datasets, maximum NPMI.
is achieved at k = 20 and k = 40, respectively.

Besides coherence, the experiment also yielded topic diver-
sity scores for each model. The results are displayed in
Figure 6. Once again, we observe that BERTopic performs
better than the other models for the experiment and bench-
mark datasets. For the Economic Times corpus we see that
topic diversity is maximized at k = 20 and remains stable till
k = 50. For the benchmark datasets on the other hand, we see
that topic diversity declines continuously for higher values
of k. Based on the results for the Economic Times dataset, we
set the k value at 50, where we achieved the highest NPMI.
and highest topic diversity as well.

V. MAPPING THEMES USING BERTOPIC
Based on the model selection experiment in the last section,
we chose BERTopic as the most suitable among all the three
models. We then applied it to the E.T. corpus with k = 50.
One of the advantages of BERTopic is that it generates topic
labels along with the topics. The labels are generated as a
combination of the topic number and dominant keywords.
A partial list is provided below

• 1_water_said_pollution_air
• 2_countries_climate_developing_agreement
• 4_energy_climate_india_coal
• 5_ice_climate_said_warming
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FIGURE 6. Panel of three figures. Figures represent the diversity score for across values of k.
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FIGURE 6. (Continued.) Panel of three figures. Figures represent the diversity score for across values of k.

• 6_climate_emissions_countries_change’
• 8_energy_solar_renewable_power
• 12_monsoon_rainfall_climate_said
• 15_climate_trump_paris_said
• 17_species_tiger_conservation_wildlife
• 39_energy_india_renewable_clean
• 47_adani_mine_queensland_coal
• 49_Yoga_Resolution_day

While topics might be coherent semantically, not all of them
may be directly relevant to climate change. For example,
in topic 49 in the above-covered news about yoga day events,
speakers also mentioned climate change. Alternatively, top-
ics can be merged to represent a larger theme, such as in
the case of topics 2 & 6. Both topics relate to climate
change negotiations with obvious differences in their point
of view. Topic 2 covers news articles with a ‘developing
country’ perspective, while topic six focuses on news articles
which discuss country-specific emissions within the summit
context.

To further identify opportunities for merging similar top-
ics we performed the following steps. First we examined
keywords within each topic to identify topics that can be
merged or need to be discarded. Second, we manually
sampled the full articles within each topic to infer the
context. Finally, we investigated the relationship between
topics through clustering based on the cosine distance
between topic embeddings. The extracted themes, and their

relationship is presented in Fig 7. At the end of the process
we were able to identify topics that were peripheral to climate
change and discarded them. The other topics, we grouped
them into eight overarching themes. The themes were ‘Cli-
mate cooperation’ and ‘Climate agreements & ’Energy &
Emissions’, ‘clean energy’, Resource management, Country
emissions and Business engagement ‘country emissions.’
‘Climate cooperation’ combines topics 2,13,21,27,35,42,
43,46, represents all news articles on bilateral and mul-
tilateral visits, trade relationships, and regional summits
(ex: SAARC, Quad), etc., where climate change is on the
agenda. ’Resource management and ecosystems’ consists of
news articles about natural resources management, including
air, land, water, wildlife, food, etc. News stories often discuss
the impact of climate change on natural resources. The theme
groups topics 4,9,17,33 and ranks second in terms of overall
contribution to the corpus. ‘Climate agreements & negoti-
ations’ contains news articles that discuss COP summits,
primarily including Paris, Glasgow, Copenhagen, and Lima.
Following this we have two themes on energy’ Energy &
Emissions’ and ’clean energy. While they cover energy at
large, the key distinctions come from the focus of the news
stories. The ‘Energy & emissions’ topic consists of articles
that report the role of energy in emissions and emission reduc-
tion. On the other hand ‘clean energy’ exclusively focuses
on domestic action in improving the share of renewables
in electricity regeneration. On a similar note, we find the
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FIGURE 7. Hierarchial topic cluster of the corpus.

‘country emissions’ focuses on new stories that present
national emission targets and goals, and performance of dif-
ferent countries. Specifically, several stories discuss India and
China and their role as prominent contributors in terms of
absolute emissions.

Finally, we have the ‘‘Business and climate’’ themes,
which subsume three topic categories- 12,22 and 49. The
news stories are a collection of company agendas for reducing
climate footprints, improving sustainability practices, CEO.
speeches on climate change, impact on the stock, product
markets, and new emerging industries such as Electric Vehi-
cles & Batteries. We further track the aggregated themes
over 2008 -2020, as shown in Fig 8. It is interesting to
note that news across all categories spiked sharply in 2015

and 2021. These spikes may be attributed to the greater atten-
tion given to climate change around the Paris COP and the
Glasgow COP.

There are also interesting insights that emerge from how
different themes trend. Before 2014 news on climate sum-
mits and negotiations dominated other categories. Post 2014,
we see that news on climate cooperation has the highest
contribution to the overall corpus. In tandem with climate
cooperation, we also observe the increase in reporting on
the impact of climate change on resources and ecosystems.
We also observe that both the categories of energy news
(emissions & clean energy) move together. Finally we, see
that news around business themes has gained traction since
2012 but has increased significantly from 2017 onwards.
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FIGURE 8. Trends in climate change news within themes.

VI. DISCUSSION AND CONCLUSION
The scientific consensus on climate change is unassail-
able and there is an urgent need for stronger climate
action globally. However, countries continue to grapple with
socio-political challenges which have emerged as a deterrent
to effective climate action. The social and political discourse
around climate change involves the public, the state, and the
scientific community, with media as the common platform.
Understanding how media reports on climate change gives a
glimpse into this diverse stakeholder system’s perspectives,
debates, and responses.

However, the tools used to understand the climate change
discourse have been derived mainly from traditional quan-
titative and qualitative research. Natural Language based
techniques can augment the existing toolbox to unfold and
extract insights from the climate change debate. This study is
a step towards achieving integration of NLP in social science
research and, more specifically, within the domain of climate
change discourse [17], [30]. Another important contribution
of the study is the demonstration and use of embeddings
based topic models BERTopic as an alternative to LDA and
NMF. Additionally, it also furthers the use of experimental
frameworks such as OCTIS for evaluating the performance
of topic models. Finally, through the longitudinal analysis
of climate news the study provides a developing country
perspective to the literature on climate change discourse

The analysis in our study includes two components. First
an experimental study on topic models to determine relative
performance.Second is the actual mapping of the climate
news based on the model selected in the experiment Our
experiments show that embedding models perform signif-
icantly better than the other topic models. The results are
consistent with other recent comparative studies [31], [32].

We further demonstrate the application of BERTopic by
training it on the Economic Times corpus and discovering
news frames and their evolution. Results suggest that news
frames around climate negotiation have been dominant before
2014 while climate cooperation gains importance post 2014.
We also found that climate frames related to domestic action
also has gained traction in recent years.

Stakeholder consensus is an essential aspect of climate
action. Given the multiple stakeholders in climate change
discourse, media analysis can play a crucial role in gauging
the engagement of citizens, the state, and the commercial
sector. Using NLP techniques in this context can scale up
information processing and augment insights derived from
other research methods, thus helping make informed policy
decisions for countering climate change.
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