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ABSTRACT Fully-supervised object detection and instance segmentation models have accomplished
notable results on large-scale computer vision benchmark datasets. However, fully-supervised machine
learning algorithms’ performances are immensely dependent on the quality of the training data. Preparing
computer vision datasets for object detection and instance segmentation is a labor-intensive task requiring
each instance in an image to be annotated. In practice, this often results in the quality of bounding
box and polygon mask annotations being suboptimal. This paper quantifies empirically the ground truth
annotation quality and COCO’s mean average precision (mAP) performance by introducing two separate
noise measures, uniform and radial, into the ground truth bounding box and polygon mask annotations for
the COCO and Cityscapes datasets. Mask-RCNN models are trained on various levels of noise measures to
investigate the performance of each level of noise. The results showed degradation of mAP as the level of
both noise measures increased. For object detection and instance segmentation respectively, using the highest
level of noise measure resulted in a mAP degradation of 0.185 & 0.208 for uniform noise with reductions of
0.118 & 0.064 for radial noise on the COCO dataset. As for the Cityscapes datasets, reductions of mAP
performance of 0.147 & 0.142 for uniform noise and 0.101 & 0.033 for radial noise were recorded.
Furthermore, a decrease in average precision is seen across all classes, with the exception of the class
motorcycle. The reductions between classes vary, indicating the effects of annotation uncertainty are class-
dependent.

INDEX TERMS Annotation uncertainty, computer vision, instance segmentation, object detection, super-
vised learning.

I. INTRODUCTION
Following AlexNet’s success in ImageNet Large Scale Visual
Recognition Competition (ILSVRC) in 2012 [1], a great
deal of work has gone into refining deep neural network
architectures for computer vision tasks. This has led to
various convolutional neural network-based architectures
developed for computer vision tasks, such as SegNet [2],
Mask RCNN [3] and YOLO [4]. The advancements are not
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limited to just convolutional neural network-based architec-
tures, as progress has been made with Vision Transformers
Models [5] and Graph Convolutional Networks [6]. Sun et al.
credited deep learning’s recent success in computer vision
tasks to three primary aspects [7]. To begin with, graph-
ics processing units and parallel processing are becoming
more widely available, allowing for the training of big-
ger models [7]. Following this, there have been technical
improvements in network architecture design, parameter ini-
tialization, and training methodologies [7], [8]. Finally, the
availability of vast and expanding datasets is increasing [7].
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We believe another key factor for deep learning’s recent
success is the availability and facility of deep learning frame-
works such as TensorFlow [9], PyTorch [10] and Apache
MXNet [11], which enabled deep learning to become more
accessible to the broader research community. The recent
advancements in deep learning methodologies for computer
vision tasks have yielded momentous technologies in many
domains such as intelligent transportation systems [12], [13],
sports analytics [14], [15] and medical imaging [16], [17].
These advancements are not restricted to RGB imagery, with
advances in infrared [18] and hyperspectral imagery [19].

Neural networks’ performance for supervised computer
vision tasks relies on the data they are trained on. This
includes the annotations that are utilized as ground truth for
supervised learning algorithms. Sun et al. found that perfor-
mance on vision tasks improves logarithmically as the train-
ing dataset size increases [7]. Due to the large quantity of data
that is regularly needed, the process of annotating datasets
for computer vision-supervised learning tasks is time inten-
sive. For example, it required approximately 60,000 worker
hours to annotate the Common Objects in Context (COCO)
dataset [20]. For object detection, bounding boxes must be
manually annotated over the classes of interest for the entire
dataset. Employing a crowd-sourcing method [21] that is
optimized for bounding box annotation, each annotation in
the ImageNet Visual Recognition dataset [22] took around
35s to annotate. For instance segmentation, a polygon mask
must be outlined around each class of interest for the dataset.
Polygon annotations are more accurate than bounding boxes
but are alsomore laborious. This is reflected by the annotation
time estimated to be 79.2s per polygon mask for the popular
COCO dataset [20].

The importance of ground truth annotation quality has
been acknowledged for computer vision tasks in the litera-
ture, with methods being developed attempting to rectify and
account for noisy labels in computer vision tasks such as
object detection [23], [24] and image classification [25], [26],
[27], [28]. To the authors’ knowledge, there is limited lit-
erature attempting to quantify the effects the ground truth
bounding box and polygon mask annotation quality have on
object detection and instance segmentation performance.

The main contribution of this paper is to quantify empir-
ically the annotation quality levels and their effects on
mAP [29] by introducing noise into both bounding boxes
and polygon masks on a subset of the COCO dataset. To the
authors’ knowledge, this work is the first to investigate anno-
tation uncertainty for three different aspects. To begin with,
this work is the first to investigate annotation uncertainty
for instance segmentation. Secondly, for object detection,
this work introduces noise to the scale of pixel distance,
allowing a finer scale of annotation uncertainty which may
be more representative of annotation uncertainty seen in
practice. Finally, the effects of annotation uncertainty on
each individual class’ average precision (AP) performance
are investigated to provide further insight. Quantifying the

relationship between annotation quality and performance will
yield helpful insight into the trade-off between annotation
quality and the time and cost associated with such annotation
quality. This information in turn will allow for informed
decision-making and enables the tailoring of annotations to
the use case of the application.

The paper is structured as follows. In Section II an
overview of related work is discussed. Then, in Section III,
an explanation for how annotation uncertainty is modeled for
this work is given. This is followed by a description of the
experiment in Section IV and a presentation of experimental
results in Section V. In Section VI, these results are analyzed
and discussed. Lastly, in Section VII, the conclusions of this
work are summarised.

II. RELATED WORK
Taran et al. used Cityscapes [31] fine and coarse annotated
images to investigate the effects ground truth annotation
quality has on semantic image segmentation performance of
traffic conditions [30]. The authors explored two situations,
firstly using the fine ground truth annotations for both train-
ing and inferencing; secondly training with the fine ground
truth annotations but inferencing on the coarse ground truth
annotations. PSPNet [32] was used for the semantic segmen-
tation model and a subset of the Cityscapes dataset was used
for the analysis, which included data from 3 cities and the
following classes; road, car, pedestrian, traffic lights, and
signs. Using mean intersection over union (IoU) as the metric
of interest, the authors found the IoU values for coarse ground
truth annotated images in general, were higher than those for
fine ground truth annotated images. In light of the results
of comparing fine and coarse ground truth annotations, the
authors suggest that deep neural networks could be utilized
to generate coarse ground truth annotated datasets, that can
be modified and used to fine-tune the pre-trained models for
the specific application.

A study by Mullen Jr et al. [33] compared annotation
types and their effects on object detection performance on
theOverhead Imagery ResearchDataset (OIRDS) [34]. Three
annotation types were considered for the analysis to detect
cars from the OIRDS; polygon masks, bounding boxes, and
target centroids. A modified version of the Overfeat [35]
network architecture was used for the analysis. A Receiver
Operating Characteristic (ROC) curve assessed at all pixel
locations along with the area under the curve (AUC) was
calculated for the 3 annotation types. The results showed
polygonmask annotations scoredmarginally better AUC than
the other two annotation types. The authors concluded when
putting together a dataset for deep learning, comparing anno-
tation types is a key step, as the cost of annotations and the
advantages and disadvantages of each annotation type should
be considered.

Xu et al. investigated training object detectors with noisy
labels [23], including incorrect class labels and imprecise
bounding boxes on both PASCALVOC 2012 [36] and COCO
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2017 [20]. Xu et al. proposed Meta-Refine-Net, a meta-
learning-based approach to train more robust detectors from
noisy labels. In this study, the authors generated imprecise
bounding boxes by shifting the original annotations by factors
of the bounding boxes’ width and height. Category noise was
also included by randomly sampling a chosen proportion of
objects and modifying the class label to be incorrect. The
results showed degradation in mAP for both incorrect class
labels and imprecise bounding boxes for all ranges of noise
used on both datasets.

Acuna et al. noted there is a substantial amount of label
noise in relevant datasets for semantic border prediction [37].
The goal of semantic border prediction is to determine which
pixels correspond to object boundaries. The authors presented
a simple yet effective thinning layer and loss that can be
utilized with boundary detectors, at the time of publishing,
to reduce the label noise effects during training. The authors’
experiments revealed an improvement of 18.61% in average
precision on the CASENet [38] backbone network using the
new thinning layer and loss, along with significant improve-
ments in thinning semantic border labels over existing meth-
ods on the Semantic Boundaries Dataset [39] and Cityscapes
dataset [31].

Rolnick et al. investigated label noise for image classi-
fication using deep learning [40]. The following datasets
were used in the study; ImageNet [41], MNIST [42] and
CIFAR [43]. The authors concluded with 3 key takeaways.
Firstly, instead of just memorizing noise, deep neural net-
works can generalize after training on noisy data. Secondly,
given a large enough training set, neural networks can handle
a wide range of label noise levels. Lastly, larger batch sizes
and downscaling the learning rate can offset the influence of
noisy labels on effective batch size.

Whilst the presented literature answers a number of ques-
tions related to the influence of annotation quality, the
performance degradation for varying levels of annotation
uncertainty remains unknown. The objective of this study
is to quantify empirically the annotation quality levels for
bounding boxes and polygon masks and the effects it has
on mAP. Whereas Taran et al. investigated the effects of
ground truth annotation quality for semantic segmentation
using Cityscapes [31] fine and coarse datasets, the disparity
between the fine and coarse datasets does not yield insight
into the various levels of annotation uncertainty that may
arise in object detection and instance segmentation datasets.
A direct comparison between results would also not be fea-
sible due to the difference in annotation methodologies. For
semantic segmentation, each individual pixel in an image
must be annotated, however, for object detection and instance
segmentation, only the objects of interest are annotated in
an image. Mullen Jr et al. highlighted the need for exploring
different annotation types and the associated costs along with
each type, but the effects of annotation noise were not consid-
ered in their study. Xu et al. investigated noisy labels, using
factors of the bounding boxes’ width and height to introduce

FIGURE 1. Example of bounding box annotation from COCO dataset [20].

imprecise bounding boxes. However, in this research, the
induced annotation noise used will be constant across object
sizes rather than using factors of the original bounding boxes’
width and height. It is the authors’ belief that keeping the
degradation across object sizes constant would yield a more
comparable experiment across classes. This research also
delves into the effect annotation uncertainty has on each indi-
vidual class for the ranges of induced noise measures used in
these experiments, which Xu et al. did not investigate. Acuna
et al. and Rolnick et al. investigated noise in semantic border
prediction and image classification respectively, but these
results do not fully extend to object detection and instance
segmentation due to the difference in annotation methodolo-
gies. Our work furthers the investigation of annotation quality
and its effect on object detection performance and extends it
to instance segmentation.

III. MODELING ANNOTATION UNCERTAINTY
For supervised learning computer vision tasks, each image
requires an associated annotation to be able to learn from. For
object detection, bounding boxesmust bemanually annotated
over the classes of interest for each image in the dataset.
An example of a bounding box annotation for the class dog
in the COCO dataset [20] can be seen in Fig. 1. For instance
segmentation, a polygon mask must be outlined around each
class of interest for each image in the dataset. An example
of a polygon mask annotation for the class dog in the COCO
dataset [20] can be seen in Fig. 2. A class label must also
be given with each annotated object for object detection and
instance segmentation. For this work, the focus of annotation
uncertainty is on the polygons and bounding boxes. Class
labels have not been tampered with. As such any effect of
class label noise inherent in the COCO dataset would be
consistent between all experiments.

Two methods for modelling annotation uncertainty were
used for this research. Firstly, Shapely’s polygon buffer
method [44] was used to introduce an approximate uniform
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FIGURE 2. Example of bounding box & polygon mask annotation from
COCO dataset [20].

noise by expanding the ground truth annotation outwards by
an approximate euclidean pixel distance, as seen in Fig. 5.
A uniform noise was introduced as a means to set a baseline
for annotation uncertainty for these experiments. The pixel
distance ranged from the integer values of 1 to 10 inclusive.
COCO defines the bounding box annotation with x, y relating
to the upper-left coordinates of the bounding box, the width
defines the distance the object spans on the x-axis and finally
the height defines the distance the object spans on the y-axis.
The bounding boxes were updated to include the relevant
uniform pixel distance noise according to (1). In Equation (1)
width and height are represented by w and h, φ is the pixel
distance noise used, and finally, xu, yu,wu, hu represent the
new datapoints with uniform noise for the bounding box.

xu = x − φ

yu = y− φ

wu = w+ 2(φ)

hu = h+ 2(φ) (1)

Secondly, Gaussian radial noise was added to each vertex
of the polygon mask to model annotation uncertainty. The
Gaussian radial noise followed Algorithm 1 to introduce
annotation uncertainty, with the standard deviation (σ ) vary-
ing from the integer values of 1-5 inclusive to create 5 datasets
of varying degrees of modelled annotation quality. The range
for the allowable angles of θ was used to help push the poly-
gon masks outwards. An example of Algorithm 1 performed
on a single data point can be seen in Fig. 3. The bounding
boxes were updated following (2), where σ is shared between
the polygon masks and bounding boxes and xr , yr ,wr , hr
represent the new datapoints with radial noise.

xr = x − |N (0, 12)|

yr = y− |N (0, 12)|

wr = w+ |N (0, σ 2)|

hr = h+ |N (0, σ 2)| (2)

FIGURE 3. Example of Algorithm 1 on a datapoint.

FIGURE 4. Ground truth annotation from COCO dataset [20].

In Fig. 4, the ground truth annotation for the chair is shown.
In Fig. 5 the ground truth annotation using Shapely’s buffer
method with an approximate uniform buffer pixel distance of
5 is shown. And finally, in Fig. 6 the radial noise is introduced
with a σ = 5. Yellow circles are used to highlight some
differences in the annotations for Fig. 5 and Fig. 6 relative
to the ground truth annotation in Fig. 4.

When investigating annotation quality for a sample of the
COCO dataset, it was observed that annotation uncertainty
was generally on the outer side of the object, relating to
expanding out the annotation. To the authors’ knowledge, the
true distribution of annotation uncertainty for object detection
and instance segmentation datasets is unknown. Taking this
into consideration, uniform noise and radial noise were used
to model annotation uncertainty. Lastly, reducing the annota-
tions inwards was susceptible to self-intersecting polygons,
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Algorithm 1 Algorithm for Adding Radial Noise to Polygon
Mask
Input: Vertices for polygon mask, image dimensions
Output: Vertices with added radial noise for polygon mask
1: Calculate centroid of polygon mask; xcentroid , ycentroid
2: for xi, yi in polygon mask vertices do
3: Calculate the relevant quadrant for the current point

relative to the centroid
xdiffi := xi − xcentroid
ydiffi := yi − ycentroid

4: if (xdiffi ≥ 0 and ydiffi ≥ 0 ) then
5: θ := |N (45, 152)|
6: end if
7: if (xdiffi ≤ 0 and ydiffi ≥ 0 ) then
8: θ := |N (135, 152)|
9: end if

10: if (xdiffi ≤ 0 and ydiffi ≤ 0 ) then
11: θ := |N (225, 152)|
12: end if
13: if (xdiffi ≥ 0 and ydiffi ≤ 0 ) then
14: θ := |N (315, 152)|
15: end if
16: Calculate a random Gaussian value to move by

distancer := |N (0, σ 2)|
17: Update values of x and y to reflect the added radial

noise
xi := xi + distancer ∗ cos(θ)
yi := yi + distancer ∗ sin(θ )

18: Ensure new data points are within the image dimen-
sions, 0, maxheight and 0,maxwidth

19: if (xi > maxwidth) then
20: xi := maxwidth
21: end if
22: if (yi > maxheight ) then
23: yi := maxheight
24: end if
25: if (xi ≤ 0) then
26: xi := 0
27: end if
28: if (yi ≤ 0) then
29: yi := 0
30: end if
31: end for

which in turn can create numerous multipolygons for the
single polygon annotation. On account of this, reducing the
annotation inwards was out of scope for this work.

IV. EXPERIMENTAL DESIGN
A. DATASET
These experiments were conducted on a subset of the COCO
2017 dataset [20] and the Cityscapes dataset [31]. A subset of
the COCO dataset and its classes were used as this allowed
a more reasonable training time for the models. It was not
the aim of the study to attain state-of-the-art performance.

FIGURE 5. Shapely’s buffer method (distance = 5) Annotation from COCO
dataset [20].

FIGURE 6. Radial noise method (σ = 5) annotation from COCO
dataset [20].

The objective of this study is to investigate the relationship
of the bounding box and polygon mask annotation quality on
the metrics of interest and to quantify the change of metrics to
each level of noise, relative to a baseline model trained with
the original ground truth annotations.

FiftyOne [45] was used to download 25,000 images from
COCO’s original training dataset that contained 11 classes,
one class per super category, which was randomly selected.
The class person was omitted to avoid severe class imbalance.
This is reflected in Table 1, where the class counts are shown
for 25,000 images when including the class person in com-
parison to not including the class in the selection criteria for
downloading the dataset. The randomly selected classes for
the experiments were; bicycle, traffic light, dog, umbrella,
skateboard, bottle, pizza, chair, tv, oven, and vase.

The 25,000 images were then split using an 80/20 train
and validation split. The test set images were selected
from COCO’s original validation dataset that contained
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TABLE 1. Class counts for COCO dataset classes selection.

the selected classes. This resulted in a test dataset size
of 1,775 images. The resulting dataset breakdown was a
train/validation/test split of 75%/19%/6% with 19,946 train-
ing images, 5,054 validation images, and a test set of
1,775 images.

For the Cityscapes dataset [31], the 5,000 images that are
finely annotated were used for the experiments. The dataset
was converted to be utilized for the task of object detec-
tion and instance segmentation. The Cityscapes benchmark
considers 8 classes for the instance-level semantic labelling
task, the classes are as follows; person, rider, car, truck, bus,
train, motorcycle and bicycle. The original training dataset
was split into an approximate 80/20 train and validation split
which resulted in 2,400 images for training and 575 images
for validation. The original validation set of 500 images is
used as the out-of-sample test dataset.

A breakdown of each of the datasets can be seen in Table 10
and Table 11. The distribution for each class’ object size is
also given as a percentage under the columns Small,Medium,
and Large. The COCO definitions [29] for small, medium,
and large object sizes are used. Only single object annotations
were considered for this work to minimize the complexity of
the problem. Run length encoding (RLE) annotations which
are used to annotate a crowd of objects were omitted from
both datasets. RLE annotations are identified with COCO’s
iscrowd= 1 parameter, whereas single object annotations are
identified with iscrowd = 0.

B. TRAINING SETUP
The MMdetection framework [46] was used to train
Mask-RCNN models with a ResNet-50 backbone for the
experiments [3], [47]. One advantage of this model is its
ability to output both object detection and instance segmen-
tation results [3]. All experiments were conducted on a sin-
gle workstation with an NVIDIA GeForce RTX 3060 GPU
card with CUDA 11.6. For the experiments, the training and
validation annotations contained the relevant induced noise.
The test dataset remained with the original annotations and
has not been tampered with. The Mask-RCNN models were
trained from scratch for 73 epochs, which took approximately
120 hours per model to train for the COCO dataset and

FIGURE 7. Evidence of overfitting when comparing the train & validation
scores per epoch for the COCO dataset.

FIGURE 8. Evidence of overfitting when comparing the train & validation
scores per Epoch for the cityscapes dataset.

12 hours to train for Cityscapes. A batch size of 2 images
was utilized, due to hardware constraints, with a stochastic
gradient descent (SGD) optimizer using a learning rate of
0.02, a momentum of 0.9, and a weight decay of 0.0001.
A learning rate scheduler was utilized to drop the learning
rate by a factor of 10 at training epoch numbers 65 and 71.
Evidence of over-fitting was apparent after epoch 66 when
training on the ground truth annotations, as seen in Fig. 7 for
the COCO dataset. As for Cityscapes, evidence of over-fitting
was apparent after epoch 65. The model weights from epoch
66 and 65 were used for inferencing on the respective test
datasets.
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C. METRICS
COCO’s defined mean average precision [29] (mAP) is
the primary metric of interest. When considering individual
classes, average precision (AP) can be and is used in place
of mAP. A breakdown of mAP and the individual classes’
AP results will be reported to provide further insight into
annotation quality and performance. COCO’s definitions for
mean average precision for small, medium, and large objects
are denoted by mAPs, mAPm, and mAPl , whereas the mean
average precision requiring an IoU threshold of 0.5 and
0.75 are denoted by mAP0.5 and mAP0.75. mAP0.50:0.05:0.95
denotes the COCO primary challenge metric [29].

Whereas comparing the reduction in mAP scores provides
insight into how the individual components ofmAP degraded,
this would not yield an appropriate comparison between
object sizes or classes. For example, if the initial score for
mAPs = 0.1, using the original annotations, the most mAPs
could degrade is its initial starting point. To put this into
perspective, if mAPl = 0.5 using the original annotations,
and was to degrade by 0.15 when using noise-induced anno-
tations, it would result in an mAPl = 0.35. However, looking
only at differences, mAPs has degraded less, yet no small
objects are being detected.

To provide further insight, linear regression models were
fitted to the individual components of mAP scores for each
level of noise, in an attempt to provide a standardized com-
parison between object classes and sizes, that relates directly
to mAP. The linear regression models were fitted on a single
variable, induced noise level, which in turn gives the interpre-
tation of the β coefficient; for a one-unit increase in induced
noise level, on average the mAP score will increase by β.

V. RESULTS
The results were obtained from the test set of 1,775 images
of the COCO dataset and 500 test images for the Cityscapes
dataset. The approximate uniform buffered pixel distances
used in this experiment range from 1 to 10 inclusive, with
the radial induced noise ranging from σ = 1 to 5. The
ground truth annotations were also used to train a baseline
model. In the figures to follow in this section, a noise level
of 0 refers to the ground truth annotations. Mask R-CNN
models were trained with both noise-induced annotations
along with ground truth annotations. For both the COCO
and Cityscapes datasets, 10 datasets, one for each level of
approximate uniform pixel distance, were used to train the
models. For radial noise, 5 datasets, one for each level of
the standard deviation of radial noise were used to train the
models. For the fitted linear regression models in this section,
β refers to the coefficient of the pixel distance buffering size
variable for the uniform noise models, whereas for the radial
noise models β refers to the coefficient of the σ variable.
A 95% confidence interval is given in square brackets for
the constant and β coefficients. Due to the saturation of
results in mAPs after epoch 5 for the uniform models, two
linear regression models were used for mAPs. The first linear
regression model was fit from pixel distance buffering size

FIGURE 9. COCO dataset Object Detection mAP results.

FIGURE 10. Cityscapes dataset object detection mAP results.

values 0 to 5 inclusive and the second using pixel distance
buffering size values 6 to 10.

A. OBJECT DETECTION
The results of the experiments for object detection are out-
lined in this section. In Fig. 9 and Fig. 10 a plot of the
individual components of mAP against pixel distance buffer-
ing size for the uniform noise and σ for radial noise is
given for the COCO and Cityscapes datasets respectively.
Linear regression models were used to model the relationship
between induced noise measures and mAP. The results of the
models are presented in Table 2 for the COCO dataset and
Table 3 for the Cityscapes dataset. In Fig. 11 and Fig. 12
a plot of the per-class AP0.50:0.05:0.95 against pixel distance
buffering size for the uniform noise and σ for radial noise
is given for the COCO and Cityscapes datasets respec-
tively. The plots are separated by the majority object size
for the class in the test dataset. This was utilized for ease
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TABLE 2. COCO dataset linear regression model results for object
detection.

TABLE 3. Cityscapes dataset linear regression model results for object
detection.

of readability. Linear regression models were used to model
the relationship between induced noise measures and per-
class AP0.50:0.05:0.95. The results of these models are pre-
sented in Table 4 and Table 5.

B. INSTANCE SEGMENTATION
The results of the experiments for instance segmentation are
outlined in this section. In Fig. 13 and Fig. 14 a plot of
the individual components of mAP against pixel distance
buffering size for the uniform noise and σ for radial noise
is given for the COCO and Cityscapes datasets respectively.
Linear regression models were used to model the relationship
between induced noise measures and mAP. The results of the
models are presented in Table 6 for the COCO dataset and
Table 7 for the Cityscapes dataset. In Fig. 15 and Fig. 16
a plot of the per-class AP0.50:0.05:0.95 against pixel distance
buffering size for the uniform noise and σ for radial noise
is given for the COCO and Cityscapes datasets respectively.
The plots are separated by the majority object size for the
class in the test dataset. This was utilized for ease of read-
ability. Linear regression models were used to model the
relationship between induced noise measures and per-class

TABLE 4. COCO dataset linear regression per-class model results for
object detection.

TABLE 5. Cityscapes dataset linear regression per-class model results for
object detection.

AP0.50:0.05:0.95. The results of these models are presented in
Table 8 and Table 9.

VI. DISCUSSION
The results enable us to compare the mAP performance
for object detection and instance segmentation for vari-
ous ground truth annotation qualities. For object detection,
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FIGURE 11. COCO dataset object detection AP per-class results.

as seen in Fig. 9 and Fig. 10, when introducing uniform noise
into the datasets, there was a reduction across all compo-
nents of mAP. For the radially-induced noise, the degradation
across the components of mAP is lesser in comparison to
the uniform noise, albeit there is still degradation as anno-
tation uncertainty increases. These results indicate there is a
degradation in mAP performance when introducing annota-
tion uncertainty into the annotations for object detection, for
both noise types; uniform and radial. This reflects the need
for accurate bounding boxes to be utilized as ground truth
annotations for object detection.

Looking into the per-class scores, as seen in Fig. 11 and
Fig. 12 along with the negative β coefficients in Table 4
and Table 5, there was a reduction for all of the classes

FIGURE 12. Cityscapes dataset object detection AP per-class results.

FIGURE 13. COCO dataset instance segmentation mAP results.

used in the experiments for both induced noise types.
However, the reductions between classes vary. This suggests
that annotation quality and AP0.50:0.05:0.95 performance are
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FIGURE 14. Cityscapes dataset instance segmentation mAP results.

TABLE 6. COCO dataset linear regression model results for instance
segmentation.

TABLE 7. Cityscapes dataset linear regression model results for instance
segmentation.

class-dependent for object detection. One potential factor for
the observed class dependence for object detection is the size
of the objects of interest. The classes traffic light and bottle
had a majority of their instances in the size small category for
the COCO dataset. Both these classes resulted in significant

TABLE 8. COCO dataset linear regression per-class model results for
instance segmentation.

decreases in AP0.50:0.05:0.95 for both induced noise types for
object detection.

For instance segmentation, as seen in Fig. 13 and Fig. 14,
when introducing uniform noise into the datasets, there was
a reduction across all components of mAP. For radially-
induced noise, the degradation across the components of
mAP is far less severe in comparison to the uniform noise,
however, there is still some degradation as annotation uncer-
tainty increases. These results indicate there is a degradation
in mAP performance when introducing annotation uncer-
tainty into the annotations for instance segmentation, for
both noise types; uniform and radial. This reflects the need
for accurate polygon masks to be utilized as ground truth
annotations for instance segmentation.

Looking into the per-class scores, as seen in Fig. 15 and
Fig. 16 along with the β coefficients in Table 8 and Table 9,
there was a reduction for most of the classes used in the exper-
iments for both induced noise types. However, the reduc-
tions between classes vary. This suggests that annotation
quality and AP0.50:0.05:0.95 performance are class-dependent
for instance segmentation. Again a potential factor for the
observed class dependence is the size of the objects of inter-
est. The classes traffic light and bottle had a majority of
their instances in the size small category for the COCO
dataset. Both these classes resulted in significant decreases
in AP0.50:0.05:0.95 for both induced noise types for instance
segmentation.
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FIGURE 15. COCO dataset instance segmentation per-class mAP results.

For the Cityscapes dataset, when looking into the per-class
AP results for both object detection as seen in Fig. 12 and
instance segmentation, as seen in Fig. 16, the variance is quite
significant for the classes truck, bus, train and motorcycle.
An explanation for this variance is the small sample size of
the classes in the dataset, as seen in Table 11. As these classes
are less than 1% of the number of instances in each of the
train, validation and test datasets, this in turn would result
in higher variances in the models. Small sample sizes can
also skew the results due to the impact one instance can have
on the overall percentage. For example, on the Cityscapes
test dataset, getting one extra truck predicted correctly would
result in an increase of 1.1% in comparison to the impact

FIGURE 16. Cityscapes dataset instance segmentation per-class mAP
results.

of one extra person predicted correctly, which results in an
increase of 0.03%. Due to this class imbalance, the fitted
linear regression models would struggle to account for this
variance, which has resulted in lower adjusted R2 values for
the mAP components in comparison to the COCO counter-
parts. As the impact of each of the smaller class sizes would
impact each of the mAP calculations, a reduction across the
adjusted R2 values is expected. With all of these factors in
mind, it is important to note the results for the small class
sizes should not be given great consideration.

Whereas for the COCO dataset, a strong linear relationship
between both noise types and mAP for object detection and
instance segmentation was observed. An explanation for this
strong linear relationship in comparison to the Cityscapes
results may be down to the more evenly distributed classes as
seen in Table 10. An adjusted R2 of 0.978 and 0.956 for object
detection and instance segmentation were recorded respec-
tively for the uniform noise, as seen in Table 4 and Table 8.

25184 VOLUME 11, 2023



C. Agnew et al.: Quantifying the Effects of Ground Truth Annotation Quality

TABLE 9. Cityscapes dataset linear regression per-class model results for
instance segmentation.

For radial noise, the adjusted R2 is 0.974 for object detection
and 0.954 for instance segmentation. The β coefficient from
the linear regression models yields insight into quantify-
ing the performance degradation. For a one-unit increase in
pixel distance buffer size, on average the mAP0.50:0.05:0.95
will reduce by -0.0195[-0.022, -0.017] for object detection
and -0.0221[-0.025, -0.019] for instance segmentation. For
a one-unit increase in σ for radial noise, on average the
mAP0.50:0.05:0.95 will reduce by -0.0241[-0.029, -0.019] for
object detection and -0.0135[-0.017, -0.010] for instance seg-
mentation.

A reduction across mAP for object detection and instance
segmentation when introducing annotation uncertainty is no
surprise. As supervised-learning neural network performance
relies on the quality of the annotations, a degradation in the
annotation quality will be reflected in a reduction of the mAP.
This work set out to investigate the relationship between
annotation quality and mAP performance. For both types of
induced noise used in this research, the noise from the training
data has forced the model to include some noise around the
objects of interest when inferencing with the model, thus
reducing the IoU with the ground truth annotation on the
test set, resulting in a reduction in mAP. This noise during
inferencing was more apparent for the uniform noise models.
However, the model predictions still allow for the identifica-
tion and localization of the objects of interest.

A direct comparison between uniform and radially-
induced noise may not be a fair comparison, due to the
nature of the induced noise for both. The uniform noise sig-
nificantly degrades each vertex for instance segmentation in
comparison to the radial noise. The radial noise was normally
distributed and centred around 0, meaning some vertices

would only experience a marginal degradation. However, all
things considered, the results show as the degradation of
the annotation increases, a reduction in mAP performance is
observed. This reflects the need for accurate annotations for
supervised learning computer vision tasks.

Radial noise degradation for instance segmentation is
lower than object detection. An explanation for this may be
down to how the radial noise was implemented. As bounding
boxes only require four normally distributed data points to
introduce the noise; the first two update the x& y co-ordinates
for the bounding box starting position, the third updates the
width and the fourth and final point updates the height, there
is a possibility, due to the nature of the normal distribution,
for relatively high values being introduced. This in turn would
significantly degrade the bounding box annotation.

The findings of this study have to be seen in light of
some limitations. To the authors’ knowledge, no prior work
has modelled annotation uncertainty for object detection or
instance segmentation datasets. In light of this information,
the use of uniform noise and normally distributed radial noise
was selected to model annotation uncertainty. This work
allows us to quantify the degradation of mAP with respect
to modelled annotation uncertainty to better understand the
relationship between annotation quality and performance.

VII. CONCLUSION AND FUTURE WORK
In this paper, the relationship between object detection and
instance segmentation annotation quality and mAP perfor-
mance is studied. The observed results were attained by a
Mask-RCNN model with a ResNet-50 backbone on a subset
of the COCO 2017 challenge and Cityscapes datasets. The
ground truth annotations for both bounding boxes and poly-
gon masks had two separate types of noise introduced to the
annotations; uniform and radial.

For object detection and instance segmentation, both types
of induced noise negatively affected the mAP. When investi-
gating the per-class AP0.50:0.05:0.95 performance, there was a
reduction seen in all classes butmotorcycle used in the experi-
ments, with the reductions between classes varying. This sug-
gests that annotation quality and AP0.50:0.05:0.95 performance
is class-dependent. A strong linear relationship was observed
between both noise types and mAP for the COCO dataset.
An adjusted R2 of 0.978 for uniform noise and 0.974 for
radial noise was recorded for object detection, with instance
segmentation recording an adjusted R2 of 0.956 for uniform
noise and 0.954 for radial noise when using mAP0.50:0.05:0.95.

For radially-induced noise for instance segmentation, there
is some robustness for σ = 1, as the degradation is less than
2% for all components of mAP. While the required accuracy
of mask predictions for instance segmentation is application
dependent, this work has quantified the degradation in mAP
for varying annotation qualities to help inform any decisions
on annotation labelling quality and the expected degradation.

This study has quantified empirically the performance
between annotation quality and mAP when introducing two
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different noises to the ground truth annotations for a subset
of the COCO 2017 and Cityscapes datasets. The reduction
in mAP across both noise measures for object detection and
instance segmentation reflects the need for accurate polygon
and bounding boxes for fully supervised object detection and
instance segmentation tasks.

Future research should further develop and confirm these
initial findings by conducting experiments on more diverse
computer vision datasets, such as other benchmark datasets
used for object detection and instance segmentation with
different model architectures to investigate if the results
from these experiments generalize. Additionally, the use of
transfer learning with noisy annotations should be investi-
gated to determine if the results deviate from the current
experiments, which were trained from scratch. Finally, com-
bining the noise types used into a single dataset would
be of interest, as this may better reflect the annotation
uncertainty when multiple annotators are used to annotate a
dataset.

APPENDIX A
COCO DATASET

TABLE 10. COCO dataset.

APPENDIX B
CITYSCAPES DATASET

TABLE 11. Cityscapes dataset.
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