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ABSTRACT Native advertising is a popular form of online advertisements that has similar styles and
functions with the native content displayed on online platforms, such as news, sports and social websites.
It can better capture users’ attention, and they have gained increasing popularity in many online platforms
and among advertisers. In advertising, Click Trough Rate (CTR) prediction is essential but challenging due to
data sparsity: the non-clicks constitute most of the data, whereas clicks form a significantly smaller portion.
The performance of 19 class imbalance approaches is compared in this study with the use of four traditional
classifiers, to determine the most effective imbalance methods for our native ads dataset. The data used is real
traffic data from Finland over the course of seven days provided by the native advertising platformReadPeak.
The resampling methods used include seven undersampling techniques, four oversampling techniques, four
hybrid sampling techniques, and four ensemble systems. The findings demonstrate that class imbalance
learning can enhance the model’s capacity for classification by as much as 20%. In general, oversampling
is more stable comparatively. But, undersampling performed the best with Random Forest. Our study also
demonstrates that the imbalance ratio plays an important role in the performance of themodel and the features
importance.

INDEX TERMS Class imbalance, data resampling, CTR prediction, native advertising, machine learning.

I. INTRODUCTION
In a class imbalanced dataset, there are significantly less
samples in one of its classes than the other [3]. The difficulties
of learning from such imbalanced data are inevitable.
Standard learning classifiers are biased toward the majority
class due to the skewed distribution of the training samples,
making them unable to recognize unusual occurrences. It is
possible to mistake noise for rare minority samples and
vise-versa [24]. This kind of problem with uneven data
is particularly prevalent in the advertising industry. The
dataset contains a lot more non-clicked advertising than
clicked advertisements, and the difference between the two
is typically significant. To solve these issues, researchers
have created numerous class imbalance techniques and
performance evaluation criteria that play an important role
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in this paper. In this context, we implemented several class
imbalance methods on a real-world class imbalanced dataset
provided by the native advertising platform ReadPeak [1].
The dataset used contains information about the in-screen
advertisements and whether they have been clicked or not.
According to the dataset, there is an extreme imbalance
between clicks and non-clicks, with 250 non-clicks for every
1 click.

Advertising is a key and crucial part of corporate
operations. In 2021, advertisers are estimated to have
spent 118.72 billion dollars on display advertising [52].
Demand-side platform (DSP)’s cost per click pricing model
makes advertisers earnings directly correlated to the number
of clicks. Predicting performance indicators such as the
click-through rate (CTR) is crucial for DSP research [35].

The available literature presents a valid solution to the
problem at hand, but addressing the unbalance of data
specifically and the benefits we can get either in terms of
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training speed and prediction accuracy has been neglected.
In that spirit, the purpose of the current work is to explore
the effect of sampling techniques on prediction accuracy
with the combination of a number of classical machine
learning models applied to the prediction of CTR in native
advertisement.

The contributions of this paper are summarized as follows:

• The performance of 19 class imbalance methods with
4 classical classifiers is evaluated. The best performing
methods are identified based on the AUC and LogLoss
metrics.

• An analysis of the unbalanced data problem was con-
ducted using real-world data from ReadPeak, including
complete outline of the steps for feature engineering,
selection, and data cleaning.

• Through experimentation, it was found that feature
importance varies with different Imbalance Ratios.
The Boruta algorithm was used to compute feature
importance using three levels of sampling, highlighting
the importance of balancing the data for accurate results.

• Using Random Forest and random undersampling, it is
shown that as the balance between positive and negative
samples is improved, the performance also improves.
However, there is a threshold of imbalance ratio beyond
which the performance improvement becomesmarginal.

• We available the community access to a real world
datasets that can help researchers study the phenomenon
and find solutions to CTR Prediction in the native
advertisement field.

The remainder of this paper is arranged in the following
manner: in Section II, we give an overview of the sampling
techniques. Starting by describing the data used, Section III
is dedicated to the methodology. It expands on the steps
and methods used to treat the data and explains how it
is evaluated. Section IV provides a comparative study and
analyzes the performance of different experiments. Further,
the paper findings are discussed in Section V. To conclude,
a summary of the work at hand in addition to potential future
directions can be found in Section VI.

II. PRELIMINARIES AND RELATED WORK
In the following, we will be introducing some of literature
related to CTR Prediction. We will also present the unbal-
anced methods that will be used in this paper and introduce
some of the background information needed.

A. CLICK THROUGH RATE PREDICTION
Logistic Regression (LR) is the traditional model for CTR
prediction [16], as it is quick, light, and clearly interpretable.
Some enhanced models that would decrease the computing
complexity and increase nonlinear expressiveness, such
as factorization machines [47], field aware factorization
machines [51], and gradient boosting Decision Tree. These
models, have been proven to be effective in practice.
Furthermore, in resent years, neural network techniques

have been used to further enhance the current models.
Instead of pooling interest vectors, approaches based on
user behavior have made an effort to directly extract user
interests from time-sequence data. One such method is the
Recurrent Neural Network (RNN) model, which was used
in GRU4Rec [8] to forecast preferences based on users’
previous click-through patterns. Additionally, the Attentive
Capsule Network (ACN) method was created by Li et al. [12]
to reflect users’ varied interests, where a transformerwas used
to separate feature interactions from users’ varied interests.
To boost performance, the targeting of segment groups for
an advertisement and deliver customized advertisements to
these segments can be very beneficial [13], [25], [50]. One
of the most used segmentation methods is interest-based
segmentation [32], which groups users with similar interests.

B. IMBALANCED DATA TECHNIQUES
Class imbalance is a well-known problem in machine learn-
ing [28]. When the classes in the data have an unbalanced
distribution, machine learning model will favor samples from
the majority class and will not pay enough attention to
samples from the minority class. It will result in the model’s
output being biased in favor of the dominant class [27]. Due
to the classifier’s disregard for minority classes, its accuracy
cannot be trusted. Many academics in the field of machine
learning are now focusing on class unbalanced learning due
to the impacts and potential that class imbalances can have
on data and learning.

In advertising, class imbalance methods have already been
used in many applications, such as click-fraud detection
and CTR predictions. Class imbalanced data methods can
be classified into three categories: (i) sampling techniques,
(ii) algorithm level methods and (iii) ensemble methods [22].

1) SAMPLING TECHNIQUES
Data-level approaches entail steps taken in the training data
to improve the class distribution by having less samples
in the majority classes or more samples in the minority
classes [48]. The data-level technique is primarily at the data
pre-processing stage, and redistributing the training data of
various classes in the data space through resampling [38].
To balance the unbalanced class, this kind of approach can
alter the dataset structure as much as possible. Resampling
the data to change the samples analog distribution has
been demonstrated in some research to improve the model’s
performance to some extent [36].

Procedures for resampling can be divided further into
(i) undersampling, (ii) oversampling and (iii) hybrid sam-
pling. In the following, we provide a brief explanation of
these techniques.

Undersampling techniques retain important data for learn-
ing while discarding samples from the majority class until
the number of samples in each class is approximately
equal [43]. However, it is unavoidable that certain samples
that are significant to the training model may be overlooked
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while undersampling the dataset [49]. After all, many under-
sampling techniques employ various filtering principles.
Undersampling methods include:

1) Random UnderSampling (RUS): RUS is the earliest
undersampling method to have been invented, and it
discards random samples from the majority class [23].

2) Edited Nearest Neighbors (ENN): With the other
samples in this procedure, each instance is checked
using k-NN. The improperly identified samples will be
discarded, and the updated dataset will be created from
the remaining samples [6].

3) Instance Hardness Threshold (IHT): This undersam-
pling technique excludes examples that are difficult to
classify or have a high likelihood of beingmisclassified
after training a classifier to identify them [30].

4) Near Miss: By choosing majority samples whose
average distances from the three nearest minority
samples are the least, this method chooses majority
samples that are close to some minority samples [19].

5) Neighbourhood Cleaning Rule (NCR): The three clos-
est neighbors of each instance in the dataset are taken
into account by this strategy. A sample is eliminated
from the dataset if it is misclassified by its three closest
neighbors and is in the majority class. Additionally,
the majority class samples in the vicinity of a sample
that is a member of the minority class sample and is
incorrectly classified by its three closest neighbors are
eliminated [21].

6) One-Sided Selection (OSS): First, 1-NN is used to
choose minority class samples and majority samples
that were incorrectly classified. Then the Tomek Links’
vast majority of class examples are deleted [29].

7) Tomek Links (TL): Refer to a pair of instances, which
belong to different classes and are each other’s nearest
neighbor. These links are considered to be noisy or
boundary instances and are often removed from the
majority class sample [28].

To provide a more equal class distribution of samples while
preserving class borders, oversampling techniques create new
samples based on data from the minority class. On the other
hand, because it duplicates or synthesizes a small number
of samples, oversampling can result in overfitting [54]. The
length of training time rises with the quantity of samples.
Oversampling methods include:

1) Random OverSampling (ROS): ROS is the earliest
oversampling approach to be created, and it replicates
random minority class samples to achieve a more
evenly distributed class [15].

2) Adaptive Synthetic (ADASYN): Minority class samples
are distributed in this manner based on their difficulty
to learn. Minority samples that are harder to learn have
more synthetic samples created for them. [18].

3) SyntheticMinority OverSampling Technique (SMOTE):
The k-Nearest Neighbors (kNN) interpolation method

is used to generate synthetic samples from each
minority sample. [34].

4) Borderline SMOTE : This technique utilizes borderline
samples, which are frequently misclassified by their
closest neighbors, to perform SMOTE [17].

The hybrid sampling approach combines under-sampling
and over-sampling. Both approaches have their drawbacks:
under-sampling can result in loss of important information,
while over-sampling can lead to overfitting. To address
these issues, methods that combine under-sampling and over-
sampling have been proposed, such as SMOTEENN and
SMOTETomek [15]. These methods use a combination of
techniques such as SMOTE for over-sampling and ENN
or Tomek links for under-sampling. These techniques aim
to balance the training dataset, eliminate noisy points that
are on the incorrect side of the decision boundary, discover
better clusters, and build models with strong generalization
capabilities.

2) ALGORITHM LEVEL METHODS
Algorithm-level methods are approaches in which the
classifier is not affected by the skewed distribution, or where
conventional machine learning classifiers are modified and
linked to a weight or cost variable [10]. Many researchers
have published relevant studies addressing the class imbal-
ance issue at the algorithm level [4], [37].

3) ENSEMBLE METHODS
In ensemble systems, algorithmic and sampling techniques
are used to handle data internally and modify the dis-
tribution of categories in the sample. They employ data-
level approaches, and internally modify the learning process
using specific algorithms [46]. This helps to prevent the
model from excessively favoring the majority class during
classification [28]. The standard ensemble techniques are
listed below:

1) Balanced Bagging: This technique employs bagging
and RUS to balance the dataset. It uses integrated
estimators after resampling each subgroup of the data.
The technique has an advantage over Sci-kit-Learn
because it uses two additional parameters to control
the behavior of the random sampler, namely sampling
strategy and replacement [54].

2) Balanced Random Forest: This technique creates a
balanced sample from which each tree is constructed.
It starts by drawing bootstrap samples from the
minority class, and then randomly selects an equal
number of instances from the majority class with
replacement. The final prediction is determined by a
majority vote [9].

3) Easy Ensemble: This approach involves using
AdaBoost to train classifiers on balanced subsets, and
then combining the output of each classifier to produce
an ensemble classifier [53].
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4) Random UnderSampling Boost (RUSBoost): This
method combines sampling and boosting, and each
round of boosting includes RUS [11].

5) Balance Cascade: This approach uses a double inte-
gration technique that combines bagging and boost-
ing. It removes majority class samples that can be
accurately identified during training using an iterative
method and combines them with the minority class
to create a base learner. This approach emphasizes
samples that are more likely to be misclassified [53].

III. METHODOLOGY
This section aims to explain the approach taken to investigate
the handling of class-imbalanced dataset in advertising data.
The focus is on a dataset where the proportion of confirmed
clicks is only 0.4%, which represents a significant class
imbalance. To address this issue, various class imbalance
techniques will be applied to predict clicks.

A detailed description of the specific methods and
techniques utilized in this researchwill provide be provided in
the following section, along with a justification of the choices
made and the challenges encountered during the process of
putting this paper together.

A. DATASET
The dataset used in this paper is provided by a real
Demand Side Platform (DSP) called ReadPeak [1]. The
data is collected from ReadPeak, which is a platform that
enables advertisers to promote their content online by buying
inventory from a publisher of their choice. The training data
used in this study is one week of native advertisements
that were shown to consumers all over Finland in the
month of June 2022. The dataset comprises of a total
of 17.925.833 lines of data, out of which 72.540 lines
represent confirmed clicks. The testing set used in this study
is one day’s worth of data collected from the following
week, comprising of 4.803.760 lines of data, out of which
17.179 lines represent confirmed clicks.

The dataset includes 13 features and a target feature named
‘label.’ Table 1 describes and details the features available.
It is evident from the purpose of this study and the number
of clicks observed in comparison to the total data, that the
dataset used is highly unbalanced.

We would like to mention that in this work, our main focus
is on addressing the data imbalance in the native advertising
dataset. However, we also acknowledge and address some of
the other challenges associated with this type of data, such as
the overlap between clicks and non-clicks, the variability of
the ads, and the limitation of available data. Although feature
engineeringwas also considered in the data preparation in this
study, our main emphasis is on exploring different sampling
techniques and their effect on the performance of the models
and CTR prediction.

B. PRE-PROCESSING
Data pre-processing includes addressing the issue of missing
values and adjusting the features of the datasets. The part

TABLE 1. Features description.

about scaling numerical data and label encoding of categories
features will be discussed later.

1) MISSING VALUES
The initial dataset consists of almost 18 millions in-screen
advertisements with 13 columns. Out of these columns, six
were found to have missing values. The missing values in the
‘lang’ feature were replaced with the most common category,
while the missing values in the ‘tag’, ‘city’, ‘client’, ‘os’,
and ‘make’ columns were treated as a new category. This
approach was chosen due to the nature of these features.

2) FEATURES CLEANING
The majority of the features present in our dataset underwent
a number of operations to make them more manageable
and to extract as much relevant information as possible.
In this section, we will describe the process that each feature
underwent.

• tag:For the majority of the variable, it was mainly
an integer but there were instances that contained
characters. We used Python’s regular expression to
clean the feature by removing the characters from the
instances in question.

• os:We turned everything into lower case and categorized
all the Operating Systems (OS) containing the word
‘‘android’’ into a category and did the same for ‘‘ios’’.
From the data analysis, we curated a list of the most
common OS. Any other values in the ‘os’ column not
belonging to the list were put into their own category
that we called ‘unknown’.

• make: A similar process was done to the ‘make’ feature
as was done to the ‘os’ feature. We categorized all
Samsung and Apple devices in their own respective
categories and limited the categories only to the most
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common ones. Any other values not belonging to the list
were put into a category called ‘unknown’.

• city: We matched the cities that were entered in different
manners and lowercased all entries. We only kept the
top 25 cities obtained from the data analysis. Any other
cities not belonging to the list were put into their own
category called ‘unknown’.

• lang: All languages that were repeated a very small
number of times were removed. We matched all
languages that were denoted in different ways to ensure
consistency in the data.

• ts: From the ‘timestamp’ feature, we extracted the ‘Day’
and ‘Hour’ feature, which we used instead of the ‘ts’
feature. The ‘Day’ feature is represented with numbers
from 0 to 6, with 0 being Sunday. The ‘Hour’ feature is
a float, with the decimal values representing the minutes
over 60.

3) NORMALIZATION
The purpose of normalization is to convert the values of
numeric columns in the dataset to a common scale while
preserving disparities in value ranges. This is only important
when the ranges of the features differ. The benefit of data
normalization is that many machine learning algorithms tend
to perform better and it speeds up the training in some cases.

The data in this research is normalized to eliminate
the influence of dimensionless disparities across features
in the dataset. The goal is to set the data mean to 1 and the
variance to 0. The following shows the calculation formula to
normalize a certain feature X:

x ′
=

X − Xmean
Xmax − Xmin

(1)

where Xmean is the mean value, Xmax is the maximum value,
and Xmin is the minimum value.

4) CATEGORICAL ENCODING
Categorical encoding refers to the process of assigning
numeric values to nominal (non-numeric) features in order to
facilitate the processing task. Since we are using only neural
networks in our model, it is necessary to convert the textual
data of the dataset into numerical values. Generally speaking,
there are two approaches to encode categorical variables:

1) One-hot (binary) encoding: A binary representation
of nominal features where the categorical value is
removed and a new binary variable is added for each
unique nominal value.

2) Integer encoding: Refers to the process of coding a
categorical variable using integers such as 1, 2, and 3.

The main difference between the two approaches is that
One-Hot Encoding preserves the order relationship between
the values of the nominal feature, while Label Encoding
does not. Additionally, One-Hot Encoding requires a higher
memory consumption than Label Encoding. In this research,
We are using label encoding, also called integer encoding,

because most of our categorical variables have a large
number of categories. Using this approach allows for less
memory consumption and makes training the data less
computationally expensive.

C. FEATURE SELECTION
One of the key aspects of machine learning is feature
selection, which aims to eliminate irrelevant and redundant
information in the dataset, in order to boost model accuracy
and improve computational efficiency. There are several
popular feature selection techniques, such as filter, wrapper,
and embedded methods [7]. In this study, we use the Boruta
algorithm [26], an advanced feature selection method based
on Random Forest, to select the most important features
for our model. Boruta not only identifies the significance
of each feature, but also evaluates whether it should be
retained for further analysis. This approach is considered to
be more efficient and accurate than other feature selection
methods.

The Boruta algorithm’s core process is as follows:
1) Creates a shadow feature by randomly sorting the

original features to create a shadow feature matrix, then
splicing the shadow feature matrix with the original
feature matrix to create the new feature matrix.

2) For training, the new feature matrix is fed through a
Random Forest classifier, which outputs the relevance
of features v.

3) The original feature and shadow feature’s z scores are
computed, and the formula is as follows:

zscore =
Av
Sv

(2)

where the average value of feature importance is
represented by Av, while the standard deviation of
feature importance is Sv.

4) The maximum zscore, indicated as Zmax , is searched in
the shadow feature.

5) If the zscore of the original feature is larger than Zmax ,
the feature is classified as ‘‘important’’ if the original
feature’s zscore is less than Zmax , on the other hand, the
feature will be classed as ‘‘unimportant’’ and removed.

6) Repeat steps 1–5 until all of the features have been
noted.

D. DATA-SPLIT
We use Stratified KFold (K = 5) to split the dataset, retaining
the sample category ratio while dividing the complete
development set into five independent subgroups. For each
split in this procedure, four-fifths of the dataset are used.
The final fifth serves as the test set and the remaining as
the training set. Each split can be regarded as the ith time
(i = 1, . . . , 5), and AUC is calculated on the ith test set [56].
It is important to note that the test set obtained each time is set
aside and it was not be used in the scaling, recoding, ormodel-
building processes. The test set needs to be separated from
the training process, because the oversampling strategy will
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clone or synthesize some minority samples, meaning the data
obtained in this way cannot accurately represent the original
dataset.

But to also put these sampling methods to the test in a real
environment we re-train the model on all the available data
and then test it on a one day data three days after the collected
data.

E. IMBALANCED DATA STRATEGIES
The majority of the class-imbalanced learning strategies
used in this study are data-level techniques and ensemble
systems. Specifically, this research primarily investigates
imbalance techniques in the Imblearn library [2]. Resampling
techniques, including under-sampling, over-sampling, and
hybrid sampling methods, are mostly used for data-level
procedures.

Undersampling techniques include:

• Random UnderSampling (RUS).
• Edited Nearest Neighbors (ENN).
• Instance Hardness Threshold (IHT).
• Near Miss (NM).
• Neighbourhood Cleaning Rule (NCR).
• One-Sided Selection (OSS).
• Tomek Links(TL).

Given the size of the dataset used in this work, algorithms
based on k-NN, such as All k-Nearest Neighbors (All k-NN),
Cluster Centroids (CC), and Condense Nearest Neighbors
(CNN), are computationally expensive and take a long time
to run. Therefore, CC, All k-NN, and CNN are not included
in this study.
Examples of oversaampling methods include:

• Synthetic Minority Oversampling Technique (SMOTE).
• Random Oversampling (ROS).
• Adaptive Synthetic (ADASYN).
• Borderline SMOTE.

Furthermore, methods for hybrid sampling include:

• SMOTE-ENN.
• SMOTE-Tomek.
• RUS&SMOTE
• RUS&ROS

To forecast advertisement clicks, these data level techniques
are paired with classifiers. We also trained ensemble systems
using the built-in classifiers, which are:

• Easy Ensemble.
• Random Undersampling Boost.
• Balanced Random Forest.
• Balanced Bagging (RUSBoost).

To note, this paper will not cover the Balance Cascade
algorithm because it has been regularly modified by the
Imblearn library in recent years and was finally dropped in
version 0.6.0.

In the next section, we will discuss the effectiveness
and safety of using oversampling techniques in our native
advertising dataset.

F. OVERSAMPLING CONCERNS
Oversampling has been shown to improve model per-
formance on imbalanced datasets, But, a recent review
paper [55] has raised concerns about the risks associated with
this approach. The paper argues that oversampling methods
assume that all synthesized data belong to the minority class,
without providing any guarantee that some of the generated
examples may actually belong to the majority class.

Despite the concerns raised, we argue that oversampling
techniques can still be a useful tool for CTR prediction on
native advertising data. In fact, we found that oversampling
techniques had a positive effect on the performance of CTR
prediction models on our dataset. Additionally, the extreme
imbalance and nature of the task at hand make it important to
generate more positive samples, as they are so scarce.

It is worth noting that overlap in the native advertising
data used can explain that some of the generated examples
may belong to the majority class. This means that the risk of
synthesizing minority class data that actually belongs to the
majority class doesn’t make the generated samples invalid.
Additionally, we have explored hybrid methods that combine
undersampling and oversampling techniques to create a
balanced dataset. This approach can help alleviate some of
the concerns of the mentioned paper.

Lastly, given the nature of the current study, it would be
imprudent not to include oversampling in our systematic
comparison. Oversampling is a commonly used techniques
for addressing class imbalance in machine learning, and
excluding it from our evaluation could limit the usefulness
and relevance of our findings. By including oversampling in
our comparison, we can provide a more comprehensive and
nuanced analysis of the relative benefits and drawbacks of
different sampling techniques for CTR prediction on native
advertising data.

Overall, while it is important to be aware of the potential
risks associated with oversampling, we believe that the
benefits of generating more positive samples outweigh the
risks in the current case. Therefore, we conclude that
oversampling techniques can be a useful and tolerable
approach for CTR prediction on native advertising data.

G. BASELINE MODEL SELECTION
The selection of algorithms for this study was based
on their suitability for handling imbalanced datasets and
their computational efficiency. The algorithms selected,
namely Logistic Regression [41], Naive Bayes [40], Decision
Tree [42], and Random Forest [39], are known for their
simplicity, low computational cost, and ability to handle
imbalanced datasets. These algorithms typically work well
‘‘out of the bag,’’ meaning that they often provide a good
baseline model without requiring extensive tuning.

While several other machine learning algorithms, includ-
ing Support Vector Machines (SVM) and k-Nearest Neigh-
bors (KNN), were initially considered, they were ultimately
excluded from the study due to their high computational
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cost and memory requirements. SVM is known for its high
accuracy and ability to handle complex datasets, but it can be
slow and require a large amount of memory. KNN, on the
other hand, is a non-parametric algorithm that is easy to
implement and interpret, but it can also be slow and require
significant amounts of memory, especially when dealing with
large datasets.

In addition, neural networks and factorization machines
were not included in the selection of algorithms for this
study.While neural networks have shown promising results in
various domains, they can be computationally expensive and
require significant amounts of data for training. Moreover,
their suitability for this study was limited by the size of the
dataset and the need to compare the performance of different
sampling techniques. Similarly, factorization machines are
also computationally expensive and can be challenging to
implement, requiring a substantial amount of expertise and
resources. Therefore, the selected algorithms were deemed
sufficient to provide a useful baseline for comparison
purposes and achieve the primary goal of identifying the most
suitable sampling technique for predicting CTR in the context
of native advertising.

H. EVALUATION
In order to determine the best class-imbalanced technique for
the dataset based on the following standard, this study uses
four traditional classifiers as the baseline model:

• Logistic Regression (LR).
• Random Forest (RF).
• Naive Bayes(NB).
• Decision Tree(DT).

We will compare the results based on the metrics mentioned
in the section.

1) IMBALANCE RATIO
The imbalance ratio (IR) is an essential parameter in
imbalanced learning. It measures the proportional relation-
ship between the majority and minority classes in the
experiment [31]. The formula is given by Eq. 3:

IR = InstancesMinority/InstancesMajority (3)

Most of the data-level methods used in the research involve
resampling the majority or minority class in the original
dataset, which increases the minority class samples or
decreases the majority class samples. This changes the
imbalance ratio of the dataset. As the IR decreases, the
difference in sample size between the majority and minority
class becomes larger, indicating that the dataset is more
imbalanced. On the other hand, when the IR value is closer
to 1, the dataset tends to be more balanced. Therefore, this
paper uses IR as a metric to evaluate sampling techniques.

2) MODELS EVALUATION
To assess the prediction outcomes, the output confusion
matrix is used to calculate Accuracy, Precision, Recall, and

TABLE 2. Confusion matrix.

F1 Score. Table 2 from [57] depicts the generated confusion
matrix.

True Positive (TP) denotes a situation where both the
true and predicted values are positive, which means that the
number of positive samples has been correctly predicted.
False Positive (FP) denotes a situation where the true value is
negative, but the predicted value is positive, meaning that the
number of negative samples has been incorrectly predicted
to be positive. True Negative (TN) denotes a situation where
both the true and predicted values are negative, meaning that
the number of negative samples has been correctly predicted.
False Negative (FN) denotes a situation where the true value
is positive, but the predicted value is negative, meaning that
the number of positive samples has been incorrectly predicted
to be negative.

The ratio of accurately predicted samples to the total
number of samples is known as Accuracy, and the method
for calculating it is as follows:

Accuracy =
TP+ TN

TP+ FP+ FN + TN
(4)

However, most studies on imbalanced class data have
found that accuracy may not be the best metric to evaluate
the performance of a model on such datasets [33]. This is
because in many real-world applications, the minority class
is often more important and any errors in classifying it (i.e
False Negatives or False Positives) may have a significant
impact on the overall performance of the model. For example,
in the case of click-through rate (CTR) prediction, the goal
is to correctly identify the minority (positive) cases in order
to find clicks, as they are usually the desired outcome of an
online advertisement. Therefore, incorrectly assessing where
to show the advertisements can lead to significant financial
losses.

We describe an alternative performance evaluation metric,
the area under the Receiver Operating Characteristic (ROC).
ROC curve plots the True Positive Rate (TPR = TP/(TP +

FN )) on the y-axis against the False Positive Rate (FPR =

FP/(TN +FP)) on the x-axis at various threshold values [5].
The area under the ROC curve (AUC) identifies the clas-
sifier’s ability to distinguish between classes and compares
ROC curves [20]. As such, we use the following metrics to
evaluate the compared methods:
AUC : A widely used metric for CTR prediction tasks.

It indicates the Area Under the ROC Curve over the test
set. It reflects the probability that a model ranks a randomly
chosen positive instance higher than a randomly chosen
negative instance. Here, the larger the better. We will note
that an improvement of 1% in AUC is usually regarded as
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significant for the CTR prediction because it will bring a large
increase in a company’s revenue if the company has a very
large user base.
LogLoss (cross entropy) a training goal function, and it

may be computed as follows:

LogLoss =
1
N

N∑
i=1

(yilog(ŷi) + (1 − yi)log(1 − ŷi)) (5)

where N is the total number of training samples, yi is the true
label of ith instance and ŷi is the prediction.

IV. EXPERIMENT AND ANALYSIS
This section presents the results of our experiments. All
methodologies and models were tested on an Amazon
Web Services (AWS) SageMaker instance with 32 vCPUs
and 72GB of RAM. The implementation was done using
two programming languages, Python 3.9.11 and R 4.2.0.
The Python implementation used several packages such
as Pandas, Numpy, and Sklearn. For feature importance,
we primarily used the Boruta package in R.

Following, we will explore the effects of the IR on both the
feature importance and the predictions result. Later also we
list the imbalance ratio provided by the resampling technique
and then show the prediction results of the imbalance
technique model, which can help analyse the effect of the
imbalance technique comprehensively.We have used the area
under the curve (AUC) and LogLoss error for the evaluation
of the proposed methods. The AUC and LogLoss provide
the best indication of performance when the dataset is
imbalanced [14], [27].

A. FEATURE SELECTION
The Boruta algorithm is used to select features for our dataset,
and the results are illustrated in Figure 1. Blue boxplots
indicate the minimal, average, and maximum Z score of
a shadow attribute. As previously explained, these shadow
attributes are generated by adding randomness to the dataset
by creating shuffled copies of all features. As seen in the
figure, the importance of shadow features should be minimal
in comparison to the rest of the authentic features. The Boruta
algorithm assigns one of three outcomes for each feature:
accepted (green), inconclusive (yellow), and rejected (red) in
the boxplot. The algorithm outputs can be observed in the
figure 1.
Given that we are trying to figure out which sampling

method work best with native advertising data, our first
experiment pertained to how the feature importance of our
variables change with the level of sampling. To do this,
we used three levels of sampling:

• First level was with the full data with no sampling
applied, where the clicks represent approximately 0.4%
of the data. The results for the arrangement are depicted
in the bottom of both Table 3c and Figure 1c.

• Represented in Figure 1a and Table 3a is level 2 where
we applied a moderate random undersampling to make
the clicks constitute 5%.

• The last level was where we made both clicks and non
clicks completely balanced. The results for this level can
be seen in Figure 1b and Table 3b.

Applying the Boruta algorithm on our data at different
proportions shows differences in the importance of the
features. Between the first and the second level, the city
feature is rejected in both, while all the other features are
accepted. Additionally, there is a change in the order of
importance of the features between the first and the third
level. The bottom three features remain consistent, and the
city feature is rejected in both the full data and moderate
undersampling, maintaining the lowest importance in the
balanced layout. In general, it can be observed that the top,
middle, and lower ranking features remain in the same splits,
regardless of the different sampling proportions.

B. IMBALANCE RATIO EFFECT
In this subsection, we discuss the imbalance ration effect.
Given that the data studied in this work is very unbalanced,
we ask the following questions: Can the unbalance itself be
helpful in getting a better perdition? or, will balancing the data
completely give the best results? To answer these question
we run a Random Forest model on different imbalance ratios
ranging from IR = [0.01 . . . . 1]. To measure the effect of
the ratio imbalances we use the AUC metric. AUC has been
shown through various research to be a great indicator of
performance for imbalanced datasets.

In Figure 2 illustrates a gradual improvement of the
AUC score from 0.547 to 0.663. This increase is a clear
indication that balancing the data plays a significant role
in the performance of our predictor. It is obvious that the
substantial improvements in the AUC are mainly at the level
where the IR is between [0.01. . . 0.1]. While it is true that
there is improvement as the IR increases to 1, the increase
is quite marginal after IR = 0.25.

To answer the questions posed at the beginning of this
subsection, it can be concluded that fully balancing the data
yields the best results. It is also clear that the imbalance
itself is not as helpful. With this in mind, another question
arises: After the benefit of increasing the imbalance ratio
using undersampling becomes marginal, would it make sense
to combine other sampling techniques to further improve our
predictions? This will be addressed by generating two hybrid
sampling techniques.

C. SAMPLING TECHNIQUES EFFECT ON NATIVE
ADVERTISEMENTS DATA
The class imbalanced dataset used has an imbalanced ratio of
0.004. Through resampling technology, the class proportion
of the dataset has changed. Table 4 lists the class distribution
in the training set after each sampling.
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FIGURE 1. Feature importance over different level of data sampling.

The outcome shows that undersampling affects the major-
ity of samples, oversampling only affects the minority of
samples, and the hybrid method affects both categories.

All sampling techniques enhance the IR value, while
oversampling and hybrid sampling have IR values that
are almost equal to 1, ensuring that the dataset is as
class-balanced as possible.

Applying various undersampling methods for the Read-
Peak provided dataset, we show the resulting AUCs and
LogLosses for 4 different classifiers in Table 5. RUS showed
the best performance with Random Forest and Decision Tree
with an AUC of 0.666 and 0.59 respectively. While Naive
Bayes’s AUC of 0.607 IHT using Random Forest as a base
learner.

For oversampling methods, ROS had the best performance
for Logistic Regression, Naive Bayes. While for Random
Forest and Decision Tree, SMOTE is the most suitable for

performance. These are shown in Table 6. Naive Bayes had
the highest mean AUC of 0.607.

On top of the hybrid methods provided by imlearn
library [2] we manually manufacture two more hybrid
methods based on RUS and SMOTE and ROS. These new
sampling methods were inspired following the experiment in
section IV-B.
For ensemble methods shown in Table 8, EasyEnsemble

achieved the highest mean AUC, followed by RUSBoost.
We evaluate all the resampling methods using Random

Forest. We chose Random Forest not only because it was
the best-performing model with RUS, but also because it
is the most sensitive to the applied sampling techniques.
In Figure 4, blue represents the baseline, green represents the
undersamplingmethods, red is for the oversamplingmethods,
and yellow represents the hybrid methods. The baseline AUC
value is 0.547; it can be seen that the lowest value that
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TABLE 3. Feature importance over different level of data sampling.

FIGURE 2. Effects of ratio imbalance on training.

appears in Near Miss is 0.474, the highest value appears
in ROS, and its AUC value is 0.666. Observing the bar
chart shows that the AUC displayed by the undersampling
method has more significant fluctuations than other methods.
Also, through the LogLoss result from tables 7, 8, and 9,
they show that oversampling is more stable than other

imbalanced learning techniques, and undersampling is the
most unstable.

D. GENERALIZATION TO FURTHER DATA
In this part we expose our last experiment. We take the best
combinations between the used machine learning models and
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FIGURE 3. Comparison of sampling method on Random Forest.

TABLE 4. Class distribution for data-level methods.

sampling technique, see if the results obtained trough cross
validation can be generalized to future data. The best combi-
nations found trough the previous experiments are: Random
Forest with RUS, Decisition Tree with SMOTEENN, Naive
Bayes and Logistic Regression with ROS.

From Figure 4 and Table 9, we can see that Random Forest
is the best performing model when it is put in a real situation.
To reiterate Random Forest generalize well for practical use.
While we can also see that for ensemble methods apart from
Balanced Random Forest which AUC slightly improved,
all the others performed slightly worse. Making Random
Forest based models the best performing for this type of
data.

V. DISCUSSION
In this section, we will explore the implementation of class
imbalance techniques in our study. First, we will examine
the impact of data imbalance on machine learning algorithms
and the significance of feature importance. Next, we will
provide a more detailed analysis of the results obtained from
the combinations of different data sampling techniques and
baseline classifiers used. We will also address the challenges
presented by the dataset and how these were reflected in the
results. Finally, wewill discuss the relevance and significance
of our contribution.

A. DATA UNBALANCE EFFECT ON LEARNING
In this study, different data-level sampling techniques were
applied to four baseline classifiers, including Random Forest,
Logistic Regression, Decision Tree, and Naive Bayes. The
techniques used were data-level oversampling, undersam-
pling, and hybrid methods. The results showed that Random
Forest achieved the highest AUC with the RUS technique
compared to the other classifiers, and also showed the
greatest improvement from the baseline, going from 0.547 to
0.666. Naive Bayes, on the other hand, was the least
affected by sampling methods. These results suggest that the
Random Forest classifier is well-suited for the imbalanced
advertisement data used in this study.

Despite the initial low AUC values of Logistic Regres-
sion and Decision Trees, it is worth noting that the
AUC values of most models were improved through the
application of resampling approaches. This highlights the
effectiveness of these techniques in improving a model’s
classification abilities. Additionally, our study found that
most undersampling and hybrid sampling approaches had
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TABLE 5. AUC and LogLoss results for undersampling methods.

TABLE 6. AUC and LogLoss results for oversampling methods.

TABLE 7. AUC and LogLoss results for hybrid-sampling methods.

FIGURE 4. ROC curves for test data three days in the future from the training data.

higher average AUC values than oversampling techniques.
These findings suggests that undersampling and hybrid

sampling methods are likely to provide the best performance
for CTR prediction, as they effectively handle the class
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TABLE 8. AUC and LogLoss results for ensemble methods.

TABLE 9. AUC for data three days in the future from the training data.

imbalance in advertisement data while preserving the valu-
able information.

To further investigate the relationship between the sam-
pling methods and the model’s AUC, we used the imbalance
ratio (IR) as a metric to measure the ability of resampling
techniques to adjust the class distribution. The study’s
findings revealed that the oversampling and hybrid methods
effectively achieved a near-equal distribution of classes in
the dataset. However, the undersampling algorithms were not
as successful in significantly reducing the majority class,
suggesting that these methods may not be appropriate for a
dataset with a high level of noise, like ours. It’s worth noting
that this conclusion is only based on the undersampling
methods that were barely changed the data proportions,
techniques such as RUS ans IHT_ada have proven to be more
effective and suitable to be used on the same dataset.

In summary, the results of this study suggest that over-
sampling is generally more stable. However, for data that is
as noisy and unbalanced as advertisement data, significant
undersampling can outperform other approaches.

B. SAMPLING TECHNIQUES EFFECT ON THE
ADVERTISEMENT DATA
The results of the study revealed that the feature importance
of the native Advertisement dataset changed depending on
the level of data sampling used. For example, when using
the whole dataset, or when the IR was at 10%, it was
observed that some features, such as city, were rejected by
the Boruta algorithm. This suggests that the presence or
absence of certain features can have a significant impact on
the performance of the model when working with imbalanced
datasets. It’s also worth noting that this is just one example,
and the feature importance and Boruta algorithm may have
different results in different dataset and sampling ratios. It’s

important to keep in mind that while the results of this
study were specific to the native ads dataset and specific
sampling ratios, the takeaways and insights gained from
this experimentation can be applied to other datasets and
scenarios. By going through this process, we not only
demonstrate good practice in handling imbalanced data, but
we also see how the imbalance ratio can affect the feature
selection process. Additionally, by testing the performance
of different classifiers and sampling methods, we gain a
deeper understanding of the strengths andweaknesses of each
approach, which can inform future decisions when working
with imbalanced data. Therefore, even though results may
vary when applying these methods to other datasets, the
experimentation and analysis conducted in this study can
provide valuable guidance for practitioners.

After comparing the performance of different sampling
methods, it can be seen that RUS has good performance
when combined with Decision Tree and Random Forest.
In fact, RUS had the best results of all combinations with
Random Forest. In the case of oversampling techniques,
ROC performs well with Logistic Regression and Naive
Bayes, while SMOTE seems to be more suited for Random
Forest. Additionally, for ensemble methods, EasyEnsemble
and RUSBoost classifiers performed well. However, when
evaluating the performance of these models on data from a
few days in the future, it was found that the Balanced Random
Forest classifier outperformed the others. This underlines the
importance of considering real-world scenarios and testing
models on future data when evaluating their performance.

From the baseline, it was observed that Random Forest had
the most improvement with an increase of 0.119 in the AUC
metric. After each classifier was processed by the sampling
method in the table, the AUC of the model was increased,
with the exception of Naive Bayes which showed little to
no improvement. Additionally, among all the classifiers,
Logistic Regression performed the worst, while all other
classifiers combined with RUS performed well. As such, the
Random Forest model using RUS was determined to be more
suitable for processing imbalanced advertisement datasets
and achieving the highest AUC. Another undersampling
technique, Near Miss, was tested, but it showed lower
results than the AUC of the corresponding baseline classifier.
Therefore, it can be concluded that Near Miss is not suitable
for datasets with an imbalance rate of about 0.004, as it was
used in this study.

In conclusion, the results of this research suggest that the
Random Forest model using RUS is a suitable approach for
handling highly imbalanced advertisement datasets and can
achieve the highest AUC even when generalized to future
data. This highlights the effectiveness of the RUS technique
in balancing the data and improving the performance of the
Random Forest model.

C. ReadPeak’s DATA
The dataset used in this study presents several challenges
when it comes to predicting click-through rates. It is a
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native advertising dataset that is unique in its nature, with
limited access to user demographic information and a highly
imbalanced distribution of positive and negative samples
and by nature a significant percentage of overlap. These
unique characteristics are suspected to have impacted the
performance of the algorithms used in our analysis.

We uncovered challenges in using logistic regression with
our dataset. While this algorithm has been shown to perform
well on CTR prediction tasks in different datasets, our results
showed that it’s AUC Improved in combination with ROS,
but in a more general scale it did not perform well. One
possible explanation for this discrepancy is that Unlike most
datasets used in the literature, our dataset has limited access
to user demographics, which may have affected the accuracy
of the logistic regression model. Additionally, the dataset
exhibits overlap between positive and negative samples,
violating logistic regression’s assumption of independent and
identically distributed samples.

The challenges presented by the used data suggest that
additional care must be taken when selecting data sampling
and machine learning techniques for an effective prediction.
The performance of logistic regression in this context serves
as an example. We aimed to provide a balanced study
focusing on data sampling techniques that can serve as a
guideline and a starting point for future works.

D. CONTRIBUTION
We have taken a systematic approach to feature engineering,
selection, and data cleaning, outlining the complete steps
taken in detail. Through experimentation using The Boruta
algorithm to compute feature importance using three levels of
sampling,it was found that the importance of features varies
with different Imbalance Ratios.

Using Random Forest and RUS, it was shown that
as the balance between positive and negative samples is
improved, the performance of the algorithms also improves.
However, there is a threshold of imbalance ratio beyond
which the performance improvement becomes marginal.
This highlights the importance of selecting the appropriate
sampling technique for the dataset and algorithm in question.

The ultimate output of the sampling technique comparison
resulted in RUS performing the best with Random Forest in
terms of overall prediction AUC, it is important to note that
this is not necessarily an obvious or expected result. While
RUS has been successful in other studies, we noticed that
there is a lack of rational on the selection of the algorithm and
not enough evidence to support that it is the best technique for
the problem at hand [44], [45].

In this work we provide valuable guidance for the devel-
opment of effective click-through rate prediction models
in native advertising by systematically comparing several
practically used sampling techniques in combination with
four different machine learning algorithms.

We would like to mention that the impact of these findings
on machine learning in the field of native advertising.
Advertisers and marketing professionals often deal with

imbalanced datasets, where a small percentage of customers
are responsible for the majority of conversions. In such sce-
narios, the ability to accurately identify and target potential
customers becomes crucial for the success of an advertising
campaign. The results of this study demonstrate that using
the most appropriate sampling technique can help improve
the performance of machine learning models on imbalanced
native advertising datasets, leading tomore effective targeting
and better return on investment for advertisers. Additionally,
by considering real-world scenarios and testing models on
future data, advertisers can ensure that their models will
continue to perform well over time. These insights can
be used to inform the development of more effective and
efficient advertising strategies.

VI. CONCLUSION
In this paper, we have investigated class imbalance tech-
niques, including data-level and hybrid systems, to predict
the click trough rate of advertisements. A dataset provided
by ReadPeak’s traffic in Finland for a week in June of
2022. The data had an imbalance ratio of 0.004. The
imbalanced learning method was used to solve the problem
of a skewed majority in prediction. This research discusses
19 imbalanced learning methods, including seven under-
sampling techniques, four oversampling techniques, four-
hybrid resampling methods, and four ensemble systems. The
class imbalance technology adjusts the majority or minority
samples by discarding the majority samples, copying or
synthesizing the minority samples to balance the categories
in the dataset. In addition, foura classic classifiers (Logistic
Regression, Random Forest, Decision Tree, Naive Bayes)
combined with resampling techniques were used to train the
dataset. The prediction results obtained using the classifier
training pre-processing data (except for null values, etc.)
were used as a baseline for comparison with models built
using imbalance techniques. Additionally, the method used
to evaluate the sampling technique was the imbalance ratio,
and the index used to assess the classification ability of the
model was AUC.

Further, using different levels of unbalance between the
majority and minority samples we evaluated the features
importance and the improvement of the AUC. For the current
advertisement data when the undersampling was significant
enough it was themore suitable approach. Interestingly, using
RUS technology to process our data in the Random Forest
model can achieve the highest AUC value.

This work’s aim is to show how we can make use
of sampling techniques in extremely skewed data such as
native advertisement data. We would like to note that this
methodology and results could be expanded to data related
to cyber security; such as intrusion detection and click fraud,
because of similarity in the data consistency of such use cases.
In other words the results from the current work may apply
to the mentioned cases.

We would like to point out that all the machine learning
used in the current work have been used as is with no
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fine tuning. For future work we can explore pushing these
methods further by finding more suitable hyper parameters
that can improve the result further. Another point that we
would like to explore in the future is that advertisement data
is extremely noisy and adding some more cleaning to it could
improve the performance of the sampling method studied
in this work even further. What is more explore the effect
of other sampling methods that we could not include in the
scope of the this work given the extremely high computational
power needed.
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