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ABSTRACT Human gestures are immensely significant in human-machine interactions. Complex hand ges-
ture input and noise caused by the external environment must be addressed in order to improve the accuracy
of hand gesture recognition algorithms. To overcome this challenge, we employ a combination of 2D-FFT
and convolutional neural networks (CNN) in this research. The accuracy of human-machine interactions is
improved by using Ultra Wide Bandwidth (UWB) radar to acquire image data, then transforming it with 2D-
FFT and bringing it into CNN for classification. The classification results of the proposed method revealed
that it required less time to learn than prominent models and had similar accuracy.

INDEX TERMS Hand gesture, CNN, deep learning, IR-UWB radar, 2D-Fast Fourier Transform.

I. INTRODUCTION
Human hand gestures are important as a means of human
communication and play a key function in the recently devel-
oped Human-machine interfaces technology.

A typical example is a technology that uses hand gestures
to replace switches or remote controls that require physical
contact [1]. While the importance of hand gesture recognition
technology is increasing, the accuracy of hand gesture recog-
nition technology still needs to be improved. An effective way
to solve this problem is to use Impulse Radio - Ultra Wide
Bandwidth(IR-UWB) RADAR [2]. This radar provides low
power and wide frequency band and has features such as an
occupied bandwidth of 25% or more of the FCC-regulated
center frequency (bandwidth of 500 MHz or more) [3].

Since it instantaneously transmits a very narrow pulse,
there is a very low spectral power density over a wide
frequency band. These characteristics can improve the
accuracy of hand gesture recognition as they provide high
security, high data transmission characteristics, and high res-
olution, as accurate distance and location measurements are
possible [3], [4].
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Recognizing human gestures using radar requires obtain-
ing meaningful information from the received signal, which
is challenging to do in big datasets containing a variety of
human gestures [5]. To overcome this issue, 2D-Fast Fourier
Transform was utilized to convert the data into 2D data
with essential properties in the radar systems [6], [7], [8].
And a convolutional neural network (CNN) was used to
classify the results. Several neural network methods have
recently been analyzed, and the results show that CNN
is effective in learning from image data [9]. As a result,
CNN was shown to be efficient for classifying image data
generated by radar, and it was employed for hand gesture
recognition [10], [11]. Other existing papers propose meth-
ods to improve accuracy in the data measurement process
(such as radar selection, radar parameter adjustment, noise
removal, etc.) or a method to improve accuracy through
a new model in Deep learning, but there was no case of
improving accuracy through a combination of 2D-FFT and
CNN. In addition, in this paper, considering that human
gestures are not always similar, the evaluation is conducted
by dividing them into two sets: a similar gesture data set and
a non-similar gesture set in the evaluation process of the CNN
model.

This paper’s structure follows: Section II describes the
methodology, Section III describes the experiment and
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FIGURE 1. Convolution process.

simulation, Section IV describes the experimental results, and
Section V describes the conclusion.

II. METHODOLOGY
This section deals with IR-UWB radar, CNN, and 2D-Fast
Fourier Transform.

IR-UWB Radar transmits radio frequency pulses with
extremely short durations (nano-or picoseconds), resulting in
a wide bandwidth. There are four technological advantages
to using the IR-UWB radar. The first advantage is that it has
a large channel capacity because of its short durations, which
allows for lower transmission power. Second, the short time
duration of the pulses reduces the effect of multipath because
the arrival of the pulses may be separated and filtered at the
receiver. The third advantage is that the high temporal reso-
lution makes process timing much more precise [12], [13].

Furthermore, regarding environmental adaptability, and
privacy protection, radar outperforms visible light, infrared,
acoustic technologies, and cameras for non-contact detection
methods [14], [15].

Due to the input of high-dimensional data, CNN is a sug-
gested neural network to improve existing artificial neural
networks with much longer training times. CNN has a con-
volution layer and a pooling layer as its main layers. The
convolution layer performs convolution processes with filters
of a specific size moving above the input data. The movement
interval of the filter is called a stride. Figure 1 is an example
of a convolution process.

A pooling layer is a layer that reduces the size of the
output data from the convolution layer. Pooling includesmax-
pooling, used to obtain the maximum value from a pool
of a specific size, and average pooling, to get the average
value from a pool of a specific size. The data size is reduced
because it does not require all the data from the output from
the convolution layer. In other words, the expected effects
of these layers are various positive effects, such as data size
reduction, power consumption reduction, and learning time
reduction. Figure 2 below shows the process of Maxpooling.

The Fourier Transform is used to convert the signal from
the time domain into the frequency domain and vice versa.
Extending this method to two dimensions, if the Fourier

FIGURE 2. Maxpooling process.

FIGURE 3. Block diagram of the experiment procedure.

transform is applied to each axis of the image data, the
frequency component of the image data can also be obtained,
which contains the data’s inherence features. Similarly, effec-
tively using 2-D FFT, CNN can classify images more effi-
ciently and thus enhance its performance.

III. EXPERIMENT AND SIMULATION
This section deals with experimental and simulation pro-
cesses. The main content is as follows: experimental envi-
ronment and equipment, selected five hand gestures, obtained
data, and proposed CNN models.

The following is the procedure for the experiment. First,
obtain the data of hand gestures using IR-UWB radar. Sec-
ond, convert data in the time domain to data in the frequency
domain using 2D-FFT. Third, perform additional preprocess-
ing to improve the performance of CNN. Finally, do deep
learning using the proposed CNN model. Figure 3 is a block
diagram of the experimental procedure.

The experiment was conducted in a long corridor with no
surrounding objects to reduce the noise component detected
on the radar. In this experiment, we obtained the hand gesture
data using IR-UWB (NVA-R661) radar, which contains two
Vivaldi antennas and features a bandwidth of 6.0–8.5 GHz
and a gain characteristic of 8 dB, shown in figure 4.

In this experiment, five American sign language gestures
were selected, such as the ‘‘All done’’ sign, ‘‘Eat’’ sign,
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FIGURE 4. Experiment settings and NVA-R661.

FIGURE 5. Selected five sign languages.

‘‘More’’ sign, ‘‘Sorry’’ sign, and ‘‘Thank you’’ sign, as shown
in Figure 5.

Since a person’s sign language behavior is not always the
same, several factors should be considered, such as the height
of the person, the shape of the sign language gestures, the
speed of the sign language behavior, and the measurement
distance. Therefore, the experiment was conducted with two
measurements, method I and II. As the method, I involve
fixing the person at a distance of 50 cm from the radar and
measuring the same hand gestures 500 times. Method II was
performed by positioning the three people with different hand
shapes, heights, and sign language behaviors at 40 cm to
60 cm from the radar and measuring hand gestures 100 times.
In method II, hand gestures were generated 20 times for each
increasing distance of 5 cm, from 40 cm to 60 cm (40cm,
45cm, 50cm, 55cm, 60cm).

Figure 6 shows the average data of all 500 data sets mea-
sured using the method I.

Figure 7 shows the average data of all 100 data sets mea-
sured using method II. By comparing Figures 6 and 7, it can
be seen that the difference between the shape of data in
Figure 6 and Figure 7.
In addition, a two-dimensional Fourier transform was per-

formed to convert from the time domain to the frequency
domain to obtain the frequency value of the hand gesture data.
After converting the image data into the frequency domain,
the zero frequency value of each corner was moved to the
middle. Figure 8 shows the vertical-axis and horizontal-axis
values for each domain of data.

FIGURE 6. Acquired hand gestures data using Method I.

FIGURE 7. Acquired hand gestures data using Method II.

In this experiment, the obtained dataset’s data type was
double-type. The input of such unnormalized data causes a
difference in the calculation result of the gradient descent
algorithm of the neural network. However, an 8-bit normal-
ization process was performed to overcome this issue by
converting the type from double type to int type. And since
an essential part of the normalized 2D-FFT image data is
the zero-frequency component at the center of the image,
only that part was cut and stored separately to minimize the
processing time.

In this paper, two types of CNN models are proposed.
The first model is a two-stage serial CNN model, and the
second model is a double parallel CNN model. Two-stage
serial CNN model is one in which two sets of layers are
connected by a convolution, relu, and maxpool layer in series.
A double parallel CNN model is one in which two sets of
layers are connected by a convolution, relu, and maxpool
layer in parallel.

While classifying data using CNN, the process is divided
into two parts: a learning process and a testing process. The
learning process refers to the process of learning so that the
system can classify what data and the test process refers
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FIGURE 8. Converted result (All done sign).

FIGURE 9. Block diagram of the proposed CNN models.

to checking the performance of how accurately the system
can classify. Two separate inputs need to be provided for
the learning and testing processes. As explained previously,
the data obtained in this experiment is separated into two
categories. The first is 500 datasets of method I, and the
second is 100 datasets of method II. Using these data, a case
1 classification simulation was performed, with 350 (70%)
of the method1 datasets put into the learning process and the
remaining 150 (30%) used in the test process. And a case-
to-case classification simulation was performed, in which all
method I data was put into the learning process and method
II data was put into the testing process.

Case 1 is the classification of gestures when the majority
of people use a similar form of sign language. However, the
actual situation is not as simple as in case 1. Most people use
sign language in a variety of forms, and if the system is to
classify hand gestures, it must also classify more complicated
forms of gestures, such as in Case 2.

The convolution layer’s filter size was 3 by 3, the number
of filters was 32, the stride was 1 by 1, the data was padded
to the same size as the Convolution layer’s input, and the
weightsInitializer was glorot. The Maxpool layer’s Pool Size
was 5 by 5, the stride was 1 by 1, and the data was padded
to the same size as the Maxpool layer’s input. The FullyCon-
nected layer’s weightsInitializer is glorot.

TABLE 1. Two-stage serial CNN model results.

TABLE 2. Double parallel CNN model results.

TABLE 3. GoogLeNet model results.

Themain specifications of the system that conducted learn-
ing are CPU: 11th Gen Intel (R) Core (TM) i7-11700 @
2.50GHz, RAM: 32.0GB, and GPU: Geforce RTX3090.

IV. COMPUTATION RESULT
For comparison with the proposed model, learning was addi-
tionally conducted using GoogLeNet, ResNet-50, VGG-19,
and AlexNet. However, VGG-19 and AlexNet have higher
accuracy than the two-stage serial CNN model but lower
accuracy than the double parallel CNN model. And the clas-
sification accuracy is very high in the cases of GoogleNet,
ResNet-50, and the dual parallel model, but the double paral-
lel model outperforms GoogleNet and ResNet-50 regarding
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TABLE 4. ResNet-50 model results.

TABLE 5. VGG-19 model results.

TABLE 6. AlexNet model results.

learning time. The double-parallel model takes 2 minutes,
GoogLeNet takes 7minutes, andResNet-50 takes 10minutes.
GoogLeNet and ResNet-50 take three and five times longer
than the double parallel model.

The proposed models (two-stage serial model and double
parallel model) took only 2 minutes with comparatively high
accuracy. Moreover, a model with a shorter learning time
is considered more competitive, and the proposed parallel
model executes in less time and with the same accuracy as
GoogLeNet andResNet-50. Tables 1 to 6 below are tables that
summarize the accuracy of each model. The tables show the

FIGURE 10. Double Parallel CNN Model’s confusion matrix.

FIGURE 11. ResNet-50 Model’s confusion matrix.

recognition results with various input data, such as raw radar
data, 2D-FFT of the raw data, normalization, and finally,
resizing of the data.

Tables 1 and 2 show the classification results of the two-
stage serial CNN model and the double parallel CNN model
proposed in this paper. Dual parallel models recorded higher
accuracy than two-stage serial models, and both models
achieved higher accuracy improvements using preprocessing.
In particular, the effect of preprocessing may be confirmed in
case 2.

Table 3 to Table 6 show the classification results of promi-
nent CNN models. Learning is performed with a large num-
ber of layers in superior models. Therefore, their accuracy
is reasonably good even without the preprocessing process
in the result of cases 1 and 2 when compared to the pro-
posed models. Even so, it is evident that when 2D-FFT is
used, the accuracy improves. However, not all preprocessing
enhances accuracy, and preprocessing for each structure must
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be appropriately applied. Prominent models use a large num-
ber of layers for learning, as mentioned earlier, so they have
a longer execution time compared to the proposed model.
It took about 3 minutes for AlexNet, 7 minutes for VGG-19
and GoogLeNet, and 10 minutes for Resnet-50. The figure
below is the confusion matrix of the Double Parallel CNN
model and the confusion matrix of ResNet-50, recorded with
the highest accuracy, as mentioned in case 2.

V. CONCLUSION
In this research, a combination of 2D-FFT and CNN is
proposed to increase the accuracy of hand gesture recogni-
tion techniques. Five American sign languages(‘‘All done,’’
‘‘Eat,’’ ‘‘More,’’ ‘‘Sorry,’’ and ‘‘Thank you’’)were selected
and measured 500 times under similar conditions and
100 times under non-similar conditions with IR-UWB radar.
In addition, the obtained data were preprocessed with 2D-
FFT, 8bit-Normalization, and Resizing to increase CNN clas-
sification accuracy, which was input into the Double parallel
CNN model and the Two-stage serial CNN model for sim-
ulation. Several prominent models were also simulated by
inputting the obtained data to validate the proposed model’s
performance.

The conclusion of this paper is as follows: Although it
cannot always be asserted that all preprocessing increases
accuracy, experiment results show that classification accu-
racy is increased when combining 2D-FFT preprocessing
with the CNN deep learning model. Among the prominent
models, namely GoogLeNet and ResNet-50, have achieved
high accuracy without using 2D-FFT. The suggested double-
parallel CNN model with 2D-FFT achieved higher accuracy
than the conventional models. Furthermore, the proposed
Double Parallel CNN Model takes about 2 minutes to finish,
which is much faster than GoogLeNet and ResNet-50. Thus,
this paper’s proposed combination of 2D-FFT and CNN val-
idates a highly competitive model.
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