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ABSTRACT Internet-of-Things (IoT)-basedHeterogeneousWireless SensorNetwork (HWSN) has emerged
as a prevalent technology that plays a significant role in developing various human-centric applications.
Like in a wireless sensor network (WSN), energy is also the most crucial resource in IoT-based HWSN.
The researchers have proposed many works to achieve energy-efficient network operations by minimizing
energy usage. A vast proportion of these works emphasize using the clustering approach, which has
proved its worth to a great extent. However, most schemes require the repeated formation of clusters
incurring a significant amount of nodes’ energy in the clustering process. The protocol design of such
schemes also varies with the changing levels of heterogeneity. In this work, a hybrid clustering scheme-
An Energy-Efficient Hybrid Clustering Technique (EEHCT) has been proposed for IoT-based HWSN that
minimizes the energy consumption in clusters’ formation and distributes the network load evenly irrespective
of the heterogeneity level to prolong network lifetime. It appropriately utilizes dynamic and static clustering
strategies to formulate the load-balanced clusters in the network. EEHCT establishes its supremacy over
state-of-the-art schemes via an extensive set of simulations and experimentation in terms of multiple network
performance metrics like stability, throughput, and network lifetime. Like, it achieves a gain up to 90.27%
with respect to network lifetime over its peers in the standard operating conditions and under varying
network configurations. In addition to quantitative analysis, a statistical analysis has also been provided
to demonstrate the formation of energy-balanced clusters through the proposed scheme.

INDEX TERMS Clustering, energy-efficiency, heterogeneity, Internet-of-Things, network lifetime.

I. INTRODUCTION
With advancements in micro-electromechanical systems
(MEMS) and wireless technology, the researchers are work-
ing on technologies such as IoT, Cloud Computing, and Big

The associate editor coordinating the review of this manuscript and

approving it for publication was Liang-Bi Chen .

Data Analytics to solve various real-life problems. Amongst
all these technologies, IoT has emerged as themost promising
one due to its ability to connect things to the Internet enabling
unprecedented computing capability. Since the inception of
IoT, wireless sensor network has always been an integral part
of IoT [1]. An IoT-based WSN comprises various specialized
sensors participating in various applications like environment

VOLUME 11, 2023

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

25941

https://orcid.org/0000-0002-7982-4218
https://orcid.org/0000-0002-9821-6146
https://orcid.org/0000-0001-6164-0915
https://orcid.org/0000-0003-0685-5977
https://orcid.org/0000-0003-3181-4480


S. K. Chaurasiya et al.: EEHCT for IoT-Based Multilevel Heterogeneous Wireless Sensor Networks

FIGURE 1. IoT-based multilevel heterogeneous wireless sensor network.

sensing, disaster prediction and management, habitat mon-
itoring, intelligent transportation, military surveillance, and
weapon control.

To add on more functionality, IoT-based WSN might con-
tain sensor nodes with different abilities giving birth to a pop-
ular variant of its, IoT-based HWSN. An exemplary scenario
of the IoT-based HWSN is portrayed in Fig. 1, wherein a
5-level network has been demonstrated. The base station (BS)
collects the field information from the deployed sensors and
stores them in a central repository. The end-users can access
the data from such repository by providing an appropriate set
of credentials.

Anm-level IoT-based HWSN refers to an underlying wire-
less sensor network with m types of sensors with different
functionality and ability [2]. Such wireless networks com-
prise nodes with different abilities and dissimilar functionali-
ties. For example, it can be considered an application scenario
where the WSN may contain nodes of different sensing
ranges, sensing tasks, or computational abilities, etc [3].

It can be intuited that the deployment of sensor nodes with
different functionality and/or ability might result in a network
facilitating improved performance at lower cost. This is why
the HWSN has emerged as a popular variant of the wireless
sensor networks.

Based on node heterogeneity, HWSNs can be further cate-
gorized into the following threemajor categories- Energy het-
erogeneity based HWSN, Computation Heterogeneity based
HWSN, and Link Heterogeneity based HWSN. In the energy
heterogeneity based HWSN, the nodes are deployed with
different initial energy. It also refers to the networks with
replaceable battery-enabled sensors. In the computation het-
erogeneity, nodes might have different computational abili-
ties. Like, some sensors might have powerful processing units
along with larger storage capacity in comparison of others.
Lastly, in the third type of link heterogeneity-based HWSN,

the nodes might have long-distance and highly reliable com-
munication links in comparison of other network nodes.

Energy heterogeneity is treated as the fundamental one and
the other two (link and computation heterogeneity) are the
functions of energy heterogeneity. The link and computation
heterogeneity may negatively affect the network lifetime if
not supported by energy heterogeneity. Thus, the energy het-
erogeneity is the main concern and has been addressed by
many researchers.

This work focuses on achieving energy efficiency at the
network layer by proposing a scheme that ensures the fore-
most requirements like self-organization and energy-efficient
data transmission via clustering in an energy heterogeneous
network.

Clustering refers to the process of identifying natural
associations among the objects and grouping them [4], [5].
In this process, the entire set of nodes is partitioned into
groups/clusters on the basis of node’s attribute or required
network parameters like the nodes’ mutual distance, nodes’
distance to and the BS (or equivalently sink), nodes’ func-
tionality, and nodes’ energy level. In its taxonomy, sensors
can be classified as member nodes and cluster heads. Inside
a cluster, the members are required to produce the data pack-
ets and to connect only to the cluster head (CH) for data
transmission. The CH executes tasks like application-specific
processing and data aggregation. It conveys the cluster data to
the BS using a direct or multihop approach. Thus, clustering
ensures that only a few nodes (cluster heads here) suffer from
the overhead of long-distance transmission. Thus, clustering
lowers energy consumption and enhances the overall network
lifetime. Moreover, it also enables data aggregation, saving
the nodes’ energy further.

Moreover, there are two strategic classes of the cluster-
ing techniques- static clustering [6], [7], [8], [9], [10] and
dynamic clustering [11], [12], [13], [14], [15], [16], [17],
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[18], [19]. In the static clustering technique, once formed,
clusters remain constant for the rest of the network lifetime
or until they are not resolved administratively. Contrary to
this, clusters are reformed at the beginning of each round in
dynamic clustering. Due to the repetitive formation of clusters
in dynamic clustering, energy consumption is higher than in
static clustering. With reference to static clustering, if the
clusters are not designed appropriately, the network might
suffer from energy inefficiency leading to a reduced network
lifetime.

However, most of the works reported in the context of
HWSN require the prior knowledge of deployed energy-
heterogeneity. Moreover, they employ the dynamic clustering
technique spending significant energy in the formation of
clusters. Thus, a scheme that reduces energy consumption in
successive cluster formation and performs equivalently well
with possible energy heterogeneity levels might be sought as
the solution to counter the challenges mentioned above.

In this present work, an Energy-Efficient Hybrid Cluster-
ing Technique (EEHCT) for IoT-based HSWN is proposed
that accommodates any finite levels of energy heterogene-
ity and partitions the network into energy-balanced clus-
ters. Here, the term hybrid clustering refers to the approach
wherein both the dynamic and static clustering strategies are
implemented. The scheme starts with dynamic clustering, but
later on, upon determining the energy-balanced clusters, the
clusters are declared static prohibiting any further change in
the cluster formation.

The major objectives of this work are:
• A detailed analysis of the various existing clustering
schemes or protocols aiming at improving the network
lifetime in the heterogeneous wireless sensor networks.

• Development of an energy-efficient clustering solution
which,
– utilizes a mixture of dynamic and static clustering

approaches.
– ensures energy-balanced network partitioning.
– is scalable to any desired level of energy hetero-

geneity so that the scheme’s performance is not
affected due to the varying levels of energy hetero-
geneity

• Performance comparison of the EEHCT with the exist-
ing schemes, like [11], [17], [18], [20], [21], and [22]
with respect to the parameters- network lifetime and
energy consumption.

• Stability and statistical analysis of the simulation results.
• Analysis of the EEHCT’s performance under varying
energy-heterogeneity levels and network configurations
to confirm its scalability and adaptability.

A. ORGANIZATION OF PAPER
The work is further organized into five subsequent sections.
Section II discusses the major existing works to identify
the technical gaps yielding motivations for the design of
EEHCT. Section III briefs the adopted models in the work.
Section IV describes the proposed scheme- EEHCT along

with the respective protocol architecture, operational phases,
and algorithm. SectionV discusses the simulation experimen-
tation in-depth proving the supremacy and validity of EEHCT
over the existing ones and its sustainability and scalability
under the different network configurations. Section VI con-
cludes the paper with future scope.

II. RELATED WORKS
Clustering has already established its importance and accept-
ability in traditional wireless sensor networks to a great
extent, especially with regard to the features like scalability
and energy efficiency. Many works, [8], [19], [23], [24],
[25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35],
[36], have already been done referring to clustering as the
key to achieving the objectives like scalability and energy
efficiency. Clustering has not only proved its significance in
the traditional WSNs but also in the IoT-based HWSN to
achieve energy efficiency. Many works have already been
reported in this context, like [14], [15], [16], [17], [18], [20],
[21], [22], [37], [38], [39], [40], [41], [42], [43], [44], [45],
[46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56],
[57], [58], [59], [60], [61], and [62]. The schemes such
as SEP (Stable Election Protocol) [14], DEEC (Distributed
Energy Efficient Clustering) [15], D-DEEC (Developed
Distributed Energy Efficient Clustering) [16], E-DEEC
(Enhanced Distributed Energy Efficient Clustering) [17],
ED-DEEC (Enhanced Developed Distributed Energy Effi-
cient Clustering) [18], DRE-SEP (Distance-Based Residual
Energy-Efficient SEP) [20], DARE-SEP (Distance Aware
Residual Energy-Efficient SEP) [21], and DE-SEP (Distance
and Energy Aware SEP) [22] have been proposed following
the philosophy of LEACH [11]. Like LEACH, such schemes
implement strategies like the randomized rotation of cluster
heads (ensuring the load distribution), data aggregation (to
lower the energy consumption), and localized coordination
(to assure scalability and robustness in dealing with the
dynamic networks) too.

In this section, a thorough review of the existing clustering
schemes pertaining to HWSN has been carried out, identify-
ing their respective themes and limitations.

Smaragdakis et al. [14] proposed a LEACH-based clus-
tering scheme, Stable Election Protocol (SEP), that deals
with two levels of energy heterogeneity in the network. The
sensors are categorized as normal and advanced nodes, where
the advanced nodes are equipped with more initial energy
than the normal nodes. SEP formulates the clusters similar
to LEACH but with updated epochs designed separately for
both types of nodes. SEP outperforms LEACH in dealing
with energy heterogeneity present in the network; however,
it requires repeated cluster formation in every network round
and considers only two-level energy heterogeneity.

Qing et al. [15] proposed another LEACH-based scheme,
DEEC. DEEC considers two-level heterogeneous networks.
It attempts uniform load distribution by periodically rotating
the energy-consuming CHs’ role among the sensors. More-
over, to identify cluster heads for the dynamically formed
clusters in every round, a probability-based selection is
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performed based on nodes’ remaining energy and the average
network energy. DEEC ensures the preferred selection of the
higher energy nodes as CH over the lower energy nodes.
However, the high-energy nodes, like advanced nodes, start
getting penalized with the repeated assignment of cluster
heads’ roles, especially when their remaining energy comes
into the range of those with low initial energy, that is normal
nodes.

In another work, Elbhiri et al. [16] proposed Developed-
DEEC for the HWSN to overcome the above-mentioned inef-
ficiency. DDEEC modified the approach proposed in DEEC
in such a way that in the starting rounds, advanced nodes are
elected preferably as they always have higher residual energy
than normal nodes. However, once their residual energy drops
below a threshold residual energy, [16] fails to discrimi-
nate between the normal and advanced nodes. Moreover, the
scheme deals only with level-2 energy heterogeneity.

Saini and Sharma [17] proposed E-DEEC, Enhanced-
DEEC for the HWSNs, to deal with the three levels of energy
heterogeneity compared to its ancestor schemes. The network
is composed of normal, advanced, and super nodes. More-
over, the approach implemented in [17] for cluster heads’
selection was similar to that in [15]. Hence, the scheme
suffered from the same inefficiency as the nodes with higher
initial energy got penalized repeatedly. The excessive load
due to the cluster head’s responsibilities quickly drains the
energy of special nodes. As a result, special nodes’ energy
soon falls into a range that the scheme fails to discriminate
between the normal and special nodes.

Javaid et al. [18] proposed a scheme called Enhanced
Developed Distributed Energy-Efficient Clustering
(ED-DEEC) for the HWSNs to compensate for the said
inefficiency in the previously cited scheme by incorporat-
ing the solution proposed in [16]. More illustratively, [18]
deals with three-level of energy heterogeneity like in [17].
A probability-based approach is applied for the CHs’ selec-
tion, requiring the same set of parameters as in [15], [16],
and [17], like the nodes’ remaining energy and the average
network energy. When the non-regular nodes’ remaining
energy drops to a certain threshold, all three types of nodes
are treated equally for the cluster head selection. However, the
scheme-EDDEEC, like its precursors [15], [16], [17], heavily
depends upon the heterogeneity-specific probability-based
solution for CHs’ selection and considers only three-level
heterogeneous networks.

Qureshi et al. [19] proposed an extension of [18]
accommodating four types of sensor nodes. Like its par-
ent schemes, [19] also uses uniquely defined probabilistic
CH-selection equations pertaining to each class of sensor
nodes. However, it starts treating the sensor nodes equally for
the CH candidature once their residual energy drop below a
certain threshold.

Mittal and Singh [20] proposed an improvement of
SEP [14], DRE-SEP that entertains 3-level energy hetero-
geneity in the network. DRE-SEP was proposed mainly for
the event-driven application. Like [11] and [14], DRE-SEP

decides cluster heads based on the weighted probabilistic
formula considering nodes’ distance from the BS, initial
energy, current energy, and type-based epochs as parameters.
In addition to these parameters, [20] proposes the dual-hop
communication between the CH and BS for further energy
minimization.

Naeem et al. [21] proposed a variant of SEP [14] that
considers the nodes’ distance from the BS, initial and current
energy in formulating the CHs in a 3-level HWSN. It calls
for the multihop transmission between the CHs and the base
station to minimize the long-distance energy consumption
by the CHs. DARE-SEP utilizes two schematic constants,
say w1 & w2 to prioritize the distance and energy factors in
the probabilistic CH-selection process as per the application.
However, the effect of the above-mentioned schematic con-
tants are not thoroughly investigated in work.

Hossan and Choudhury [22] proposed another variant of
SEP [14], titled Distance and Energy Aware SEP (DE-SEP).
Like its predecessors, [22] considers BS-to-node distances
and nodes’ current energy in the formulation of CHs; how-
ever, it imposes a limit on the number of cluster heads allowed
in the network to restrict excessive cluster formation.

Yu and Wang proposed [39] EDUC, an Energy-Driven
Unequal Clustering protocol for HWSN, which formulates
the unequal-sized clusters based on the nodes’ distance from
the BS. Reference [39] aims at balancing the energy con-
sumption among the clusters. It also provisions the energy-
driven cluster-head rotation within the cluster to balance
energy consumption among the cluster’s nodes. However,
the unequal clustering led to inefficient and uneven load
distribution.

Chand et al. [48] modified the scheme of Hybrid Energy
Efficient Distributed (HEED) Clustering [13] for the appli-
cation in heterogeneous sensor networks. Reference [48]
applied the fuzzy logic in the process of CH selection. It con-
sidered three metrics- nodes’ remaining energy, node-to-BS
distance, and node density altogether for the suitable selection
of the CHs; however, [48] loses the network data in case
cluster heads failed to communicate with one another.

Singh et al. [50] proposed a scheme, Energy Efficient
Protocol using Fuzzy Logic for HWSNs as the next version
of [48] in which they further explored HEED [13] in the
context of heterogeneous sensor networks along with the
fuzzy logic. In addition to the parameters used in [48], like
nodes’ remaining energy, node-to-BS distance, & node den-
sity, nodes’ average energy was also used in CH selection and
formulating the clusters in turn. The scheme demonstrated its
performance consistency in varying levels of energy hetero-
geneity concerning network lifetime. However, the scheme
loses the data if the cluster heads fails to communicate with
one another.

In another work, Singh et al. [51] proposed a scheme
titled ‘‘Energy Efficient Heterogeneous DEEC Protocol for
Enhancing Lifetime in WSNs’’. The scheme targets for the
improvement of network lifetime and considers a level-3
heterogeneitymodel for the experimentations. Reference [51]
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formulated the clusters by selecting the cluster heads along
with their cluster members on the basis of a threshold func-
tion and the weighted election probability. The scheme’s
success was demonstrated concerning network lifetime com-
pared with that in [15]. However, the scheme is limited only
to the three-level energy heterogeneity and depends on a
heterogeneity-specific probability-based solution for select-
ing cluster heads.

Singh et al. [52] proposedMulti-Level HEED (ML-HEED)
as an extension of their previous works [48], [50] for the
HWSNs. In this work, [13] was further explored, accom-
modating any finite energy heterogeneity level. The perfor-
mance of the ML-HEED was validated in respect of network
lifetime and energy consumption under the varying levels of
heterogeneity (up to 6-levels) in the network for both- fuzzy
and non-fuzzy variants of HEED [13]. However, the scheme
provisions repetitive cluster formation in the beginning of
every round, incurring considerable network energy which if
saved, could be used in executing other necessary network
functionality.

Behera et al. [53] proposed a hybrid routing scheme for
achieving energy efficiency in the sensor network comprising
normal and advanced nodes. In this scheme, the entire net-
work field is partitioned into smaller and manageable regions
based on nodes’ respective locations in the field, and an addi-
tional relay node is also provisioned to minimize the energy
consumption in long-distance communication. Routing is
manifested depending on the mode of communication, node
to BS, node to CH, node to relay, and relay to BS. However,
the structure proposed in the scheme confines the advanced
nodes and the normal nodes within their predefined regional
boundaries only, and no mixing of the nodes is allowed,
limiting the scheme to be very application-specific. Also, the
scheme considers only two levels of energy heterogeneity.

Priyadarshi et al. [54] proposed an energy-efficient routing
scheme for three-level HWSN inspired by [11] and [15]. The
scheme aims at efficient CH selection for the network oper-
ation based on the nodes’ probability-dependent thresholds
and residual energy. However, the performance of the scheme
is limited to three level of energy-heterogeneity as the thresh-
old functions used in the scheme are specific to the node-type
similar to that in some of its predecessors [15], [16], [17],
[18], [51]; and provisioning cluster-formation in every round
also causes substantial amount of network energy.

Hassan et al. [55] proposed a dynamic clustering based
scheme for 2-tier HWSN. In addition to the probabilistic
CH-selection based on the type of nodes, [55] proposes no
discrimination between the normal and advanced nodes once
their residual energy levels fall below a certain threshold.
Moreover, [55] implements the idea of direct transmission by
the nodes if their distance from the respective CHs are greater
than that from the sink to minimize the energy consumption
further.

Masri et al. [56] proposed a novelMulti-Level Energy Effi-
cient Clustering (MLEEC) protocol for 3-tier HWSN. The
authors aimed to increase the network throughput along with

the lifetime. Reference [56] determines the optimal count of
clusters on the basis of the Poisson distribution of the nodes
in the network. Reference [56] utilizes the aforesaid optimal
cluster count in formulating the probabilistic CH selection
equations. In the determination of the suitable cluster heads,
nodes’ remaining energy and their distance from the BS are
used as the main parameters. Once the clusters are defined,
the usual data collection and transmission rounds are called
as in [11], etc.

Preethi et al. [57] proposed a clustering scheme that accom-
modates four types of nodes with different initial energy
levels in the network like its predecessor [19]. In addition
to the [19]-induced cluster heads determination, [57] select
a sensor node as the overall cluster head while ensuring it
is centrally located and high in energy. Thus selected, the
overall CH manages the data transmission between all the
clusters and BS.

Sharma et al. [58] proposed a static clustering scheme
accommodating five levels of energy heterogeneity in the
network. In their work [58], the authors have provisioned
energy-harvested solar-enabled sensor nodes to act as cluster
heads in the network. Reference [58] proposes two different
modes of communication depending upon the nodes’ distance
to the base station. If it goes beyond a certain threshold,
nodes communicate their data via the traditional clustering
approach; however, if it is below the threshold, nodes can
communicate their data directly to the BS.

Sahoo et al. [59] proposed another dynamic clustering-
based technique for 2-tier HWSN. In [59], the authors have
updated the probabilistic CH selection formule by incor-
porating the distance factor accordingly. Reference [59]
considers the nodes’ distance from the sink along with
their residual energy to ensure that the nodes with the
more remaining energy and nearer the sink are highly suit-
able for the CH-role. Like its predecessors, [59] follows
the LEACH-based strategies for the rest of the network
operations.

Gherbi et al. [60] proposed a clustering-based protocol for
HWSN that partitions the network area based on the number
of nodes deployed. Afterward, it utilizes only the nodes’
residual energy criteria to determine the cluster heads among
the nodes. The data exchange between the network and the
base station is facilitated by allowingmultihop routing among
the CHs.

Kumar et al. [61] proposed another dynamic clustering-
based scheme for the 3-tier HWSN under the title, THWSN:
Enhanced Energy-Efficient Clustering Approach for Three-
Tier HWSN. In [61], the authors have attempted to improve
the network lifetime via careful selection of the cluster heads
in the network. Reference [61] formulates three different
probabilistic formulae to assist the nodes in their respective
sensor classes- standard, intermediate, and advanced sensors
in deciding upon the role of cluster heads. Moreover, in the
formulation of type-based (based on nodes’ type) thresh-
old equations, nodes’ remaining energy and their distances
from the BS are the main selection criteria. After that, the
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LEACH-based strategies are followed for the rest of the
network operations.

The schemes mentioned above have two major limitations-
heterogeneity-level specific solutions and dynamic clustering,
causing substantial network energy. The network solution
specific to a particular level of energy heterogeneity can not
be treated as a generic one. Hence, it can not be applied
for a network where the energy heterogeneity level is not
known in advance. Like, a scheme defined for a 3-level
energy heterogeneity may not work well for another level of
heterogeneity. Besides, dynamic clustering requires forming
clusters repeatedly at the beginning of every new round,
which might result in considerable energy consumption as
each network node is engaged in the process. In order to
address the challenges described above, a novel scheme is
proposed here. The scheme starts with dynamic clustering,
but when energy-balanced clusters are obtained, clusters are
declared static for the remaining operational time. A suitable
mixing of dynamic and static clustering schemes (leading
to the title- hybrid clustering) is approached to save the
network energy spent in unnecessary and repetitive cluster
formations.Moreover, unlikemost existing schemes, EEHCT
never defines the CH selection process on the basis of the type
of nodes as in [14], [15], [16], [17], [18], [20], [21], [22], and
[51]. Hence, It can deal with any level of energy heterogeneity
in the network.

III. MODELS- NETWORK AND ENERGY
This section summarizes the network model and energy con-
sumption model adopted in this work as follows:

A. NETWORK MODEL
EEHCT considers a heterogeneous sensor network with the
characteristics listed below:
1) The deployed sensors have limited energy.
2) All the deployed sensors are static in the sense that the

sensors are restricted from changing their locations.
3) The sensors can vary their transmission power-levels.
4) The sensors sense the environment on regular intervals.
5) Base station is static in the sense that it never changes its

location.
(It can be placed anywhere in the network suiting to
the nature of the application; however, it is kept cen-
trally located here to compare the scheme’s performance
with [17] and [18].)

6) The network may contain any number of nodes with
different initial energies.

To further illustrate the idea of multilevel energy-
heterogeneity, let the network has n-level of energy-
heterogeneity, where n > 0 & n ∈ Z+.
Let N refers to the number of sensors in the network
and ζ1, ζ2, ζ3, ..., ζn refer to the proportional factors of the
deployed sensors of type-1, 2, 3, . . ., n such that

ζ1 + ζ2 + ζ3 + ...+ ζn = 1 (1)

Hereby,

(ζ1 + ζ2 + ζ3 + ...+ ζn).N = 1.N

ζ1.N + ζ2.N + ζ3.N + ...+ ζn.N = N
n∑
i=1

ζi.N = N (2)

Let mi denotes the number of sensors of type-i, like

mi = ζi.N (3)

Then, (2) can be written as follows:

n∑
i=1

mi = N (4)

Similarly, let β1, β2, β3... be the energy-multipliers for the
nodes of type-1, 2, 3, . . ., such that

β1 < β2 < β3 < β4 < ... (5)

where β1 = 0, referring to the nodes of type-1 (the normal
nodes).
Then, the initial energy of a jth type node say E j can be
defined as follows:

E j = (E0 + βj.E0) (6)

where, E0 is the initial energy of the normal nodes known
a priori.
Therefore, total network energy, Enetwork can be defined as
follows:

Enetwork =
n∑
1

mi.E i

= m1.E1
+ m2.E2

+ ...+ mn.En

= m1.(E0 + β1.E0)+ m2.(E0 + β2.E0)

+ m3.(E0 + β3.E0)+ ...+ mn.(E0 + βn.E0)

= m1.E0 + m2(E0 + β2.E0)+ m3.(E0 + β3.E0)

+ . . .+ mn.(E0 + βn.E0) (since β1 = 0)

= E0.(m1 + m2(1+ β2)+ m3.(1+ β3)

+ . . .+ mn.(1+ βn)

= E0.(m1 + m2 + m3 + . . .mn + m2.β2 + m3.β3

+ m4.β4 + . . .+ mn.βn)

= E0.(N + m2.β2 + m3.β3 + m4.β4 + ...+ mn.βn)

from (4)

= E0.(N + N .ζ2.β2 + N .ζ3.β3 + N .ζ4.β4

+ . . .+ N .ζn.βn) from (3)

= N .E0.(1+ ζ2.β2 + ζ3.β3 + ...+ ζn.βn)

Equations (1) - (6) can be used to extend the idea to any
definite level of energy-heterogeneity accordingly.
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B. ENERGY CONSUMPTION MODEL
The widely adopted Radio Energy Dissipation Model as
in [20], [21], [22], [60], [61], [62], [63], and [64] is used in
this work for the computation of energy consumptions in the
activities like data transmission, reception, and aggregation
by the nodes. The adopted model can be described as follows
in (7)-(11):

ET (s, d) = s ∗ Eelec + s ∗ εamp(d) (7)

εamp(d) =

{
εfs ∗ d2, d ≤ d0
εmp ∗ d4, d > d0

(8)

ER(s) = s ∗ Eelec (9)

ED(s) = s ∗ εda (10)

where ET (s, d) refers to the energy required for the trans-
mission of s-bits over the distance d meters; ER(s) refers to
the energy required for receiving s-bits message; and ED(s)
denotes the energy required for aggregating s-bits message.
Eelec(= 50 nj/bit) is the energy required to run the electronic
circuitry. εamp is the per bit energy required to run the ampli-
fication circuitry, which can be further described either as
εfs(= 10 pj/bit/m2) or εmp(= 0.0013 pJ/bit/m4) referring to
the free-space and multipath fading models used respectively.
εda(= 5 nJ/bit/signal) is the energy requirement for per
bit data aggregation. d0 denotes the threshold distance as
follows:

d0 =
√

εfs

εmp
(11)

IV. PROPOSED SCHEME- ENERGY-EFFICIENT HYBRID
CLUSTERING TECHNIQUE (EEHCT)
EEHCT aims at achieving an energy-efficient clustering solu-
tion for the HWSN which is not restricted by the levels of
energy heterogeneity as in its ascendant schemes such as [17],
[18], [20], [21], and [22].

EEHCT can accommodate every energy heterogeneity
level in accordance to the application deployed. With the
obtainment of energy-balanced clusters (the clusters with
approximately the same energy level), clusters are fixed for
the rest of the network operations. Thus saved energy can be
further utilized in other essential network operations.

A. ARCHITECTURE AND WORKING
EEHCT divides the network operations into network rounds.
A network round comprises two phases- setup and steady-
state phases, respectively. The network is partitioned into
clusters in the setup phase, and the actual data transfer hap-
pens in the steady-state phase.

The scheme starts with the traditional Received Signal
Strength Indicator (RSSI)-based dynamic clustering (as in
LEACH [11]) irrespective of the present energy hetero-
geneity. However, later on, once the base station concludes
energy-balanced clusters based on information received from
the cluster heads, it declares clusters to remain unchanged for
the rest of the operations, hence static. Here, energy-balanced

clusters are the clusters with almost equal average residual
energy. Such clusters ensure that the network is partitioned in
a more balanced way leading to even load distribution among
the sensor nodes. Fig.2 briefs the idea of hybrid clustering
adopted in EEHCT. Immediately after the nodes’ random
deployment, as in Fig. 2(a), EEHCT results in initial random
clusters (Fig. 2(b)) with dissimilar energy levels due to the
RSSI-based dynamic clustering. After a few rounds, when
the base station determines clusters with almost the same
energy levels (Fig. 2(c)) based on the inputs of cluster heads,
it immediately declares the clusters static for the rest of the
network rounds.

EEHCT follows the philosophy of LEACH [11] like the
randomized rotation of CHs’ role to ensure even load dis-
tribution among the network nodes before it obtains the
energy-balanced clusters. With the obtainment of energy-
balanced clusters, EEHCT introduces the temporary cluster
heads (TCHs) to decide the cluster heads for the next rounds
as in [7] and [8]. The detailed working of EEHCT has been
explained in subsequent sections.

1) PHASES OF OPERATION
As stated earlier at the beginning of this section, the over-
all network operation is divided into rounds where a round
consists of two different phases, namely, setup phase and the
steady-state phase. The setup phase segregates the network
into a finite number of clusters, and the steady-state phase
actuates the data transmission in the network.

The setup phase is executed in two different modes-
dynamic clustering and static clustering. The switching
between the modes depends upon the beacon messages-
static=FALSE or static=TRUE issued by the base sta-
tion. Here, each of the beacons is issued only once.
The network operation starts with the beacon message,
static=FALSE, indicating to proceed with the traditional
RSSI-based dynamic clustering. As soon as the base station
determines the formation of energy-balanced clusters based
on the inputs by the cluster-heads, it immediately issues
the beacon, static=TRUE indicating to freeze the current
clusters’ formation for the remaining network lifetime. The
phases are described subsequently as follows:
(i) Setup Phase

• static=FALSE (Dynamic Clustering): In this
mode of setup phase, network nodes with the will-
ingness to serve as cluster-heads (CHs) advertise
throughout the network. The decision to serve as a
CH is taken in accordance to the theory suggested
by [11]. Here, every node generates a random num-
ber, say R ∈ (0, 1), and if R < Tr , the node declares
itself as CH. Tr being round-specific threshold can
be defined as follows:

Tr =


Po

1− Po ∗ (r .mod( 1
Po
))

if n ∈ G

0 Otherwise
(12)
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FIGURE 2. Clustering in EEHCT.

wherePo refers to the user-defined optimal percent-
age of CHs (like Po = 0.1), r refers to the current
round and G refers to set of the nodes which have
not been cluster heads for the last (1/P) rounds [11].
Upon hearing these advertisements by the respec-
tiveCHs, non-CH nodes decide whom to join based
on received signal strength. After finalizing the
decision, nodes inform to their chosen CHs with
the respective information using CSMA. At last,
CHs acknowledge and send the TDMA slots for the
transmissions to their respective cluster members;
and thereafter, network nodes transit directly to the
steady-state phase.

• static=TRUE (Static Clustering): This mode of
setup phase is called if the BS broadcasts the bea-
con, static=TRUE indicating the fixing of the
most recent clusters’ formation for the rest of the
network operation. Along with the beacon broad-
cast, static=TRUE, there also come the identities
of Temporary Cluster Heads (TCHs) for the respec-
tive clusters (as explained in the subsequent steady-
state phase) for assisting in cluster heads’ selection
process for the ongoing rounds. TCHs appointed
by the base station now ask their member nodes to
send residual energy information in order to finalize
the CHs (for the current round) and TCHs (for the
next round). Say for a Clusteri, the member nodes
send the required information to their TCHi. TCHi

then declare the sensor with the highest remaining
energy as CHi and the sensor with minimal remain-
ing energy as TCHi. The process is executed in each
of the clusters formed. Here, the policy of having
separate CH and TCH for every cluster has been
proposed to ensure further even load distribution
and to avoid a single node suffering from all the
computational and transmission overhead.

(ii) Steady State Phase: Similar to its ascendant schemes,
cluster members send their information to the respective
cluster heads in the allocated TDMA slots. Then the
CHs forward the data to the BS after performing data
aggregation. In addition to the aggregated data, EEHCT
requires each CH to send the average residual energy
of its cluster, say AvgClusterEnergy to the BS based on
which it decides when to declare the clusters static.
After receiving each cluster’s average residual energy,
the BS compares them. If it finds the clusters with an
approximately similar level of average residual energy,
the BS concludes that the energy-balanced clusters have
been achieved. The process can be illustrated further
below.
Let AvgClusterEnergyi refers to the average energy of
the ith cluster as in (13).

AvgClusterEnergyi =
1
m

.

m∑
j=1

ResidualEnergyij (13)
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where m denotes the size of the ith cluster and
ResidualEnergyij denotes the residual energy of the jth

node in ith cluster.
Then the BS declares the clusters to be energy-balanced
if the difference between any two clusters’ average
energy is negligible as follows:

∀i̸=j ≤ k diff (AvgClusterEnergyi,

AvgClusterEnergyj) ≈ 0 (14)

The base station immediately broadcasts the beacon
message, static=TRUE at the beginning of the next
network round, indicating that the clusters thus formed
won’t be changing for the remaining network opera-
tions. Along with this broadcast, it also conveys the sen-
sor nodes in the network their Temporary Cluster Heads
(TCHs) meant to assist in the CH selection process
for the upcoming rounds of network operation. Here,
the TCH-ids are nothing but the current cluster-head
Ids of the frozen cluster formation. More illustratively,
once the BS determines that the clusters executing
the most recent data transmission are energy-balanced,
it announces them (the clusters’ current configuration)
to be static and declares the CHs in their respective
clusters to serve now as the TCHs. Alike any clustering
scheme, the radio of non-CH nodes is kept off until
their turns come to transmit according to already com-
municated TDMA slots, whereas that of cluster heads
are always kept on to receive the data from respective
member nodes accordingly.

2) ALGORITHM-EEHCT

Input:
• N : Number of randomly deployed nodes
• Ei : Initial energy of the ithnode

Output:
• k: Number of energy-balanced clusters deduced in the
network operation

1) BEGIN
2) static=FALSE

/*Beacon message by the base station to start with
traditional dynamic clustering*/

3) Repeat the following until all the nodes are not dead
/* SETUP PHASE */

4) if static ==FALSE
5) [Cluster[k]] = SetupPhase_DynamicClustering( )

/* k→ Number of clusters formed */
6) else
7) [Cluster[k]] = SetupPhase_StaticClustering(k, TCH[

])
8) end if

/* STEADY STATE PHASE */
9) for i← 1 : k
10) for j← 1 : m

/* m→ No. of cluster-members */
11) DataTransmission(mj→ CHi)
12) end for
13) CHi→ BS

/* Aggregated Data Transmission along with
AvgClusterEnergyi (defined in (13)) */

14) end for
/* Followings are to be executed by the base station */

15) if AvgClusterEnergy for each of the cluster is approxi-
mately equal

/* as per (14) */
16) static = TRUE

/* Beacon message by the base station to switch to
static clustering (Only Once) */

17) for i← 1 : k
18) TCHi = CHi

/* Along with the beacon message */
19) end for
20) end if
21) END

SetupPhase_DynamicClustering( ):

1) BEGIN
2) Tr =

Po
1−(r mod ( 1

Po
))

/* Tr →Cluster-Specific Threshold as defined in [11]
*/

/* r→ Current round number */
/* Po→ User-defined optimal percentage of

cluster-heads */
3) for i← 1 : N

a) if Ri ≤ Tr
/* Ri→ Random number generated within the ith

node */
b) Nodei declares itself a cluster-head (CH )
c) end if

4) end for
5) for i← 1 : N

/* ∀ nodes */
a) if Nodei /∈ {Cluster − Heads}
b) Nodei joins an appropriate cluster
c) end if

6) end for
7) return Cluster[k]

/* i.e. specifications of k-clusters formed during the
process */

8) END
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SetupPhase_StaticClustering(k, TCH[ ])):

1) BEGIN
2) for i← 1 : k
3) for j← 1 : m
4) ResidualEnergy(mj→ TCHi)
5) end for
6) CHi= Node with max(ResidualEnergyij)
7) TCHi = Node with min (ResidualEnergyij)
8) return Cluster[k]
9) END

Moreover, the entire network operation can also be summa-
rized in the flowchart attached herewith as Fig. 3.

V. PERFORMANCE ANALYSIS
A. SIMULATION & EXPERIMENTATION
This section discusses and analyzes a large set of experimen-
tations performed to:
1) Establish the efficacy of EEHCT in formulizing

the energy-balanced clusters over state-of-the-art
schemes- [11], [17], [18], [20], [21], [22]:
A statistical analysis has been performed in this first set
of experiments to demonstrate that the proposed scheme,
EEHCT, results in more energy-balanced clusters than
its counterparts. The standard deviation has been used
to demonstrate the efficacy of EEHCT in establishing
energy-balanced clusters.

2) Exhibit the efficiency of EEHCT over state-of-the-art
schemes- [11], [17], [18], [20], [21], [22]:
In this set of experiments, EEHCT is compared to
LEACH [11], E-DEEC [17], ED-DEEC [18], DRE-
SEP [20], DARE-SEP [21], and DE-SEP [22] with
respect to various network performance metrics- net-
work lifetime, network energy consumption, average
residual energy per node, etc.
As in [17], [18], [20], [21], and [22], a 3-level energy-
heterogeneity model is adopted here to establish and
peruse the performance of the EEHCT. In the adopted
3-level energy-heterogeneity, three different types of
sensors- normal (N), advanced(A), and super nodes
(S) with different initial energies are deployed as in
Fig. 4(a).
Let N indicates the total number of sensors deployed,
and ζ2, ζ3 refer to the fraction of advanced and super
nodes. Likewise, if normal nodes have initial energy
equal to E0 and β2 and β3 are the energy multiplier for
the advanced and super nodes, respectively, then the total
network energy at the time of deployment can be found
as (from subsection III-A):

Enetwork = N .E0.(1+ ζ2.β2 + ζ3.β3) (15)

In other words, the total energy in such hetero-
geneous network can be obtained by multiplying

TABLE 1. Simulation parameters.

(1 C ζ2.β2 C ζ3.β3) to the total energy of its homo-
geneous counterpart with the intial energy E0.
Fig. 4 demonstrates the working of EEHCT for a 3-level
HWSN. It represents how immediately after the nodes’
random deployment (Fig. 4(a)), EEHCT results in initial
random clustering (Fig. 4(b)), which are then converted
into energy-balanced clusters (Fig. 4(c)).
In addition, the consistency in the performance of
EEHCT over the existing ones has also been demon-
strated through different network configurations caused
by varying the proportion factors of advanced and super
nodes in the 3-level heterogeneous network.

3) Exhibit the consistent performance of EEHCT in the
presence of finite levels of energy heterogeneity:
In this set of experiments, EEHCT has been evaluated
against the varying levels of energy-heterogeneity viz.
level-1, 2, 3, 4, & 5. However, it can accommodate
every energy heterogeneity level without any generality-
loss. The level-1 network consists of the nodes with
the same power and functionality, termed the tradi-
tional homogeneous network; the level-2 heterogeneous
network refers to the nodes with two different initial
energy; similarly, level-3 energy heterogeneity indicates
the nodes with three different initial energies, and so on.
The performance of EEHCT under the aforementioned
heterogeneous networks is analyzed in terms of network
lifetime, energy-consumption, and packet-delivery at the
BS to substantiate the fact that EEHCT performs well
with every level of energy heterogeneity.

B. SIMULATION ENVIRONMENT & ASSUMPTIONS
MATLAB is used here as the simulation tool to simu-
late the working of EEHCT and the existing schemes. The
network model and adopted energy consumption model
for the network operation have already been explained in
subsections- III(A) and III(B).

It is assumed that a total of N sensors are deployed using
uniform random distribution across a sensing field of the
dimensionM ×M m2. Further, the deployed network follows
the continuous data flow model.

C. SIMULATION PARAMETERS
In order to compare the performance of the EEHCT against
that of the existing ones- [11], [17], [18], [20], [21], [22]

25950 VOLUME 11, 2023



S. K. Chaurasiya et al.: EEHCT for IoT-Based Multilevel Heterogeneous Wireless Sensor Networks

FIGURE 3. EEHCT-flowchart.

with respect to the 3-level energy-heterogeneity, the set of
simulation parameters used in the simulation has been listed
in Table 1. 100 nodes are deployed across the 100 × 100 m2

following the random uniform distribution. Moreover, the
following performance metrics are used:

• Network lifetime- As in [7], [8], [11], [13], [17], [18],
[20], [21], and [22], it is measured as the time when the
last node dies in the network .

• Network Stability- It is intuited that the network with
less energy consumption per round and with more aver-
age residual energy per node per round bring more sta-
bility and durablity in the network operations. Hence,
the network stability is measured in terms of energy
consumption and average residual energy per node.

D. RESULT AND DISCUSSION
1) As stated in the point 1 of subsection V-A, this first set

of experiments establishes that EEHCT partitions the
network in more energy-balanced clusters with respect
to the schemes- [11], [17], [18], [20], [21], and [22].
Since the network comprises nodes with different ini-
tial energy, clusters with similar energy-levels (termed
energy-balanced clusters) might result into better net-
work performance. In order to establish this, standard
deviation of the clusters’ energy (σCE ) is taken into
consideration as in the (16).

σCE =

√∑k
i=1(ClusterEnergyi − µCE )2

k
(16)
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FIGURE 4. Simulation interface for a 3-level HWSN.

where, k indicates the number of clusters formed and
ClusterEnergyi implies to the energy of the ith cluster.
µCE is defined as follows in (17):

µCE =
1
k

k∑
i=1

ClusterEnergyi (17)

Fig. 5(a) - 5(g) demonstrate the efficacy of EEHCT
in forming the energy-balanced clusters with respect
to [11], [17], [18], [20], [21], and [22].
It can be easily observed from the following figures
that the standard deviation of clusters’ energy is much
less in EEHCT than in LEACH [11], E-DEEC [17],
ED-DEEC [18], DRE-SEP [20], DARE-SEP [21], and
DE-SEP [22]. The respective bar graphs of LEACH,
E-DEEC, ED-DEEC, DRE-SEP, DARE-SEP, and DE-
SEP (Fig, 5(a) - 5(f)) demonstrate high variations in
cluster energy implying energy-imbalanced clusters in
the network. Contrary to that, Fig. 5(g) exhibit a smooth
plane with lower height referring to the formation of
energy-balanced clusters via EEHCT in the network.

2) In the next set of experiments, the relative performance
of LEACH [11], E-DEEC [17], ED-DEEC [18], DRE-
SEP [20], DARE-SEP [21], DE-SEP [22], and EEHCT
has been discussed with respect to the above-mentioned
performance metrics- network lifetime, and network
stability.
The EEHCT has been evaluated against the state-of-the-
art schemes under different network configurations too,
like by varying the proportion of advanced nodes (ζ2)
and super nodes (ζ3). Table 2 lists the chosen values
of ζ2 and ζ3 as (ζ2, ζ3). This is to reiterate that 3-level

heterogeneous model is adopted here for the perfor-
mance comparison of EEHCTwith that of the [11], [17],
[18], [20], [21], and [22].
Fig. 6 - Fig. 8 brief the performance of all the schemes-
LEACH, E-DEEC, ED-DEEC, DRE-SEP, DARE-SEP,
DE-SEP, and EEHCT with respect to the performance
metrics- network lifetime, network energy consump-
tion, and average residual energy per node respec-
tively. Table 2 summarizes the performance of EEHCT
with respect to that of LEACH, E-DEEC, ED-DEEC,
DRE-SEP, DARE-SEP, and DE-SEP in terms of net-
work lifetime under varying proportion of participating
nodes in 3-level HWSN. It is apparent from the Fig. 6
that EEHCT outperforms [11], [17], [18], [20], [21],
[22] in each of the network configurations adopted.
More illustratively, for a network with 100 nodes, when
(ζ2, ζ3) = (0.2, 0.3), EEHCT succeeds with a gain of
94.65%, 40.97%, 49.54%, 53.56%, 72.66%, & 62.98%
in terms of network lifetime over LEACH, E-DEEC,
ED-DEEC, DRE-SEP, DARE-SEP, & DE-SEP. Sim-
ilarly, when the network assumes (0.3, 0.2), (0.24,
0.36), and (0.28, 0.42) as values for (ζ2, ζ3), EEHCT
outperforms (LEACH, E-DEEC, ED-DEEC, DRE-SEP,
DARE-SEP, DE-SEP) with (99.64%, 50.31%, 53.51%,
73.32%, 80.64%, 80.87%), (87.4%, 37.86%, 16.32%,
78.18%, 76.95%, 35.67%), and (83.28%, 37.90%,
12.43%, 74.93%, 73.84%, 39.79%) gains respectively in
terms of network lifetime.
Fig. 7 and Fig. 8 demonstrate the improved network
stability in EEHCT when compared to the schemes-
LEACH, E-DEEC, ED-DEEC, DRE-SEP, DARE-SEP,
and DE-SEPwith respect to the metrics- network energy
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FIGURE 5. Standard deviation of cluster energy in LEACH, EDEEC, EDDEEC,
DRESEP, DARE-SEP, DE-SEP, & EEHCT in 3-level HWSN.

TABLE 2. Tabular comparison of network lifetime under varying
proportion of heterogeneous nodes in 3-level HWSN.

consumption and average remaining energy per node
per round. It is evident from the Fig. 7 that the aver-
age energy dissipation rate is lower in EEHCT than its
counterparts in every chosen network configurations.

FIGURE 6. Network lifetime under varying proportion of participating
nodes.

FIGURE 7. Network energy consumption under varying proportion factors
in LEACH, EDEEC, EDDEEC, DRESEP, DARE-SEP, DE-SEP, & EEHCT in 3-level
HWSN.

Similarly, Fig. 8 depicts the average remaining energy
per node per round is better in EEHCT than in the
existing ones for each of the above-mentioned network
configurations.
Thus, it can be concluded fromFig. 6 - Fig. 8 and Table 2
that EEHCT performs consistently well in all possible
network configurations compared to [11], [17], [18],
[20], [21], and [22].

3) This last set of experiments examines the performance
of EEHCT in varying levels of energy heterogeneity to
demonstrate the consistent performance of the scheme
in every possible level of energy heterogeneity. In order
to ensure simulation simplicity, it has been assumed that
the different categories of sensors have different initial
energies but as explained in (5), like, type-1 nodes are
of the least initial energy and type-5 nodes are equipped
with the maximum initial energy.
Table 3 and Table 4 demonstrate an instance of nodes’
count and their respective initial energy for network
deployment of 100 nodes under different heterogene-
ity levels. This is to note that the nodes, along with
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FIGURE 8. Average residual energy/node under varying proportion
factors in LEACH, EDEEC, EDDEEC, DRESEP, DARE-SEP, DE-SEP, & EEHCT in
3-level HWSN.

TABLE 3. An instance of participating nodes in the multilevel HWSN with
100 nodes.

their initial energy to form a heterogeneous network
of interest are chosen randomly. Like, heterogeneous
nodes with proportional factors- ζ1, ζ2, ζ3. . . along with
energy multipliers- β1, β2, β3, etc. (as in (1) - (6)) are
chosen randomly to support the fact that the network is
purely an application-specific network where nodes can
be deployed as per the need of the application.
In addition to varying heterogeneity-levels, EEHCT has
been examined in various node-density- 100 nodes,
150 nodes, 200 nodes, 250 nodes, and 300 nodes too to
further strengthen its efficacy.
Fig. 9 along with the Table 5 summarizes the per-
formance of EEHCT in varying levels of energy-
heterogeneity with respect to network lifetime, and data
packet delivery to the base station as follows:
Network Lifetime:
As defined already, network lifetime refers to the time
when all the network nodes are dead. It is pretty evi-
dent from Fig. 9(a) that despite varying heterogeneity

TABLE 4. Initial energy of the participating nodes in the multilevel
network with 100 nodes.

FIGURE 9. EEHCT under varying heterogeneity levels.

levels, EEHCT continues to exhibit its smooth perfor-
mance under every possible network configuration. For
example, for a deployment of 100 nodes, the network
lasts up to 1983, 5690, 7669, 8679, & 10157 network
rounds, respectively, in level-1, 2, 3, 4, and 5 HWSNs.
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TABLE 5. Performance of EEHCT with varying number of nodes deployed
in a sensing area of 100m × 100m for level-1, 2, 3, 4, & 5.

The successive improvements in the network lifetime are
because with more energy-heterogeneity, the network
becomes enriched with more network energy. Network
lifetimes for other node deployments under different
heterogeneity levels have been tabulated in Table 5.
Data Packet Delivery to BS:
The amount of successfully delivered data packets indi-
cates the success or failure of routing in the network.
The higher the number of packets (delivered to BS), the

TABLE 6. Performance of EEHCT with 100 nodes in different network
dimensions under varying heterogeneity-level.

greater the success of routing. It is a direct measure of
success in collecting the information from the network
and transferring it to the BS for further action. Fig. 9(b)
describes this measure per network round. The number
of successfully delivered data packets to the BS are
60652, 51412, 44598, 42985, & 17399 in the level-5,
4, 3, 2, & 1 HWSNs, respectively, for a deployment of
100 nodes. Table 5 describes the other figures of packet
delivery for rest of the node deployment.
Thus, Fig. 9 and Table 5 confirm that EEHCT per-
forms invariably well even under the varying energy-
heterogeneity levels. In other words, the performance
of EEHCT is not restricted to a particular heterogeneity
level, but can be easily extended to any desired level as
per the nature of the intended application.
Moreover, to further consolidate the performance of
EEHCT, an extra set of simulations has been conducted
to measure the network lifetime in different dimen-
sions of sensing area like (100m × 100m), (200m ×
200m), & (300m × 300m) for all the levels of energy-
heterogeneity- 1,2,3,4,& 5. In each of these simulations,
the sink is stationed at the center of the sensing area.
The statistics of this experiment is detailed in Table 6
as follows: Table 6 describes that the network lifetime
increases with the increase in energy heterogeneity. This
observation is due to the fact that the change in the
energy heterogeneity level brings equivalent changes
in the overall network energy. The aggregate energy
in the network increases by adding higher degree of
energy heterogeneity, and it decreases by neutraliz-
ing the energy heterogeneity in the network. How-
ever, widening the sensing area decreases the network
lifetime because of higher communication costs due to
the widened separation amongst the network nodes.

Based on the results of various simulations demonstrated in
Fig. 5 - Fig. 9 and Table 2 - Table 6, EEHCT proves its worth
in a heterogeneous network environment. Not only EEHCT
outperforms LEACH [11], E-DEEC [17], ED-DEEC [18],
DRE-SEP [20], DARE-SEP [21], and DE-SEP [22] but
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also ensures a consistent network performance without tak-
ing any specific level of energy heterogeneity into account.
Hence, the scheme is scalable to any desired level of energy
heterogeneity.

VI. CONCLUSION & FUTURE SCOPE
In this work, an energy-efficient hybrid clustering tech-
nique for the IoT-based HWSNs, EEHCT has been proposed.
EEHCT achieves its primary goals of improving network
lifetime and network stability without requiring the network
to be characterized with any specific level of heterogeneity.
It works well even in the n-level energy-heterogeneous net-
work. Besides, the hybrid clustering (an appropriate amalga-
mation of dynamic and static clustering) technique is used to
formulate energy-balanced clusters. EEHCT proceeds with
dynamic clustering for the first few rounds, and later on, with
the obtainment of energy-balanced clusters, it declares them
static throughout network operations. Provisioning the static
clusters allows energy consumed in the successive cluster
formations to be saved and utilized in other necessary net-
work operations. EEHCT not only outperforms the existing
schemes such as LEACH, E-DEEC, ED-DEEC, DRE-SEP,
DARE-SEP, and DE-SEP in terms of network lifetime but
also exhibits improved network stability. Moreover, being a
heterogeneity-independent scheme, it leads to a highly scal-
able network solution.

Nowadays, varieties of IoT-based sensor network applica-
tions are incorporating mobile nodes, which may not result
in always-on connectivity; hence, data exchange among the
nodes is becoming more challenging. Therefore, a mobility-
enabled IoT-based HWSN will be investigated in future to
facilitate the data exchange among the nodes while tackling
the intrinsic intermittent connectivity constraint in an effec-
tive and energy-efficient way.
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