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ABSTRACT Intrusion detection is the core topic of network security, and the intrusion detection algorithm
based on deep learning has become a research hotspot in network security. In this paper, a network intrusion
detection classification model (NIDS-CNNLSTM) based on deep learning is constructed for the wireless
sensing scenario of the Industrial Internet of Things (IIoT) to effectively distinguish and identify network
traffic data and ensure the security of the equipment and operation of the IloT. NIDS-CNNLSTM combines
the powerful learning ability of long short-term memory neural networks in time series data, learns and
classifies the features selected by the convolutional neural network, and verifies the applicability based on
binary classification and multi-classification scenarios. The model is trained using KDD CUP99, NSL._KDD,
and UNSW_NBIS5 classic datasets. The verification accuracy and training loss on the three datasets all
show good convergence and level, and the accuracy rate is high when classifying various types of traffic.
The overall performance of NIDS-CNNLSTM has been significantly improved compared with the models
proposed in previous studies. The effectiveness shows a high detection rate and classification accuracy and
a low false alarm rate through experimental results. It is more suitable for large-scale and multi-scenario
network data in the IToT.

INDEX TERMS Network intrusion detection, deep learning, convolutional neural network, long short-term
memory neural network.

I. INTRODUCTION security protection measure based on traditional static pro-

The Industrial Internet of Things (IIoT) has brought new
opportunities for global development. However, it will also
bring security risks, such as industrial core data leakage and
illegally manipulating interconnected terminals. Therefore,
the security of the IIoT is facing significant challenges.
IIoT security protection mainly adopts active-passive defense
modes, such as industrial firewall technology and intru-
sion detection technology. Firewall technology is a passive
defense technology that cannot prohibit the transmission of
files and programs with threatening codes, such as viruses
or worms. Therefore, intrusion detection technology is intro-
duced to make up for the deficiency of firewall technology.
Intrusion detection technology [1], [2] is an active network
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tection. It realizes real-time protection against internal and
external intrusions through real-time network monitoring.
It is proactive, real-time, dynamic characteristics. Therefore,
as a network security protection measure, intrusion detection
technology has become a research hotspot in IIoT security.
Essentially, intrusion detection uses a classifier to distinguish
between normal and abnormal data in the data stream to
realize the alarm of attack behavior. This classifier [3] can be
based on Bayesian [4], decision tree [5], neural network [6],
and support vector machine [7]. In recent years, the research
on intrusion detection and classification algorithms [8] has
been mainly divided into two categories: based on tradi-
tional machine learning [9], [10], [11] and based on deep
learning [12], [13], [14]. Facing the increasingly complex
IIoT environment, researchers have proposed various intru-
sion detection models for different network attacks and
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applied machine learning algorithms to intrusion detection
models. These models have achieved specific results but
could still be improved. Deep learning has intense feature
extraction and learning classification capabilities. It is a new
field of machine learning in recent years and has attracted
more scholars’ attention at home and abroad. Intrusion detec-
tion algorithms based on deep learning have solved many
challenging problems.

Xiao et al. [15] adopted an auto-encoder (AE) to reduce the
dimension of the data to decrease the interference of redun-
dant features, and a convolutional neural network (CNN)
was adopted to identify the intrusion information. Staude-
meyer [16] introduced long short-term memory (LSTM) into
intrusion detection, explored the correlation of the tempo-
ral domain of intrusion information, and effectively reduced
the rate of false positives. Zhang et al. [17] proposed an
intelligent grid intrusion detection model that combines
the genetic algorithm (GA) and extreme learning machine
(ELM). The model retains the advantages of the ELM, and
the GA is introduced to ensure the optimal parameters of
the model. Vinayakumar et al. [18] connected CNN and
LSTM. They showed a serial CNN-LSTM intrusion detec-
tion system model to extract high-level feature represen-
tations representing the abstract form of low-level feature
sets of network traffic connections. Yao et al. [19] proposed
an AMI intrusion detection model based on the cross-layer
feature fusion of CNN and LSTM to obtain comprehen-
sive features with multi-domain characteristics based on the
KDD Cup 99 and NSL_KDD datasets. Yang and Wang [20]
adopted an improved CNN to identify intrusion informa-
tion. The CNN is improved to extract features across layers,
and feature fusion is used to obtain comprehensive features.
Liu and Zhang [21] used CNN to identify intrusions and
improved the model’s accuracy through data augmenta-
tion techniques. Shen et al. [22] applied an ELM to
intrusion detection, which improved the model’s detection
speed and generalization ability. Halbouni et al. [23] estab-
lished a hybrid intrusion detection system model by using
the ability of a CNN to extract spatial features and an
LSTM network to extract temporal features. Batch nor-
malization and dropout layers were added to the model
to improve its performance. Thaseen and Kumar [24] pro-
posed an intrusion detection model using chi-square feature
selection and multi-class support vector machines (SVM).
The parameter adjustment technology is used to optimize
the radial basis function kernel parameters. A multi-class
support vector machine is constructed to reduce the
training and testing time and improve the individual clas-
sification accuracy of network attacks. Sahu et al. [25]
proposed a deep-learning model to solve the intrusion clas-
sification problem effectively. Classify benign and malicious
traffic on intrusion datasets using LSTM and Fully Con-
nected Network (FCN) deep learning methods to classify
multi-class attack patterns more accurately. Ikram et al. [26]
utilized an ensemble of different deep neural network
(DNN) models, such as multilayer perceptron (MLP),
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backpropagation network (BPN), and LSTM, to be stacked to
build a robust anomaly detection model. XGBoost combines
the results of each deep learning model to achieve higher
accuracy, utilizing deep learning techniques to identify intru-
sions with maximum accuracy and reduce false favorable
rates.

Based on existing research, this paper constructs a net-
work intrusion detection classification model based on deep
learning (NIDS-CNNLSTM) to further improve the detec-
tion model’s detection rate and classification accuracy. The
model employs two deep learning algorithms: CNN [27], [28]
and LSTM [29], [30], [31]. CNN and LSTM extract the
Spatiotemporal features of network traffic data, which can
more effectively identify intrusion information in the IIoT.
NIDS-CNNLSTM is evaluated on KDD CUP99, NSL_KDD,
and UNSW_NBI15 datasets; all three datasets contain rich
samples and cover all possible types of attacks in Indus-
trial IoT. Selecting these three classic network intrusion
detection public datasets as benchmark datasets is the basis
for fair comparison and verification of calculation methods.
Training multiple models in comparative experiments can
better evaluate the overall performance of intrusion detec-
tion models [32], [33]. Based on the applicability of the
verification model in binary and multi-classification sce-
narios, NIDS-CNNLSTM showed better verification accu-
racy and training loss in both binary and multi-classification
scenarios, improving the intrusion detection rate and
classification accuracy. Compared with models proposed in
previous studies, the model’s overall performance has been
significantly improved, further demonstrating the model’s
effectiveness.

The organization of the article is as follows: the first part
is the introduction, which introduces the background and
significance of the research in this field and the related work
at home and abroad; the second part is the preliminary knowl-
edge, which outlines the related theory of intrusion detection
model and neural network; the third part is the algorithm
model architecture, which introduces the construction pro-
cess of the NIDS-CNNLSTM model in detail, mainly includ-
ing data collection, data processing, CNN-LSTM model,
decision-making judgment; the fourth part is the simula-
tion experiment, including the experimental environment,
evaluation indicators, model performance, and comparative
experiments; the fifth part is the summary and the future
work.
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FIGURE 1. General intrusion detection model.

24809



IEEE Access

J. Du et al.: NIDS-CNNLSTM: Network Intrusion Detection Classification Model Based on Deep Learning

Input Convolutional Layer 1 Pooling Layer 1

FIGURE 2. Model structure diagram.

Il. PRELIMINARY KNOWLEDGE

A. INTRUSION DETECTION MODEL

Intrusion detection is the detection of intrusion behaviors.
It collects and analyzes network behaviors, security logs,
audit data, and other information available in the network
and hints at several critical points in the computer sys-
tem. It checks whether behaviors violate security policies
and signs of being attacked in the network or system. The
flowchart of the general intrusion detection model is shown
in Figure 1. The schematic diagram of the general intrusion
detection model is shown in Figure 1. The model proposed in
this paper is based on the general intrusion detection model.

B. CONVOLUTIONAL NEURAL NETWORKS

CNN is a practical algorithm for deep learning. It is a feedfor-
ward neural network with convolution calculation and deep
structure. It is often designed to process multi-dimensional
array data. It can accurately extract the local correlation
of features and improve the accuracy of feature extraction.
A CNN consists of an input layer, a hidden layer, and an out-
put layer. The input layer is used to receive normalized array
data. The hidden layer includes a convolutional layer, a pool-
ing layer, and a fully connected layer. The convolutional
layer uses a convolution kernel for feature extraction and fea-
tures mapping excitation layer. After the convolutional layer
performs feature extraction, the output feature map will be
passed to the pool. The pooling layer performs feature selec-
tion and information filtering; the pooling layer performs
down sampling, sparsely processes the feature map, reduces
the amount of data computation, dramatically reduces the
parameter magnitude, and effectively avoids overfitting; the
fully connected layer is usually refitted at the tail of the CNN
to minimize the loss of feature information. The output layer
directly outputs the classification result of each feature. The
CNN structure is shown in Figure 2.

CNN is divided into one-dimensional, two-dimensional,
and three-dimensional convolution. The one-dimensional
CNN selected in this paper is mainly applied to time series
data. Assuming that the /th layer is a convolutional layer, the
calculation formula of one-dimensional convolution is shown
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in (1).

N
)c,lC =f (Zi=l xf U Wﬁk + bé) )

where x,i represents the kth convolution map of the [ layer,
f represents the activation function, N represents the number
of input convolution maps, x is the convolution operation,
and wfk is the weight of the kth convolution kernel of the
[ layer for the ith operation, b,l( is the offset of the kth convo-
lution kernel corresponding to the / layer.

This paper uses the maximum pooling method for the
pooling layer; the calculation formula is shown in (2).

sl [
X, = max (xk : xk+r_1) 2)

where fc,l( represents the maximum a value from vector x,l(

to )c,lC 41 For the sequence x, repeating the max-pooling
operation on the continuous vector whose window is r can
get the largest feature sequence.

In the last layer of the CNN, the softmax function is used to
calculate the probability of each output class. The probability
is calculated by dividing the exponent of the class of scores
by the sum of the exponents of all the scores as:

exp(yi)

_— 3
> e )

softmax =

The loss function is:

H(',y) = = > Y'Log(sofimax(y:)) “)

Quantifying the degree of prediction of the calculated prob-
ability to the actual class is done by calculating the loss.
In the case of the classification probability, it is done by
the classification cross-entropy loss function. The predicted
class (y) and the actual class (y) two vectors are used to output
the total loss, and the cross-entropy loss is computed as the
sum of the negative log-likelihoods of the class probabilities,
expressed as a function of H(Y', y).

C. LONG SHORT-TERM MEMORY NEURAL NETWORKS

CNN mainly analyzes the internal features of a single data
packet and lacks the extraction and analysis of the association
between sequences. Therefore, the model constructed with
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the LSTM network will have a better training effect on net-
work intrusion detection. Due to its ability to maintain long-
term memory, LSTM is gradually applied to various network
intrusion detection models to solve the problem of gradient
disappearance caused by recurrent neural networks. LSTM
is a time-cyclic neural network. Based on the traditional
cyclic neural network, the LSTM unit replaces the neurons in
the recurrent neural network (RNN). The input gate, output
gate, and forget gate are introduced in the input, output, and
forgotten past information to control and allow information to
pass through, maintain the memory ability of long data, and
solve the existing long-term dependence problem in the RNN
network.

1) FORGET GATE

The forget gate changes with the context and forgets the
information that needs to be forgotten. The output of the
forget gate is a sigmoid function, the value range is between
0 and 1, and it is multiplied by the cell state at the last moment,
and O represents the information of this bit is completely
forgotten, one represents that the information of this bit is
completely retained. The calculation formula is shown in (5).

fi = o (Wr - hi—1, x:] + by) 5

2) INPUT GATE

The input gate supplements the information the new cell
state needs as much as possible. The output of the input gate
is a sigmoid function with a value range of 0~1, which is

multiplied by the current cell state. The calculation formula
is shown as follows (6), (7).

ir =0 W;-[h-1,x]+bi) 6)
Cy = Tanh (W - [hy—1, X1 + bc) 7

Then the old and new state information can be merged to
form the final new cell state. The calculation formula is shown
in (8).

Ci=fixC1+ix 61 (8)

3) OUTPUT GATE

The final cell state plus the Tanh function is the output.
The output gate’s output is a sigmoid function with a value
between 0 and 1. Select which information can be output. The
calculation formula is shown in (9), (10).

Oy =0 W, - [l—1, %]+ by) &)
hy = Oy x Tanh (C;) (10)

The internal structure of the hidden layer of the LSTM net-
work is shown in Figure 3.

In figure 3, f; is the output signal of the forget gate, whose
value determines the forget ratio of the memory unit c, i; is
the output signal of the output gate, and its value determines
how much of the current input information is inputted into
the memory unit ¢, and ¢; is the preparatory information to be
input into the memory unit ¢, its value is multiplied by i, to get
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FIGURE 3. Internal structure diagram of hidden layer of LSTM network.

the information in the memory unit ¢, o, is the output signal
of the output gate, and its value determines the proportion
of the memory unit ¢ output to the current state &, ¢, is the
preparatory information that will be output to the hidden layer
state h, its value is multiplied by o, to get the information in A,
the memory unit ¢; at time ¢ has been screened by the forget
gate and the input gate, and then the hidden state h; can be
obtained through the screening of the output gate.

IlIl. ALGORITHM MODEL ARCHITECTURE

The flowchart of NIDS-CNNLSTM proposed in this paper
is shown in Figure 4. Firstly, the original network intrusion
detection dataset is input into the CNN-LSTM model through
data preprocessing operation. Then after the composition and
evaluation of the model, the decision classification is finally
carried out.

/{etwork Intrusion Detection Dataset%

v

‘ Data Preprocessing ‘

| CNN-LSTM Approach ‘
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Fully Connected Network
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FIGURE 4. NIDS-CNNLSTM flowchart.

From the NIDS-CNNLSTM flow chart, the architecture
of the model implementation mainly includes four parts:
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TABLE 1. Dataset partition.

CLASSIFICATION
DATASET Binary classification Multi-classification
Label number Traffic type Label number Traffic type
0 Normal
0 Normal 1 DoS
2 Probing
KDD CUP99 3 ROL
1 Abnormal 4 U2R
5 Uncertain
0 Normal
0 Normal 1 DoS
NSL_KDD 2 Probing
3 R2L
1 Abnormal 2 U2R
0 Normal
1 Fuzzers
0 Normal 2 Analysis
3 Backdoors
4 DoS
UNSW_NBI5 5 Exploits
6 Generic
1 Abnormal 7 Reconnaissance
8 Shellcode
9 ‘Worms

data collection, data processing, CNN-LSTM model, and
decision-making judgment.

A. DATA COLLECTION
The input function is implemented at the bottom of the model,
receiving network intrusion datasets from KDD Cup99,
NSL_KDD, and UNSW_NB15. KDD CUP99 is often used
as an intrusion detection system to provide a unified per-
formance evaluation benchmark, test the quality of intrusion
detection algorithms, and lay the foundation for intelligent
intrusion detection systems research. In order to make deep
learning algorithms better implementable on KDD Cup99,
the NSL_KDD dataset was created, which will be more effec-
tive for accurately evaluating different learning techniques
due to the removal of redundant data. The UNSW_NB15
dataset is a comprehensive network attack traffic dataset
widely used in anomaly intrusion detection, which simulates
the real attack environment as much as possible. Compared
with KDD CUP99 and NSL_KDD datasets are more suitable
for the research of intrusion detection systems. The UNSW-
NB15 dataset is considered to be a reliable dataset for eval-
uating existing and novel IDS methods. The KDD Cup99,
NSL_KDD, and UNSW_NBI15 datasets represent the most
classic and latest network attacks. The models are trained on
the three datasets to evaluate the models’ effectiveness better.
In the KDD CUP99 dataset, each network connection is
marked as normal or abnormal, and the types of anomalies
are subdivided into four categories: DoS, R2L, U2R, and
Probing. The NSL_KDD dataset deletes the duplicate records
in KDD Cup99, reduces the amount of data, contains the basic
records and data characteristics of the KDD Cup99 dataset,
and identifies the same attack categories as the KDD Cup99
dataset. The UNSW_NB15 dataset contains normal network
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connections and nine attack types: Fuzzer, Analysis, Back-
doors, DoS, Exploits, Generic, Reconnaissance, Shellcode,
and Worms.

In order to better evaluate the applicability and effective-
ness of the model proposed in this paper, and to avoid chance,
two classification and multi-classification experiments were
set up on the three sets of datasets. The datasets were uni-
formly labeled, marked as normal and abnormal for binary
classification experiments, and marked as multiple traffic
types for multi-classification experiments. The specific divi-
sions are shown in Table 1.

B. DATA PROCESSING

1) DATA LOADING

The loaded data is stored in a CSV file in PCAP format, and
the details of each dataset are read using the Pandas package,
and after reading the details of each dataset, all null and
duplicate values are cleaned.

2) DATA ENCODING

Processing deep neural networks means processing values,
uniformly encoding the traffic labels in the read dataset into
numerical types, and using the One-Hot Encoder to encode
the value of the label column.

3) DATA SCALING

The Americanized data is normalized, and the data read from
the CSV file has different standard deviations and average
values, and the difference will affect the learning efficiency.
Scaled the input data using Standard Scalar, resulting in
a mean of zero and a standard deviation of one. Library
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FIGURE 5. Internal structure of CNN-LSTM model.

standard scalars are used to normalize datasets according to
sklearn preprocessing.

C. CNN-LSTM MODEL

1) COMPONENTS

The CNN-LSTM model mainly consists of two parts: the
CNN network and the LSTM network. First, the preprocessed
data is input into the two-layer CNN network, feature selec-
tion is performed on the traffic data, and the global average
pooling layer is selected to replace the fully connected layer.
Data feature extraction and dimensionality reduction are real-
ized through convolution and pooling operations, and the
feature matrix is the output. Then input the feature vector into
the double-layer unidirectional LSTM network, and combine
the powerful time series learning ability of LSTM to learn
and classify the features selected by the CNN network. The
forget gate, input gate, and output gate in the LSTM network
adjust their parameters through continuous iterative training
of a large amount of data. Then, from the data extracted by
the CNN network, the time-fitting relationship between the
data is learned, and the effective dynamic modeling of the
input and output data of the forecast time series is carried
out. Finally, the CNN-LSTM model fits the trained data and
outputs the predicted value through the fully connected neural
network.

2) INTERNAL STRUCTURE
For example, the CNN-LSTM model trained on the KDD
CUP99 dataset in a multi-classification scenario shows the
internal structure of the CNN-LSTM network in Figure 5.

In Figure 5, the preprocessed data is firstly flattened into
a l-dimensional array, and then the data is mapped from
low-dimensional to high-dimensional through two layers of
3 x 3 convolution operations, and the height x width is
6 x 6 channels, feature maps of 64 and 128, respectively,
in which the meaning of the data represented by different
dimensions is also different; then after the maximum pooling
operation, the size of the pooling kernel is 2 x 2, and the height
and width of the feature map become 3 x 3, but the number
of channels remains unchanged, which also shows that the
maximum pooling operation only changes the size of the
feature map without changing its dimension; then the critical
features extracted by CNN are used as input data to the LSTM
model, a two-layer one-way LSTM is selected, and the output
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dimension is set to 64, and then through two connected fully
connected layers, the function of the first fully connected
layer is to flatten the height and width, and convert the data
information from the height and width dimension to the depth
dimension, the number of input nodes of the fully connected
layer is 256 and the number of output nodes is 64; the role of
the second fully connected layer is to perform classification
output, the number of input nodes in the fully connected
layer is 64, and the number of output nodes is determined
by the final number of classifications required. In this model,
the number of classifications is 6, so the number of output
nodes is 6. Finally, the output results are normalized by the
Softmax function, the probability of the output is mapped to
between 0-1, and the probability of all categories is added
to 1. The hyperparameter settings of the experiment in this
paper: Batch Size is 1024, Learning Rate is 0.001, Optimizer
is Adam, and Epoch is 50. The CNN-LSTM model summary
is shown in Table 2.

TABLE 2. Model summary.

Layer Output
Conv1D_Input [(None, 41, 1)]

ConvlD 1 (None, 39, 64)
ConvlD 2 (None, 37, 128)
MaxPooling1 D (None, 18, 128)
Dropout (None, 18, 128)
LSTM 1 (None, 18, 128)
LSTM_2 (None, 256)
Dense 1 (None, 64)
Dense 2 (None, 6)

3) IMPROVEMENT PART
oGlobal average pooling layer instead of fully connected
layer

In the CNN part, the convolutional layer before the con-
nection layer is responsible for the feature extraction of the
data. After acquiring the features, the traditional method is
to connect the fully connected layer and perform activation
classification, but the fully connected layer adds training and
testing calculations. The amount of parameters reduces the
speed, and if the parameter amount is too large, it is easy
to overfit. The idea of global average pooling is to replace
the fully connected layer with global average pooling, use
the pooling layer to reduce dimensionality, and retain the
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FIGURE 7. One layer of LSTM accuracy and two layers of LSTM accuracy.

spatial information or semantic information extracted by the
previous convolutional layers and pooling layers. Therefore,
the effect improvement is more evident in practical applica-
tions, and global average pooling has no limit to the input
size. The fully connected layer expands the convolutional
layer into a vector and classifies each feature map. Global
average pooling is to combine the above two processes into
one, as shown in Figure 6.

Figures 6 (a) and (b) show the process of the fully
connected layer and the global average pooling layer, respec-
tively. Global average pooling dramatically reduces the num-
ber of network parameters, equivalent to regularizing the
entire network structure to prevent over-fitting of the model.
It directly removes the features of the black box in the fully
connected layer and directly gives each channel the actual
category meaning. At the end of the convolution layer, as
many categories are output as the map, the average value of
the map is directly calculated to obtain the result. Finally, use
Softmax function for classification.

eSelection of two layers of LSTM

When increasing the number of iterations to 50, compare
the accuracy and loss function of one-layer LSTM and two-
layer LSTM, as shown in Figure 7 and Figure 8.
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Figures 7 (a) and (b) show the accuracy of one layer of
LSTM and the accuracy of two layers of LSTM, respectively.
Figures 8 (a) and (b) show the loss function of one layer
of LSTM and the loss function of two layers of LSTM,
respectively. The accuracy curve and loss function of a layer
of LSTM have a jagged state with apparent oscillations.
Although the results were not significantly affected, this casts
doubt on the reliability of this unstable result. In contrast, the
accuracy curve of the two-layer LSTM is smoother, and the
obtained results are more stable and reliable.

The number of LSTM layers can be manageable in pro-
cessing time series data. The increase in the number of layers
will bring about an exponential increase in time overhead
and memory overhead, and then the gradient between lay-
ers disappears. When the number of layers exceeds three,
the gradient disappearance between layers will become very
obvious, resulting in a slowdown of the update iteration of
the LSTM layer close to the input layer and a sharp drop in
the convergence effect and efficiency. In the face of a large
amount of data, more is needed to amplify the neurons of one
layer. Currently, the two layers of LSTM can compress the
data into highly “condensed” data. Adding the number of
deep layers can only bring about the loss of information in
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FIGURE 8. One layer of LSTM loss function and two layers of LSTM loss function.

information compression and the disappearance of gradients
in the training process. LSTM solves the problem of RNN
long-distance dependence and gradient disappearance mainly
within each layer, not between layers, so it will be difficult
to train if there are too many LSTM layers, and the feature
extraction ability of each layer of LSTM is potent. Therefore,
this paper chooses a two-layer unidirectional LSTM in con-
structing the NIDS-CNNLSTM model.

D. DECISION-MAKING JUDGMENT

After obtaining the classification results, the attack traffic can
be judged. The detection results are further used to update the
knowledge database to improve the system’s detection capa-
bility. CNN and LSTM implementations for intrusion detec-
tion and specific architectures for classifying input data with
the best performance, so networks with different structures
are designed and implemented and then executed multiple
times to determine the best network structure.

IV. SIMULATION EXPERIMENT
A. EXPERIMENTAL ENVIRONMENT

The experimental environment of this paper is shown in
Table 3 below.

TABLE 3. Experimental environment.

Module Parameter
processor Intel (R) Core (TM) i7-7700HQ
main frequency 2.80GHz
RAM 8.00 GB
operating system Windows 10

experimental tool Python3.7 and TensorFlow2.2.0

B. EVALUATION INDICATORS

The confusion matrix is often used in intrusion detection tech-
nology as an index to evaluate classification performance.
The confusion matrix is a visual display tool to evaluate
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the advantages and disadvantages of partition models and
differences. It contains four elements: TP is the number
of normal samples of normal traffic, and FN is the num-
ber of normal samples in normal traffic. The number of
abnormal samples classified as different abnormal traffic;
FP is the number of normal samples classified as different
abnormal traffic; TN is the number of abnormal samples
classified as normal traffic. The confusion matrix is shown
in Table 4.

TABLE 4. Confusion matrix.

) Prediction Category
Confused Matrix — -
Positive example ~ Negative example
Real Positive example TP FN
Category  Negative example FP TN

In the process of intrusion detection, indicators such
as accuracy (ACC), precision (PR), detection rate (DR),
F1 value (F1), and false positive rate (FPR) are usually used
to evaluate the effect of the model. ACC refers to the ratio of
correctly classified samples to the total number of samples,
and its calculation formula is shown in (11).

. TP + TN

- TP+ TN + FP+FN
PR represents the percentage of correctly classified samples
of normal traffic among the samples predicted to be normal
traffic, and its calculation formula is shown in (12).
TP

- TP+ FP

DR is defined as the ratio between the number of correctly
identified abnormal samples and the predicted number of

abnormal samples. The DR reflects the ability of the model to
identify attacks, which is an essential indicator in IDSs, and

ACC

(1)

PR (12)
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FIGURE 9. NIDS-CNNLSTM model validation accuracy and training loss in the binary classification.

its calculation formula is shown in (13).
TP
R= ———
TP + FN

F1 is the harmonic mean of PR and DR, and its calculation
formula is shown in (14).

(13)

_ 2PR x DR

Fl="""— (14)
PR + DR

FPR is defined as the ratio of misidentified abnormal samples
to the predicted number of normal samples, and its calculation
formula is shown in (15).

_FP

- TP +FP
Multiple metrics are often used simultaneously in intrusion
detection research to comprehensively evaluate a model.
In this work, ACC, P, F, DR, and FPR were selected to assess

the performance of the proposed NIDS-CNNLSTM model in
multiple experiments.

FPR (15)

C. MODEL PERFORMANCE
In order to thoroughly verify the classification performance
of the NIDS-CNNLSTM model, this paper conducts exper-
iments in binary classification and multi-classification sce-
narios. Use the training set in the KDD CUP99, NSL._KDD,
and UNSW_NB15 datasets to train the classifier, then use
the validation set to optimize and adjust the parameters of
the classifier, use the test set to calculate the error rate of the
optimized classifier, and test the performance of the classifier.
The model activation function is set to sigmoid, the learning
rate is 0.001, and epochs = 50. The fitting curve of validation
accuracy and training loss, confusion matrix, and classifica-
tion accuracy of each component are obtained.

eBinary classification experiments

In the binary classification experiment, after 50 iterations,
the fitting curves of the verification accuracy and training
loss of the NIDS-CNNLSTM model on the KDD CUP99,
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NSL_KDD, and UNSW_NBI15 datasets can be obtained,
as shown in Figure 9.

Figures. 9 (a) and (b) respectively show the relationship
between the validation accuracy and the epoch and between
the training loss and the epoch in the NIDS-CNNLSTM
model. As the number of training rounds increases, the ver-
ification accuracy gradually increases and stabilizes. The
verification accuracy rates on the KDD CUP99, NSL._KDD,
and UNSW_NBI15 datasets are 0.974, 0.99, and 0.94, respec-
tively. At the same time, the training loss gradually decreases
and finally stabilizes. The training losses on the KDD CUP99,
NSL_KDD, and UNSW_NBI15 datasets are 0.038, 0.029,
and 0.125, respectively. The validation accuracy and train-
ing loss fitting curves show good convergence, indicating
that the model’s structural design and parameter settings are
reasonable.

The confusion matrix is mainly used to represent classifi-
cation accuracy. It uses a tabular diagram with the predicted
results on the horizontal axis and the actual results on the
vertical axis to display the classification performance of the
algorithm visually. From the confusion matrix, the ACC, PR,
DR, F1, and FPR of the normal and abnormal traffic of the
NIDS-CNNLSTM model in the three sets of datasets can
be obtained. The experimental confusion matrix is shown
in Figure 10.

Figures 10 (a), (b), and (c) respectively show the evaluation
parameters of normal and abnormal traffic in the three sets
of datasets obtained from the confusion matrix and obtain
the ACC, PR, DR, F1, and FPR of the NIDS-CNNLSTM
model. The ACC, PR, DR, F1, and FPR of the model on the
KDD CUP99 dataset are 0.97, 0.935, 0.98, 0.96, and 0.00086,
respectively. The ACC, PR, DR, F1, and FPR of the model on
the NSL_KDD dataset are 0.99, 0.99, 0.99, 0.99, and 0.0145,
respectively. The ACC, PR, DR, F1, and FPR of the model
on the UNSW_NB15 dataset are 0.94, 0.93, 0.935, 0.935, and
0.0397, respectively.

In the binary classification experiment, the NIDS-
CNNLSTM model obtained the classification accuracy of
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normal and abnormal traffic for the KDD CUP99, NSL_
KDD, and UNSW_NB15 datasets, as shown in Figure 11.

As shown in Figure 11, in the binary classification sce-
nario, the model’s classification accuracy for Normal and
Abnormal traffic in the three datasets is more significant
than 0.9. The model has a relatively balanced classification
accuracy for the Normal and Abnormal traffic in the KDD
CUP99 dataset. The model has the highest classification
accuracy of Normal and Abnormal traffic in the NSL._KDD
dataset, reaching 0.99. The classification accuracy of the
model for Normal in the UNSW_NB15 dataset is low, mainly
due to the imbalance of the dataset and the limited number
of training samples for Normal. It can be concluded that the
NIDS-CNNLSTM model proposed in this paper has better
performance in classifying two kinds of traffic in the binary
classification scenario.

eMulti-classification experiments

In the multi-class experiment, after 50 iterations, the fitting
curves of the verification accuracy and training loss of the
NIDS-CNNLSTM model on the KDD CUP99, NSL_KDD,
and UNSW_NBI15 datasets can be obtained, as shown
in Figure 12.

Figures 12 (a) and (b) show the relationship between
the validation accuracy and the epoch and between the
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training loss and the epoch in the NIDS-CNNLSTM model,
respectively. As the number of training rounds increases, the
verification accuracy gradually increases and stabilizes. The
verification accuracy rates on the KDD CUP99, NSL_KDD,
and UNSW_NBI15 datasets are 0.9705, 0.992, and 0.829,
respectively. At the same time, the training loss gradually
decreases and finally stabilizes. The training losses on the
KDD CUP99, NSL_KDD, and UNSW_NB15 datasets are
0.045, 0.022, and 0.408, respectively. The validation accu-
racy and training loss fitting curves show good convergence,
indicating that the model’s structural design and parameter
settings are reasonable.

From the confusion matrix, the ACC, PR, DR, F1, and FPR
of the NIDS-CNNLSTM model in various types of traffic in
the three sets of datasets can be obtained. The experimental
confusion matrix is shown in Figure 13.

Figures 13(a), (b), and (c) respectively show the evaluation
parameters of various types of traffic in the three sets of
datasets obtained from the confusion matrix and obtain the
ACC, PR, DR, F1, and FPR of the NIDS-CNNLSTM model.
The ACC, PR, DR, F1, and FPR of the model on the KDD
CUP99 dataset are 0.9705, 0.825, 0.843, 0.825, and 0.0059,
respectively. The ACC, PR, DR, F1, and FPR of the model
on the NSL_KDD dataset are 0.992, 0.918, 0.9, 0.908, and
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FIGURE 12. NIDS-CNNLSTM model validation accuracy and training loss in the multi-classification.
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FIGURE 13. Confusion matrix in the multi-classification.

0.0029, respectively. The ACC, PR, DR, F1, and FPR of the
model on the UNSW_NB15 dataset are 0.829, 0.631, 0.49,
0.495, and 0.0014, respectively.

In the multi-classification experiment, the NIDS-
CNNLSTM model obtained the classification accuracy of
Normal, DoS, Probing, R2L, U2R, and Uncertain six types
of traffic for the KDD CUP99 dataset. For the NSL_KDD
dataset, the classification accuracy of Normal, DoS, Probing,
R2L, and U2R’s five types of traffic is obtained. For the
UNSW_NBI15 dataset, the classification accuracy of Nor-
mal, Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic,
Reconnaissance, Shellcode, and Worms ten types of traffic is
obtained, as shown in Figure 14.

As shown in Figure 14, in the multi-classification scenario,
the classification accuracy distribution of the model for vari-
ous types of traffic in the three sets of datasets is more reason-
able. The model has a good classification effect on Normal,
Dos, R2L, and Uncertain in the KDD CUP99 dataset, but
the classification effect of Probing and U2R needs to be
better. Due to the relatively small data size, the model training
sample data is insufficient. The model has a low classification
accuracy of 0.78 for U2R in the NSL_KDD dataset, and
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the classification accuracy rates of Normal, DOS, Probing,
and R2L traffic types are all greater than 0.96. The model’s
classification accuracy for nine types of attack traffic and one
type of Normal traffic in the UNSW_NB15 dataset reflects
the data distribution. The UNSW_NBI15 dataset is more
comprehensive than the KDD99 and NSL KDD datasets.
It combines normal activities and synthetic attack behaviors
and can simulate the existing network environment. The
NIDS-CNNLSTM model proposed in this paper performs
better in classifying various traffic in multi-classification
scenarios.

The experiments of binary classification and multi-
classification accuracy fully demonstrate the effectiveness of
the NIDS-CNNLSTM model, which is accurate and reliable.

D. COMPARATIVE EXPERIMENTS

To further evaluate the effectiveness of the NIDS-CNNLSTM
model, the proposed model is compared with methods pro-
posed in previous studies on the KDD CUP99, NSL_KDD,
and UNSW_NB15 datasets. The hyperparameter settings in
the comparison experiment are consistent with the experi-
ments in this paper, and the ACC, DR, and FPR of the models
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TABLE 5. Performance comparison.
System KDD CUP99 NSL KDD UNSW _NB15
ystems ACC__DR___FPR ACC DR ___FPR ACC DR ___FPR
AE-CNN [15] 09399 0.7794  0.0682 / / / / /
LSTM [16] 09411  0.7707 0.0018 / / / / /
LSTM-RNN [16] 0.9693  0.9888 0.1004 / / / / /
GA-ELM [17] 0.989 0.9916 0.0136 / / / / /
CNN-LSTM [18] 0.997 0.996 / / / / / /
CNN-LSTM [19] 0.9995 0.9991 0.0003 0.9979 0.9992 0.0034 / / /
ICNN [20] / / / 0.9536 0.9699  0.0076 / / /
CNN [21] / / / 0.9707 0.9714  0.0087 / / /
ELM [22] / / / 0.9758 0.9769  0.0222 / / /
SVM [23] / / / / / 0.6242 0.8858 /
ICVAE-DNN [23] / / / / / 0.8908 0.9568  0.1901
DBN [23] / / / / / 0.8577 0989 0.3032
CNN-LSTM [23] / / / / / 0.9378 0.9453 0.06
NIDS-CNNLSTM 0.9705  0.9998 0.0059 0.999 0.999  0.0029 0.9443 0.935  0.0397

are compared, respectively. The performance improvement
effect of the NIDS-CNNLSTM model is obtained, and the
comparison results are shown in Table 5.

The comparison results in table 5 show that the proposed
NIDS-CNNLSTM model has significantly improved perfor-
mance in terms of ACC, DR, and FPR compared with the
models proposed in previous studies. Considering various
evaluation indicators comprehensively, the model proposed
in this paper effectively improves the detection rate and
accuracy of the intrusion detection model and dramatically
reduces the false positive rate. This result was also confirmed
on different datasets, which may lead to different final results
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due to the randomness of the training set and test set selec-
tion. However, it can still prove that the proposed model is
superior to the existing models proposed in previous studies.
It can also more confidently adapt to network attack traffic
in different scenarios. In the intrusion detection scenario,
the efficiency is maximized while ensuring accuracy, and
the overall performance of the intrusion detection system is
improved.

V. SUMMARY

This paper proposes NIDS-CNNLSTM to solve the problems
of low detection rate and classification accuracy and high
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false detection rate of traditional intrusion detection models
in the IIoT. In NIDS-CNNLSTM, the two-layer CNN layer
and the two-layer unidirectional LSTM layer are improved
and superimposed. The ability of CNN to extract spatial
features and LSTM to extract temporal features is used.
The model is evaluated using the KDD CUP99, NSL_KDD
and UNSW_NBI5 datasets, and the validation accuracy
and training loss on the KDD CUP99, NSL_KDD, and
UNSW_NBIS5 datasets show good convergence and level.
The model’s applicability has been verified based on binary
classification and multi-classification scenarios. When clas-
sifying various types of traffic, it has high accuracy and
is true and reasonable. Compared with the existing models
proposed in previous studies, NIDS-CNNLSTM has signif-
icantly improved classification accuracy, detection rate and
false detection rate. It is an intrusion detection classifica-
tion model that is superior to existing models. In future
work, we will further improve the imbalance of the dataset,
improve the classification accuracy of small sample traffic,
and continue to enhance the model’s overall performance.
NIDS-CNNLSTM can effectively support the edge wire-
less perception information security of the ubiquitous IIoT,
thereby escorting the safe operation of key infrastructure
related to the national economy and people’s livelihood,
such as the industrial Internet and new infrastructure, and
avoiding major information security accidents. This paper
has important theoretical significance and extensive practical
application value.
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