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ABSTRACT The coronavirus pandemic has undoubtedly been one of the major recent events that have
affected our society at the global level. During this period, unprecedented measures have been imposed
worldwide by authorities in an effort to contain the spread of the disease. These measures have led to a
worldwide debate among the public, occurring not least within the forum of social media, tapping into
pre-existing trends of skepticism, such as vaccine hesitancy. At the same time, it has become apparent
that the pandemic affected women and men differently. With these two themes in view, the paper aims
to analyze using a data-driven approach the evolution of opinions with regards to vaccination against
COVID-19 throughout the entire duration of the pandemic from the point of view of gender. For this analysis,
approximately 1,500,000 short user-contributed texts have been retrieved from the popular microblogging
platform Twitter, posted between 30 January 2020 and 30 November 2022. Using a machine learning
approach, several classifiers have been trained to identify the likely gender (female or male) of the author,
as well as the stance of the specific post towards the COVID-19 vaccines (neutral, in favor, or against),
achieving 85.69% and 93.64% weighted accuracy measures for each problem, respectively. Based on this
analysis, it can be observed that most tweets exhibit a neutral stance, while the number of tweets in favor of
vaccination is greater than the number of tweets opposing vaccination, with the distribution varying across
time in response to specific events. The subject matter of the tweets varied more between stances than
between genders, suggesting that there is no significant difference between the contents of tweets posted by
females and males. We also find that while the overall engagement on Twitter with the topic of vaccination
against COVID-19 is on the wane, there has been a rise in the number of against tweets continuing into the
present.

INDEX TERMS Opinion mining, gender identification, stance detection, social media, covid-19, vaccine
hesitancy.

I. INTRODUCTION
It is likely that few recent events elicit the same com-
bination of feelings of dread, as well as a slight sense
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of unreality, as the COVID-19 pandemic. Starting as an
unknown1 outbreak in Wuhan, central China [1], it quickly
spread worldwide [2], causing authorities to impose unprece-
dented measures in an effort to contain the spread of the

1Indeed, even as of December 2022, there is no generally-accepted theory
as to the origins of the SARS-CoV-2 pathogen [1].
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disease. For better or worse, medical terminology entered the
vernacular, and the many waves of infections, the lockdowns,
mask mandates, and the massive vaccination campaign that
followed are now shared by billions across the globe as truly
global common formative experiences.

At the same time, there is a relative dearth of literature
discussing the impact of gender on this experience, especially
when considering research which uses computational meth-
ods as they apply to social media. Social media appears to
be an ideal source of data because, when confronted with
lockdowns, travel restrictions, social distancing or working
from home during the COVID-19 crisis, many people kept
informed about the situation and in touch with their peer
groups on social media, whose popularity increased signif-
icantly during this period [3].

This highlights the role of social media as an important
mediator between people, businesses, institutions, and gov-
ernment, as it can represent a catalyst for healthy discussion
and a source of reliable and high-quality information [4].
For instance Twitter, the fourth most popular social media
platform in the US as of 2022 [5], continuously gained new
users during the entire duration of the pandemic [3], and
was specifically recognized in both the news media and the
research literature as a significant resource that affected how
the experience of the pandemic played out across the world
[6], [7], [8].

At the same time, social media has been known to facilitate
the propagation of rumors [9], fake news [10], misinforma-
tion and disinformation campaigns [11], conspiracy theories
[12], etc. and promote unhealthy conversations [13], [14]
that endanger the public’s ability to discern the facts and
which sources of information are trustworthy. Indeed, during
the COVID-19 crisis, a veritable ‘‘infodemic’’ swept social
media, in which genuine concerns regarding civil liberties
and personal rights were mixed in with potentially harmful
falsehoods concerning COVID-19, its origins, symptoms,
the availability of treatments, and especially with regards
to the topic of vaccines and vaccination [2], [8], [15]. As one
of the major measures taken by governments in order to
curtail the pandemic, besides lockdowns [16], was to invest
in vaccines, which were developed and deployed in record
time, of special interest in this area is the subject of vaccine
hesitancy, specifically how the opinion of the public evolved
over time in relation with the major events of the pandemic.
Since gender has also beenwidely cited as an important factor
in the developments during the pandemic [8], [17], [18], [19],
the question of how attitudes with regards to vaccination
differ between women and men, and which issues concern
which gender the most, are also relevant.

In view of these themes, we aim to contribute towards the
literature on this subject with the current paper, by answering
the following questions: 1) using social media data, can we
develop computational tools that are able to automatically
identify social media users as female or male based on their
public information? 2) can we develop computational tools

that can identify with satisfactory accuracy a text’s stance
towards vaccination against COVID-19? 3) using these tools,
can we distinguish differences between users identified as
female and those identified as male with regards to their
stance towards vaccination? and 4) can we identify which
topics are the most relevant for each stance and gender,
respectively?

To answer these questions, we gathered approximately
1,500,000 short texts from the microblogging platform Twit-
ter, called tweets, dating from between 30 January 20202

and 30 November 2022, together with the name of their
authors, using the Twitter API. We then trained a linear
support vector machine (SVM) able to identify the gender
of a given name with over 85% accuracy and identified the
gender of the authors. We manually annotated each tweet
from a subset of the data as neutral, in favor, or against vac-
cination, and trained a series of machine learning classifiers
on this data, achieving a 93.64% accuracy with the RoBERTa
classifier. Using this model, we classified the remainder of
the data and grouped it by gender and stance, analyzing
the length of the tweets, determining commonly-occurring
n-grams and identifying topics of concern for each stance-
gender combination using latent Dirichlet allocation (LDA).
The evolution of the topics by stance and gender has been put
in relation to the main events that have occurred during the
pandemic. The results show that there is no significant link
between gender and stance, and that only small differences
between genders exist when it comes to the contents of the
discourse. Additionally, it was found that changes in the pub-
lic’s expression of their stance towards vaccination against
COVID-19 usually come about as a result of events reported
in the media. Finally, we discuss our findings, acknowledge
the limitations of such a study, and give recommendations for
future research. We also release our training data for further
use in research.

II. LITERATURE REVIEW
In the following, the two main sub-problems of the proposed
research process, namely gender identification and stance
detection, are presented in terms of the current approaches
found in the research literature. The natural language pro-
cessing (NLP) task of stance detection is then introduced and
discussed. The issue of vaccine hesitancy and gender differ-
ences regardingmedical issues is highlighted while surveying
applied research in the same vein as the present paper.

A. GENDER IDENTIFICATION
Gender identification in the context of NLP is a subtask of the
author profiling (AP) NLP task, which aims to use text-based
data in order to determine personal details about the author,
such as gender, age, native language, etc. [21], [22].

2The day when the World Health Organization declared the outbreak a
public health emergency of international concern, which we considered the
start of the COVID crisis on a global level [20].
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This task can be more formally defined as the task of
finding the tuple < a, g > given a sample xi (a text in a
text expressed in natural language), in which a is the text’s
author and g is the author’s gender, g ∈ {female, male}.
A wide spectrum of approaches has emerged, grouped into
two main categories: one we term intrinsic gender detection,
in which nothing is known about the author except for the
text xi, while the other we term metadata-based, in which
there is some other information available about the author
besides the text, such as their name, occupation, preferred
pronouns, etc. While it could be argued that only the first
approach constitutes a legitimate NLP task, in practice the
two form a continuum, as often the text itself can give away
information about the author’s gender, which the classifier
that also considers metadata can extract and leverage.

From a technical standpoint, the traditional approach to
this problem is lexicon- or dictionary-based [23], wherein the
gender of the author is evaluated based on pattern-matching
for specific words that are inherently gendered in their texts.
The more recent approach is to use machine learning [21],
in which the gender is determined by a classifier based
on a number of labeled examples, or texts that have been
manually annotated as having been composed by an author
of the specified gender. The two approaches can be com-
bined, for instance by using counts of gendered words as
features when representing documents for a machine learning
approach [24].

Gender detection based on the knowledge of the author’s
personal name constitutes a type of metadata-based gender
identification. This task is made possible by a feature of many
human cultures, namely that they encode gender through
language not only through markers of grammatical gender,
such as personal and possessive pronouns in English, but
also through the choice and use of anthroponyms, or personal
names [25]. For instance, in European contexts, the name of
a person usually has to conform to certain rules, possibly
including being explicitly gendered [26]; in some contexts
these are even enforced by a government agency [26], [27].
Not all languages and cultures exhibit this property; for
instance in Mandarin Chinese, first names might not always
be attributable to a specific gender [28].

Other languages and cultures, such as Russian, go as far
as to assign a patronymic component in personal names that
explicitly marks the bearer as belonging to a certain gender by
suffixing the name of their father with the grammatical com-
ponents -ovna,-evna (female) / -ovich,-evich (male) [29]. And
while in English such components are not usually the norm,
many European (including English) first (or given) names are
of common Latin descent, allowing them to be identified by
their internal phonetic structure – such as ending in the sound
/ e/ (female), or a consonant sound (male) [25]. This remains
the case despite the fact that English common nouns do not
carry grammatical gender information anymore [30].

This hypothesis was tested for the case of German and
Romanian by Năstase and Popescu [30]. The authors obtain

evidence that grammatical gender can be predicted with high
accuracy from the form of the nouns even for common nouns
(that is, in languages with grammatical gender), and they
use exotic hand-built features based on the phonetics of the
words in order to train a kernel ridge regression (KRR) classi-
fier [30].Moorthy et al. [31] also obtain similar results using a
random forest (RF) classifier and hand-built features in order
to establish the ‘‘gendered-ness’’ of certain marketing terms,
such as the names of popular brands and products.

But developing complex, hand-built feature sets can be
difficult and time-consuming. The regularities mentioned
above enable the development of automated character-level
tokenizers that can construct features representing these sub-
word structures within personal names. The resulting vectors
can then be learned by a suitable machine learning algorithm,
allowing for the development of high-accuracy classifiers.
Such a technique was presented by Malmasi and Dras [32],
who successfully inferred gender and ethnicity from a dataset
of personal names. The authors present a linear support vector
machine (SVM) classifier able to achieve a 81.30% accu-
racy for the gender identification task using character-level
trigram features [32].

These studies show that given the appropriate linguistic
context (that is, that the target language indeed carries gen-
der information within anthroponyms relevant to the actual
gender of the bearer), the presence of training data of suit-
able size and quality, and the construction of the appropriate
feature set, the gender of names can be determined with high
accuracy.

B. STANCE DETECTION
Stance detection is a natural language processing task related
to opinion mining and sentiment analysis. It aims to iden-
tify the value judgement related to a certain target within
a text [33], or whether the opinion expressed in the text is
neutral towards a target, supports it, or is opposed to it. The
target can be a concept, opinion, person, product, company,
political party, or any other entity. More formally, it can be
defined as the task of finding tuple <t, s> given sample
xi, where t is the target entity and s represents the stance
inferred from the content of text xi, s ∈ {in favor, neutral,
against} [2].

Stance detection should not be confused with the closely-
related task of polarity detection, which involves finding the
general sentiment behind a text – neutral, positive, or neg-
ative. While they share the goal of gaining insight into the
subjective experience of the author through automatically
evaluating the meaning of a text, stance analysis is different
in that it aims to identify a judgement and not the general
sentiment, as texts with a negative sentiment can express a
positive view of a certain subject and vice versa [34], and
there need not be any correlation between the two [33].
In addition, sentiment analysis and polarity analysis can be
performed in the absence of a target, while stance analysis
presupposes the existence of a target which is judged [33].
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Aswith gender identification, sentiment detection, polarity
detection, and stance detection techniques are closely related
and fall into two main categories: lexicon- or dictionary-
based, which attempt to quantify stance based on the occur-
rence of certain words, and machine learning methods,
in which machine learning algorithms are used to infer the
stance [2]. As in the case of gender identification, hybrid
methods which combine the two approaches can also be
applied. Lexicon-based approaches cited in the literature
include VADER [35] and NCRLex [36]. The advantage of
such an approach is that it is easy to implement and interpret,
it is fast, and has modest computational requirements. For
generic tasks it is possible to obtain good results with this
approach [37]; however, it is usually not sufficiently domain-
specific to generalize well to arbitrary targets.

Themachine learning approach has seen an increased inter-
est in the recent literature [38], especially with the advent
of large transfer learning models, such as BERT and its
variants [33]. Two of the most popular topics where senti-
ment analysis, polarity analysis and stance detection have
been widely studied in the literature are COVID-19-related
social phenomena, such as the role of China [39], vaccina-
tions [2], [7], [40], [41], and lockdowns [42], and finance-
related research, either related to the stock market [42], [43]
or cryptocurrencies [44], [45].

In this area,Melton et al. [7] use data gathered fromReddit,
another popular social media platform, to perform lexicon-
based sentiment analysis on the data, and extract topics using
latent Dirichlet allocation (LDA). The authors detect a gen-
erally positive sentiment, but they note that this suspiciously
remains constant with time, contradicting observations from
other research on the subject. The researchers suggest that
the rules and structures specific to each social media plat-
form, such as the upvote/downvote mechanism and the strict
community guidelines and moderation that are enforced on
Reddit, add a significant bias to such observations [7].

Liu and Takikawa [39] used deep learning to assess
the trends regarding anti-China discourse in Japanese news
media, performing stance analysis with the People’s Repub-
lic of China as the target. The authors collect comments
from Japanese news web sites containing keywords related
to China and COVID-19, and fine-tune BERT and RoBERTa
on an annotated dataset obtained from news headlines [39].
The study finds that the publishing of anti-China articles
is correlated with a change in stances among the public,
measurable in the volume of comments expressing anti-China
views [39].

The results obtained in these studies show that the approach
is mature enough to warrant use in industry as well as applied
empirical research, provided a domain-specific dataset of
good quality and sufficient size is available.

C. STANCE DETECTION WITH REGARDS TO VACCINATION
USING SOCIAL MEDIA DATA AND A FOCUS ON GENDER
Since the start of the COVID-19 crisis, gender was iden-
tified as a potentially important factor in its handling and

communication [8], [46], [47], [48]. Lockdowns and other
measures also affected women and men differently [19],
reflecting in part gender differences in occupation and
income [49]. The issue of COVID-19 vaccine hesitancy
in relation to gender has been widely addressed in tradi-
tional empirical research [46], [47], [48]. However, some of
these studies have very small sample sizes with participants
restricted to a narrow geographical location and a specific
time period, thus being unable to capture the evolution of
aggregate stances across the world over longer time peri-
ods. For this purpose, the computational methods mentioned
above appear to be more suitable.

In this area of research, Cascini et al. [8], in their com-
prehensive review of the literature, only mention two studies
which have focused on gender that employ methods similar
to our own. This aspect was studied from the standpoint of
polarity analysis in social media texts by Zhang et al. [41],
who identify gender among other personal details as relevant
to users’ opinion regarding vaccination in the course of their
research on Weibo, a Twitter-like microblogging platform
popular in China. The study finds that males aremore positive
towards vaccination than females [41].

Similarly, Ansari and Khan [50] discuss gender as a rele-
vant factor influencing vaccination-related polarity, and use
a multinomial naïve Bayes (MNB) classifier to identify the
gender of the tweets’ authors, though they do not report
performance metrics, nor a comprehensive methodology with
regards to gender identification, as this was not the focus
of their paper. The authors report no significant differences
between the genders [50].

As such, to the best of our knowledge, we are the first to
apply computational methods to the problem of the impact of
gender on stances towards vaccination with a view towards
identifying relevant differences emerging from long-term
trends.

III. DATA AND METHODS
The steps taken to perform the proposed analysis can be seen
in Figure 1.

A. TRAINING DATA ACQUISITION
The first step is to access the Twitter REST API retrieving
a dataset consisting of English-language tweets relevant to
the vaccination debate. While the tweets must be in English,
they can be from all over the world where English is spo-
ken or otherwise used – that includes the US, Canada, the
UK, Ireland, Australia, New Zealand, India, Pakistan and
Bangladesh, Israel, and several African countries.We queried
the full archive search endpoint using the keywords described
in Table 1, themselves inspired by the earlier research on vac-
cine hesitancy by Cotfas et al. [2]. We used the ‘‘relevancy’’
ranking criterion to obtain the best-quality tweets only [51].
We also retrieved the authors’ names. We ran queries for
each day between 30 January 2020 and 30 November 2022,
and 500 tweets per day were retrieved obtaining approxi-
mately 500,000 tweets in total; then, using two random2-hour
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FIGURE 1. The methodology used.

TABLE 1. Keywords used for data retrieval.

windows for each day, a further maximum of 1,500 tweets
were retrieved for each day. In total, 1,440,567 tweets were
collected, ensuring a representative distribution across the
entire period of the pandemic until the present.

The next step was to gather data for the gender identifi-
cation sub-problem. The user’s name, handle, and bio were
considered initially as potential inputs for gender identifica-
tion; in addition to this, the identification of gender from the
tweets themselves was also briefly considered as an intrin-
sic gender identification problem [24], [52]. However, due
to the higher difficulty of these tasks, as well as the lack
of suitable training data, the name was ultimately deemed
the best candidate for building a reliable classifier, due to
the surprisingly large number of users in our data who had
identifiable personal names set as their user name (this is a
free text field, so arbitrary input is possible).

As such, the next step was acquiring training data for
the preparation of a classifier able to predict the gender of
personal names. The prediction of gender based on personal
names is, as discussed above, a well-researched problem
in the field. Manual annotation is unnecessary in this case,
as many suitable data sets have been made available by
previous research or government organizations. One of the
most cited is the Baby Names from Social Security Card

Applications dataset made available by the US government,
composed of 35,556 personal names and the associated bio-
logical sex of the persons bearing those names, gathered
from Social Security records in the US between 1880 and
2021 [53]. This dataset has the advantage of containing data
gathered over a long time period, but it is limited in that it
contains data relevant to only one culture; yet in the case
of personal names it is clear that their associated gender is
culturally determined [25], [28], [30], [32].

Another suitable dataset we identified was the Gender by
NameData Set available in the University of California Irvine
Machine Learning Repository, containing 147,270 personal
names and the associated biological sex of the persons bear-
ing those names, dating from between 1880 and 2019 and
gathered from a worldwide population (US, UK, Canada,
and Australia) [54]. The higher diversity of the data reflects
this worldwide distribution; however, the overall quality of
the data is lower due to errors such as typos, obviously
meaningless names, etc. We opted to use the latter dataset
because, in addition to containing most of the data found in
the former, it is larger and has more diverse contents, reflect-
ing the observations that while Twitter posts tend to lean
heavily towards a North American user base, it is nevertheless
a global platform [2], [40].

B. CLEANING, PREPROCESSING AND ANNOTATION
Starting from the Gender by Name Data Set we removed any
duplicates or names that appeared to be incorrect/gibberish
(composed of only symbols, repeated letters, only one letter,
etc.). The final dataset contained 133,970 names, with 62.3%
being female and 37.7% male. The names, while of different
ethnic and linguistic backgrounds, were already latinized, but
some exhibited accents, diacritics, or other special characters;
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TABLE 2. Number of tweets by author type as identified via named entity
recognition.

these were left untouched. The names were converted to
lowercase, characters other than letters were substituted with
the token ‘‘∗’’, and the special token ‘‘$’’ was appended to the
start as well as the end of the name so information concerning
first and last characters can be captured during vectorization.

As for the quality of the name data within the data gathered
from Twitter, it was quite variable; in addition to pseudony-
mous or corporate users, many users used different name
orders, and some of them had artifacts such as emoji, exotic
fonts, and titles such as ‘‘Ph.D.’’ or ‘‘Dr.’’ interspersed with
their otherwise valid personal name. Nevertheless, manual
inspection suggested many users did have identifiable name
information available.

In order to parse the personal name out of the user name
field, several approaches were considered, including pattern-
matching heuristics, training a separate classifier, and using
a pre-trained parser. Ultimately, we decided to use the named
entity recognition (NER) capabilities of the spaCy3 Python
package to identify and extract personal names in the data.

We ran the spaCy tokenizer on all names and saved those
that could be identified as human names. Those identified
as organizations were assigned the dummy gender ‘‘ORG’’,
as the property of gender does not apply to them. Finally,
the names that contained no known entities were considered
‘‘UNK’’ (unknown) users. Upon manual inspection of sam-
ples, these consistedmainly of pseudonymous users. The data
was quite evenly distributed between the three categories. The
proportions in the data can be seen in Table 2.

In the case of the tweets, we converted the entire corpus
to lowercase and removed all punctuation, URLs, HTML
entities, and other non-character symbols. We left in hashtags
and @mentions as these can provide some information and
context with regards to the stance. For the same reason we
changed emojis to their textual representation. We removed
duplicate tweets, resulting in a final set of 1,183,155 tweets.

A 0.9% stratified random sample was drawn from the
tweets, resulting in a sample size of 10,697 texts. These
tweets were manually annotated by three human annota-
tors with one of the labels neutral, in favour, or against
based on the stance towards vaccination expressed by the
tweet. The annotators were unaware of the name of the
author or their predicted gender. Conflicts were solved

3https://spacy.io/

by discussing the relevant tweet and obtaining a consen-
sus on their stance. After annotation, the class distribution
was highly imbalanced. With such a small dataset, class
imbalance significantly reduces the performance of the clas-
sifiers, so a balanced sub-sample was drawn via undersam-
pling of the majority class (neutral), resulting in a final,
perfectly balanced training set of 2,739 tweets (913 tweets
in each class). This subset is used to train a series of
machine learning models, of which the best-performing one
is then used to infer the stance towards vaccination for the
entire dataset. The balanced annotated dataset is available
at the following link: https://github.com/erkovacs/1000-days-
covid-19-a-gender-based-long-term-investigation-attitudes-
with-regards-to-vaccination.

C. DATA REPRESENTATION
We performed experiments with multiple data represen-
tations for both sub-problems. For the gender identifica-
tion sub-problem we ran experiments with character-level
n-gram representations with or without TF-IDF, while for the
stance detection sub-problemwe tried document-termmatrix,
TF-IDF, spaCyword vectors, spaCy sentence vectors, and the
native embeddings for the BERT and RoBERTa models.

1) DOCUMENT-TERM MATRIX
A document, or individual sequence of text from a corpus
of related texts, can be thought of as a sequence of tokens
(n-grams; words or groups of words). If we take the co-
occurrence of these n-grams as the fundamental feature of
the document, we can represent any document as an n × m
document-term matrix M in a vector space described by the
vocabulary of the corpus. In the matrix M , the columns rep-
resent the features (tokens), the rows represent one document
per row, and each element Mij represents the corresponding
token’s frequency (also known as the count, term frequency,
or TF – see Equation 1), or howmany times that specific token
occurs within the document.

TF(t, d) =
number of occurences of t in d

number of words in d
(1)

where t is the n-gram or ‘‘term’’, and d is the current
document.

This representation is suitable for any sequence-based data,
and as described below, can be generalized to be used at the
character-level as well.

Within our Python notebooks, we used the CountVector-
izer class included in the scikit-learn4 library to build the
document-term matrix.

2) TF-IDF
The TF-IDF-enhanced document-term matrix is an iteration
on the token-count document-term matrix which seeks to
encode a measure of a token’s importance by weighting
its simple count (here called the term frequency/TF, see

4https://scikit-learn.org/
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Equation 1) by ameasure of its overall frequency in the whole
corpus (here called the inverse document frequency, IDF, see
Equation 2) [55].

IDF(t, c) = ln
number of documents in c

number of documents in c containing t
(2)

where t is the n-gram or term, and c is the corpus containing
all documents.

This technique is meant to better capture the rela-
tive importance of the token within the document, as for
instance certain words, especially function words such as
articles (‘‘the’’), prepositions (‘‘in’’, ‘‘at’’, ‘‘on’’), conjunc-
tions (‘‘and’’, ‘‘or’’), and certain adverbs (‘‘here’’, ‘‘there’’)
are extremely common both within and between any set of
documents, yet are imbued with very little semantic content,
as they primarily express relations between other words.
Thus, TF-IDF (Equation 3) seeks to capture the fact that
relatively rare words within the corpus that are common
within a few documents might have special significance [55].

TF − IDF(t, d, c) = TF(t, d) · IDF(t, c) (3)

While such a reasoning is sound in the case of sentences or
entire documents, it is arguable whether it applies to sub-
word structures, as these are much less heterogenous (there
are theoretically 18,278 distinct letters, bigrams, and trigrams
that can be formed using the English alphabet, and of these,
only a fraction actually occur in practice; this is orders of
magnitude fewer than how many distinct words there are in
English, not to mention word-level bigrams and trigrams).
In our experiments, using TF-IDF at an n-gram level led to
a slight performance decrease for the classical ML models
and a modest performance increase in the case of the neural
networks, as can be seen in Table 3.

For all models we used the TfidfVectorizer class from the
scikit-learn package in our Python notebooks.

3) CHARACTER-LEVEL N-GRAM ENCODING
In English, as well as in many other languages across the
world, individual words, including anthroponyms, are writ-
ten using sequences of individual characters. This enables
us to use a similar encoding scheme as in the case of the
document-term matrix, only at the character instead of the
token level. As discussed above, these sequences can be
represented as vectors of size m, in this case in a vector
space described by the alphabet used, plus special tokens
such as the ‘‘∗’’ token denoting a non-alphabetical charac-
ter or the ‘‘$’’ delimiter we used to mark the beginning
and the end of the sequence. To capture sub-word multi-
character structures, we used character-level n-gram features
of n ∈ [1], [3], inspired by [32]. We avoided using higher-
order n-grams in order not to start treating entire names as
features. We obtained the best results when we used the plain
n-gram frequencies for bigrams and trigramswithout TF-IDF,
with an alphabet limited to 1024 features.

In our Python notebooks, we used the CountVectorizer and
TfidfVectorizer classes from scikit-learn with the analyzer
parameter set to ‘‘char’’.

4) SPACY WORD AND SENTENCE VECTORS
Much like the seminal structuralist thesis stating that mean-
ing is predicated on the difference between signs [56], the
meaning of words can be represented in a vector space of
abstract meaning, where their similarity in meaning would be
represented as a proximity in space. The features describing
this vector space can be automatically learned from large
corpora of text; many word vector models (usually called
‘‘word embeddings’’ in the literature) are available, such as
GloVe [57], word2vec [58], as well as specialized embed-
dings for use with large Transformer-based models [59], [60].
We opted to use the vector representations included in the
spaCy package available for the Python language, which are
based on GloVe. We used the large English language model,
which can represent words as 300-dimensional vectors. Using
the same approach, spaCy is also capable of representing
entire documents as 300-dimensional vectors by averaging
the vectors of the words they contain. Both approaches were
tried in experiments, but sentence vectors presented better
results and faster training time, as well as a more manageable
memory footprint.

Word vectors depend on context, and spaCy’s implemen-
tation cannot represent words outside its language model’s
vocabulary. Thus, personal names not in the vocabulary
would have been represented as null vectors. This makes this
representation unsuitable for the gender identification task.

5) TRANSFORMER WORD EMBEDDINGS
Because of the unique way in which they have been trained,
the Transformer-based models require their own native tok-
enizers to obtain pre-trained word embeddings as well as their
associated attention mask. BERT uses a WordPiece encoder
with a vocabulary size of 30,000 [61], while RoBERTa uses
byte-pair encoding tokenizer derived from GPT-2 which uses
a vocabulary of size 50,000 sub-words [60].

There are certain known issues with how personal names
are represented by these tokenizers [62]. Thus, this represen-
tation was used only for the stance detection sub-problem.

We used the AutoTokenizer class from the Huggingface5

provider with the PyTorch6 package as a tensor library and
an interface with the GPU in our Python notebooks.

D. DATA AGGREGATION AND TOPIC ANALYSIS
We apply topic modelling using LDA to model the main
discussion topics, as well as gain insight into how these
differ across gender and stances. LDA is a generative model
that can be used to reveal unobserved structures in text
data (or abstract topics) [55]. Several hyperparameter values
cited in the literature [63] were tried for each class-gender

5https://huggingface.co/
6https://pytorch.org/
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combination. We optimized LDA by trial and error for
each event-gender-stance combination and obtained our best
results when modelling 4 topics. For this purpose, we used
the Gensim7 package. The criterion applied was how subjec-
tively different the topics are between themselves, and their
inter-topic distances as shown by the PYLDAvis8 package.
We used Bag-of-Words encoding for text representation, and
we excluded terms appearing in fewer than 15 tweets or more
than 90% of tweets, but we varied these parameters for some
events where the topics appeared to be too homogenous.
We also identified themost important n-grams for each period
and each class using TF-IDF.

IV. CLASSIFIERS
Both sub-problems are multi-class classification problems,
which we elected to solve using a machine learning approach.
However, the types of classifiers used will differ between
the sub-problems, as they differ in their scale: the gender
identification sub-problem is a word-level problem, while
the stance analysis sub-problem is a document-level prob-
lem. Furthermore, two types of machine learning algorithms
will be used: classical machine learning algorithms, which
use statistics, probability, and other mathematical modelling
techniques, and deep learning algorithms, which use neural
networks.

A. EVALUATION CRITERIA
In order to detect overfitting and get a good estimate of
out-of-sample performance, all experiments have been run
using 5-fold stratified cross-validation [2], [40], [64]. This
is a process, widely used in the literature, which ensures
all k ‘‘folds’’, which are equal-sized ‘‘slices’’ of the data
containing n

k training examples, are used in turn for training
as well as evaluation, at the cost of k separate model fits. For
each fold, k-1 folds are used for training, while the remaining
fold is used for validation. If the problem is a multi-class
classification problem, care must be taken to preserve class
distribution within folds; for this purpose, we used the strat-
ified k-fold data splitter included in the scikit-learn Python
package.

Due to the different types of algorithms we used, there was
a need to use common metrics to compare their performance.
Because we considered both sub-problems as multi-class
classification problems, we chose the average class accuracy,
also known as the balanced accuracy score (Equation 5) [65],
as the best measure of classifier performance. We also report
the class-wise accuracy scores for each class, calculated as
the recall (Equation 4) when considering only one class as
‘‘positive’’ [65]. This measure is expressed as a percentage
or a number between 0 and 1 (higher is better). If the class
accuracies are close to each other, it indicates that the classi-
fier is not biased towards one or more classes to the detriment

7https://radimrehurek.com/gensim/
8https://pyldavis.readthedocs.io/en/latest/readme.html

of the others.

recall =
TP

TP+ FN
(4)

accuracyB =
1
k

∑k

i=1
recall i (5)

where TP is the number of true positives (the positive pre-
diction matches the label) and FN is the number of false
negatives (the negative prediction does not match the label),
k is the number of classes, i is the index of the class currently
being considered, and the recalli is the recall calculated when
considering only the i-th class as the ‘‘positive’’ class.

Finally, we report the F1 score (Equation 7), which
is another commonly-reported evaluation metric [2], [52].
This is calculated as the harmonic mean of the precision
(Equation 6) and the recall (Equation 4) [65].

precision =
TP

TP+ FP
(6)

F1 = 2 ·
precision · recall
precision+ recall

(7)

where FP is the number of false positives (the positive pre-
diction does not match the label).

The values reported have been calculated on the test data
only and represent an average of the scores across all k folds.

B. MULTINOMIAL NAÏVE BAYES
The naïve Bayes classifier is a probability-based classical
machine learning algorithm that applies Bayes’ theorem to
predict a sample being of a given class based on the like-
lihoods of each of its features being part of that class [65].
It is naïve in that it assumes that the features are independent,
which in the case of document classification is not a correct
assumption. Nevertheless the Bayesian classifier has proven
useful in practical applications, and for establishing a baseline
against which to compare more powerful models [2], [65].

We used multinomial naïve Bayes classifier for both sub-
problems, since it is suitable for multinomially-distributed
data, like token or character frequencies in text. Distinct
feature sets have been used for the two sub-problems.
For gender identification, the best results were obtained
using 1024-dimensional vectors consisting of character-level
n-gram features, n ∈ [1], [3], while for the stance classi-
fication, 2-3000-dimensional word-level n-gram features of
n ∈ [1], [2] proved more useful for all models. For both sub-
problems, we ran a grid search over several values of the
smoothing parameter α, with the best results obtained for
values 0.5 and 0.9 respectively.

In our Python notebooks, we used the MultinomialNB
class included in the scikit-learn package.

C. RANDOM FOREST
The random forest (RF) classifier is an ensemble classical
machine learning algorithm that consists of an array of deci-
sion trees, with each tree considering only a certain subset
of features (‘‘bootstrapping’’) and being trained on only a
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subset of the data (‘‘bagging’’), the prediction being given by
majority vote [65].

We obtained the best results for the gender identification
sub-problem with a forest of 50 trees 50 nodes deep each,
while for stance analysis we obtained a better performance
with trees that are 60 nodes deep.

We used the RandomForestClassifier class included in the
scikit-learn package in our Python notebooks.

D. SUPPORT VECTOR MACHINE
The support vector machine (SVM) classifier is an error-
based classical machine learning algorithm that aims to
find the optimal decision boundary, or hyperplane, between
classes [65].

We used the SGDClassifier class included in the scikit-
learn package in our Python notebooks with the default
hyperparameters.

E. FEEDFORWARD NEURAL NETWORK
The feedforward neural network is the simplest neural net-
work architecture found in the literature, and one of the earli-
est deep learning model families introduced [65]. It is called
‘‘feedforward’’ because it can be represented as an acyclic
directed graph through which the inputs are fed ‘‘forward’’,
from the input layer, through one or more ‘‘hidden’’ layers,
to the output layer [65]. We included this simple network to
establish a baseline for future workwith deep learningmodels
on sub-word structures.

We used a simple architecture consisting of one single
hidden layer containing 512 neurons and used the ReLU
activation function (Equation 8) [65]. Feedforward neural
networks of such low complexity are not suitable for docu-
ment classification, especially given the low quantity of the
training data. As such, a feedforward neural network was not
trained or evaluated for the stance analysis sub-task.

We implemented the neural network using the PyTorch
framework.

ReLU (z) = max(0, z) (8)

F. LONG SHORT-TERM MEMORY NEURAL NETWORK
Introduced by Hochreiter and Schmidhuber [66] in the late
1990’s, the long short-term memory (LSTM) architecture is
a special case of a recurrent neural network (RNN) that is
designed to solve the exploding/vanishing gradient problem
in RNNs.

Because both sub-word n-grams and document-term
matrix are sequential data, this architecture is suitable for
both problems. We experimented with different architectures
and hyperparameters; the best-performing configuration con-
sisted of a linear input layer, an LSTM layer, and a Soft-
max output layer. In the case of the stance classification
task, the inclusion of a dropout layer which probabilistically
removes certain neurons from the network for each forward
pass, helped improve performance by reducing overfitting.
This was not the case for the gender identification task.

In both cases, the LSTM appeared to underperform; further
tuning and experimentation could improve performance in
the future.

We implemented a custom LSTM neural network using
PyTorch in our Python notebooks.

G. BIDIRECTIONAL ENCODER REPRESENTATIONS FROM
TRANSFORMERS (BERT)
BERT is an advanced deep learning architecture based on the
Transformer encoder, first introduced by Devlin et al. [59].
It led to the development of a family of pre-trained models
based on this architecture, which have been trained on a large
volume of data on generic tasks but can be fine-tuned with
relatively modest data requirements for any domain-specific
task, including classification [61].

BERT is not meant to be used for applications with
character-level word representations. Moreover, personal
names are likely to be unsuitable for representation as word
embeddings due to the lack of immediate semantic content to
their constituent parts, and their different etymological origin
from most of the rest of English lexicon. As such, BERT was
not used for gender identification, though it would likely be
a good candidate for implicit gender identification, as in this
case its pretraining could be leveraged via transfer learning
to offset the issue with identifying the correct features for
this task [24], [52]. At the same time, caution should be
exercised, as BERT and other large models are known to
exhibit certain biases, especially with regards to gender and
ethnic background [62].

In our Python notebooks, we used the base BERT model
from the HuggingFace provider.

H. ROBUSTLY OPTIMIZED BERT PRETRAINING
APPROACH (ROBERTA)
Introduced by Liu et al. [60] as an iteration on the BERT
model, RoBERTa aims to improve performance by changing
BERT’s tokenization scheme as well as certain steps in its
training and validation pipeline, such as using different train-
ing texts, training for longer on larger batch sizes, skipping
the next sentence prediction validation task, and changing the
masking pattern applied during masked language modelling.

Similar to BERT, RoBERTa is unsuitable for sub-word
level representations for the same reasons (it was not trained
for such a task) and, as such, was only used for the stance
classification sub-problem, for which it has obtained very
good results in the past [2], [15], [40]. Nevertheless, it could
also be a good candidate for implicit gender identification,
as it has been used successfully in the past for author profiling
tasks, including the identification of the author’s gender [67].

In our Python notebooks, we used the base RoBERTa
model from the HuggingFace provider.

V. RESULTS
Good results have been achieved for both sub-problems. For
the gender identification problem, we have obtained the best
performance in the literature known to us, although by an
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TABLE 3. Performance of the classifiers for the gender identification
sub-problem.

admittedly small margin (described in sub-section A). For
the stance detection sub-problem, we have obtained results
consistent with the current state of the field (discussed in
sub-section B). The best performing classifiers for both sub-
problems have been used in section C for gender analysis and
in section D for trend analysis. Finally, a topic identification
is carried out in section E on the purpose of determining if
there is or not a strong systematic correlation between gender
and stance.

A. GENDER IDENTIFICATION
The model that performed best was a linear SVM learning
1024-dimensional vectors with bigram and trigram count
features, obtaining a balanced accuracy score of 85.69% and
an F1 score of 0.8654 across 5 folds. To our knowledge, this
is one of the best results in the literature for this task.

It must be noted that while this model outperformed some
other models in Table 3 only by a small margin, in terms of
efficiency it is much less computationally demanding than
the deep learning approaches which came close. It is also
simpler and more interpretable, which is a significant advan-
tage for research because it leads to valuable insights, such

TABLE 4. 10 features most highly predictive of each gender.

TABLE 5. Author gender as identified by classifier.

as identifying the sub-word structures that the model found
highly predictive of gender (see Table 4).
A related observation is that the feedforward neural net-

work and the LSTM were unable to exceed the performance
of the classical machine learning models, despite the avail-
ability of plentiful data of good quality. It is also worthy to
note that even the baseline MNB classifier obtained good
results, giving even more support to the theory that the sub-
word structures of personal names do encode gender infor-
mation [25], [30], [32].

As can be seen in Table 4, our best-performing model cap-
tures some of these structures; common-sense observations,
such as female names ending in -a, -i, or -y, as well as more
subtle structures within male names reflecting the diverse
descent of the names in the data were features which the
model deemed highly predictive of each gender.

We used this classifier to annotate the entire dataset with
gender information. Since users can specify their names in
different orders in the free text field provided for this purpose
by Twitter, we associated a weight to each distinct name
that has been detected using NER. For users marked as
‘‘person’’, we expected Western name order (<first name,
middle name, last name>) to be more prevalent, and, since
in English names only the first name and possibly the mid-
dle name provide gender information, we weighted these
with higher weights (0.6 and 0.3, respectively, with the last
name weighted with 0.1). For users marked as ‘‘unknown’’,
we weighted all tokens equally. The distribution obtained can
be seen in Table 5. This is significantly different from the
true estimated distribution [68], but it does capture the fact
that Twitter is more popular with men than women.

B. STANCE DETECTION
The best performance by far was obtained for the stance
detection sub-task by the transformer-based models, BERT
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FIGURE 2. The proportion of stances by gender.

and RoBERTa. The best model obtained a very high balanced
accuracy score of 93.64% and an F1 score of 0.9364. Given
the nature of the task and the small size of the training set,
these are some of the best results given similar setups in the
field [2], [15], [34], [40].

As for the other models, they had a poor performance,
as can be seen in Table 6. Especially low performance was
seen in the case of the LSTM neural network; overfitting was
the main issue in this case, and the addition of a dropout layer
did improve performance, although not sufficiently to com-
pete with the transfer learning models. The lack of sufficient
training data was probably another factor that has affected the
performance of the LSTM classifier.

This difference in performance highlights the utility of
transfer learning for highly context-dependent tasks such
as stance analysis, even for training datasets of small size.
Contrast this to the gender identification sub-task, where
context is not available, and the potential for ensemble
approaches, combining multiple classifiers, to author profil-
ing tasks becomes clear.

After classifying all tweets with the best model, we have
obtained the following class distribution: 50.61% of tweets
have been predicted as neutral to vaccination, 25.79% in
favor of vaccination, and 23.60% as against vaccination.
In particular, in the case of female authors, it has been

observed that the in favor class included slightly more tweets
(28.44%) than the against class (26.62%), generally follow-
ing the overall class distribution with an approximately up to
3% difference (Figure 2).
In the case of male authors, the distribution of the tweets

presents a shift in the proportion between the in favor and
against tweets, namely the percentage of against tweets
(27.38%) exceeds the percentage of in favor tweets (26.62%).
It can thus be noted that there is a difference between the
female andmale authors from the perspective of the hierarchy
of the three classes: while the percentage of neutral tweets
holds the first place for both genders, a change in order is
recorded for the percentage of in favor and against tweets.

As for the organization authors, a higher percentage of
tweets have been included in the neutral class (61.42%), with
an especially lower percentage of against tweets (14.96%).
The percentage of in favor tweets in the case of organization
users (23.63%) is lower than in the case of both female and
male authors.

TABLE 6. Performance of the classifiers for the stance identification
sub-problem.
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TABLE 7. In Favor Tweets (selection).

C. GENDER ANALYSIS
In this section we have considered the three types of tweet
authors, namely females, males and organizations, in order
to better understand if there is a difference in the focus of the
discourse, the arguments brought in favor or against vaccina-
tion, the length of the messages and the most frequently used
terms.

First, a selection of in favor tweets has been made for the
three genders, as presented in Table 7. From this selection,
it can be observed that the in favor tweets posted by female
and male authors are mainly focusing on presenting per-
sonal experiences, while the tweets published by organization
authors are more general, urging the public to vaccinate or
informing it about the available vaccination points.

TABLE 8. Against Tweets (selection).

Next, a selection of against tweets is presented in Table 8.
Based on the selection, it can be noticed that, in the case of
all three types of tweet authors, the messages focus on the
hesitancy reasons rather than on the personal experiences and
include calls against vaccination.

Regarding the length of the tweets posted by each of the
three classes of authors (Figure 3), it can be observed that
when considering the number of tokens, the length of the
in favor tweets is greater than that of the against tweets,
with the average ranging between 36.80 and 37.60 tokens
in the case of in favor tweets versus an average ranging
between 33.68 and 34.97 tokens in the case of against tweets
(Figure 3).

Additionally, based on Figure 3, it can be seen that the
variability of the length in the case of against tweets is greater
than in the case of in favor tweets. When taking into account
the gender of the authors, it can be noticed that the tweets with
female authors are slightly longer than the ones published by
male authors, which in turn slightly exceed the length of the
organization tweets.
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FIGURE 3. The average number of tokens for in favor and against tweets
for each gender.

FIGURE 4. The average number of characters for in favor and against
tweets for each gender.

FIGURE 5. The average number of tokens for in favor and against tweets
for each gender after removing uninformative entities.

If instead of the length in tokens of the tweets, we consider
the length in characters, the same observations hold true,
namely the average length of in favor tweets (216.96 to
218.22 characters) is higher than the one of the against tweets
(198.54 to 203.62 characters). Furthermore, as expected,
the length in characters of the female authored tweets is
greater than the one of male and organization authored tweets
(Figure 4).

Based on the observation that tweets frequently contain
mentions, URLs, hashtags, emoji, punctuation and duplicated
spaces (Table 9), we have decided to remove them, since they
can have a considerable impact on the length of the tweets,
without representing actual text created by the author of the
tweet for supporting the expressed view towards COVID-19
vaccination. As a result of this process, the average length in
tokens of the tweets ranges between 35.91 and 36.87 tokens
for in favor tweets and between 32.96 and 34.40 tokens
for against tweets (Figure 5). Even in this case, the female
authored tweets slightly exceed in length the male and orga-
nization authored tweets.

Regarding the number of characters for in favor and
against tweets for each gender after removing these uninfor-
mative entities, the same observations hold true, namely the in
favor tweets contain more characters than the against tweets,

FIGURE 6. The average number of characters for in favor and against
tweets for each gender after removing uninformative entities.

while the female authored tweets are longer than both male
and organization authored tweets (Figure 6).

Even though similar results have been obtained both when
the uninformative entities have been kept and when they
have been removed, a difference in length associated with the
presence of uninformative entities can be noticed, especially
in the case of the number of characters, where the length
has been reduced with up to 12.48%. The reduction in terms
of characters has been higher on average in the case of
against tweets (11.70%) than in the case of in favor tweets
(10.35%), showing that the against tweets are more prone to
contain uninformative entities. Regarding the gender of the
tweets authors, it has been observed that a higher reduction
of the tweets length has been recorded for the organization
authors tweets (2.42% when the tokens have been counted
and 12.48% when the characters have been counted).

Further, an n-gram analysis has been performed for each
gender of the authors, by considering the bigrams and tri-
grams present in the tweets. When establishing the top-10
n-grams we have not taken into account the n-grams that
are specific to vaccination and covid-19 (e.g., ‘‘covid 19’’,
‘‘19 vaccine’’, ‘‘covid 19 vaccine’’, etc.).

The top-10 n-grams for in favor tweets are listed in
Table 10, along with their number of appearances in the
collected dataset between brackets. While some n-grams are
common to all the three types of authors (e.g., ‘‘wear mask’’,
‘‘safe effective’’, ‘‘side effects’’ and ‘‘public health’’), other
are specific to female and male authors (e.g., ‘‘please get’’,
‘‘people get’’, ‘‘tested positive’’ and ‘‘died covid’’). As it
can be noticed, more n-grams are common between female
and male authors, than between female / male and organi-
zation authors. Still, a difference can be observed between
the n-grams corresponding to female and male authors,
as ‘‘please get vaccinated’’ has been included in the top-10
n-grams for female authors, while ‘‘herd immunity’’ and
‘‘fight covid’’ have been included for male authors. Fur-
thermore, while female and male authored tweets include
n-grams focusing on asking others to get the vaccine (e.g.,
‘‘please get’’, ‘‘please get vaccinated’’, ‘‘fight covid’’) and
on the consequences of contacting COVID-19 (e.g., ‘‘died
covid’’), the tweets authored by organizations are more infor-
mative, focusing on protecting others (e.g., ‘‘help protect’’)
and taking the vaccine at a vaccination clinic (e.g., ‘‘vaccine
clinic’’, ‘‘vaccination clinic’’, ‘‘best way’’ and ‘‘make sure’’).
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TABLE 9. Tweets containing uninformative entities (selection).

TABLE 10. Top 10 N-grams by Gender for In-favor Tweets.

For the against tweets the top-10 n-grams by gender are
included in Table 11. It can be observed that the n-grams high-
light various hesitancy reasons related to COVID-19 vaccina-
tion, such as the existence of side effects (e.g., ‘‘side effects’’,
‘‘long term’’), the risk of dying (e.g., ‘‘died covid’’, ‘‘die
covid’’, ‘‘dying covid’’), the fact that the pandemic is a scam
(e.g., ‘‘big pharma’’, ‘‘bill gates’’), the fact that vaccinated
people can still spread COVID-19 (e.g., ‘‘spread covid’’),
the existence of alternatives (e.g., ‘‘herd immunity’’, ‘‘natural
immunity’’, ‘‘immune system’’, ‘‘wear mask’’). Additionally,
several n-grams express the opposition against some of the
actions put in place by governments (e.g., ‘‘vaccine man-
dates’’, ‘‘vaccine passports’’).

In terms of similarity between genders, it can be noticed
that most of the top-10 n-grams are the same across all
the considered author types, albeit a difference in the order
of the number of appearances. Thus, while some specific
n-grams are present only in the case of the tweets published

TABLE 11. Top 10 N-grams by Gender for Against Tweets.

by organizations (e.g., ‘‘wear mask’’, ‘‘big pharma’’), in the
case of male and female authors we have encountered the
same n-grams, but in a different order.

D. TREND ANALYSIS
We plotted the results of the stance analysis as a time series
showing the daily frequency for each stance-gender combi-
nation, divided by the total number of tweets with that stance
posted during that day (Figure 7). This was done to counter
the gender imbalance we have noted. We observed some
interesting long-term trends – during the first few months of
the pandemic, the majority of the tweets have been neutral,
with a spike in polarized opinion (that is, a rise in both
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in favor and against classes) around February 2020 (E1),
which declined rapidly. For E1 it has been observed that
the percentage of in favor tweets for the considered types
of authors (female, male and organization) range between
12.19% and 30.44%, while the percentage of against tweets
range between 14.84% and 37.74%. The next 8 months were
characterized by relatively constant proportions in all classes
(approximately 20% in favor, 24% against and 56% neutral).
Starting from October 2020 (E2), a pattern of increase in the
in favor class and decline in the against class prevailed for
7 months, until May 2021 (E3), when the against class begun
an increasing trend. Between February and May 2022, the
against class continued to increase – for female (noted with
F in Figure 7) and male users (noted with M in Figure 7) it
passes the in favor class around February (E4.1), while for
organizational users (noted with ORG in Figure 7) around
May (E4.2). In the case of the latter, the difference is not so
radical. This pattern of increase in opposition appears to con-
tinue towards the present day. As for immediately observable
gender differences, it can be noted that the majority of tweets
have been posted by users identified as male (see Table 5), but
when the ratio between neutral, in favor and against tweets
presented in Figure 7 is considered, there is no indication that
there is a significant difference between genders.

This observation is supported by the results of the corre-
lation analysis between stance-gender pairs presented in 8.
Considering the gender of the users it can be noticed that
high correlation values are recorded between genders for each
stance, rather than within genders.

Similarly, as can be seen in Figure 8, there is much more
correlation within stances than there is between stances.
Within stances, it can be observed that the highest positive
correlations are recorded for the number of against tweets
when considering the three categories of accounts – female,
male and organizations – ranging between 0.91 and 0.94.
High values are recorded also for the number of neutral
tweets (ranging between 0.79 and 0.85) and for the number of
in favor tweets (ranging between 0.73 and 0.84) – Figure 8.
Between stances, it can be noticed that the number of

neutral tweets is negatively correlated with the number of
against tweets. The highest negative correlation has been
recorded between the number of neutral tweets published by
organizations and the number of against tweets published by
male users, with a value of −0.64 (Figure 8). Relatively high
negative correlations have been noticed between the number
of neutral tweets published by organizations and the number
of against tweets posted by female accounts (−0.61) and by
organization accounts (−0.59). Lower negative correlations
are observed between the number of neutral tweets published
by either female or male users and the number of against
tweets posted irrespective of the type of account.

Moreover, we plotted the squares of the difference between
stance-gender time series in Figure 9. We can see that the
residuals in the second and third plots, where the stance is
varied and gender is held constant, are an order of magnitude
larger than the ones where gender is varied. We conclude

therefore that gender does not appear to be a significant factor
with regards to stances concerning vaccination.

Finally, we plotted the normalized trend of the tweets
against normalized case and death counts, as shown in
Figure 10. We can see that despite the death count steadily
declining after the introduction of vaccines (December 2020,
denoted by Ev) [2], the trend of the against stance is
increasing. The case and death spike around late 2021-early
2022 might be relevant to E4.

E. TOPIC IDENTIFICATION
Topics were generated for each gender-stance pair using
LDA. Four topics were generated for each pair for each event
in order to facilitate identification of the relevant news sto-
ries. Using domain knowledge and the information from the
generated topics, we used Google News Search to identify the
events. A selection of topics can be seen in Table 12, while
the events identified can be seen in Table 13.

To check for topic content correlations between stance-
gender pairs, we built a vocabulary consisting of all terms
contained within the topics, then built the document-term
matrix for each topic, comparing them using Cramer’s
V-measure [69], which yields a score between 0 and 1 indicat-
ing correlation for categorical data (0 means no correlation,
1 means perfect correlation). The results for E3, which is
similar to other events as well, can be seen in Figure 11.
With these results we have seen that for all four events,

from a gender perspective, there was no systematic correla-
tion between gender and stance. A strong systematic correla-
tion did exist between stances, especially for organizational
users. Thus, we observe that the contents of the discussion
depended more on the stance the user has with regards to
vaccination rather than their gender.

VI. DISCUSSION
As observed in other findings in the literature [2],
[15], [34], [40], we found that most tweets are neutral towards
vaccination. We have not found any support for the existence
of gender differences between the quantity of tweets that
cannot be explained by the abovementioned gender imbal-
ance on Twitter, nor have we found significant differences in
content between genders based on the topic analysis, although
slight differences in wording and perspective were apparent
between genders.

Likewise, the evolution of stances appears to respond
closely to the occurrence of relevant events, denoted E1-4 in
Figure 7. An initial spike in interest (E1) was followed by a
period of reduced interaction (except for the US, where the
vaccine issue was taken up by both sides during the 2020
US Presidential Election – E2), until the introduction of
several measures, including vaccination, mask mandates, and
several iterations on the idea of COVID-19 certificates (E3).
Finally, a spike in deaths and cases (E4) provoked increased
interaction once again. The current trend appears to show an
increase in the number of tweets against vaccination.

VOLUME 11, 2023 25365



E.-R. Kovacs et al.: 1000 Days of COVID-19: A Gender-Based Long-Term Investigation

FIGURE 7. The evolution of each stance-gender combination as ratio to total number of tweets from users identified as each gender (15-day rolling
average).

FIGURE 8. Correlogram showing Cramer’s V-measure for correlation
between n-grams used in each topic for E3.

The topics for the neutral and in favor stances appear to be
consistent with previous findings when applied to COVID-19
[2], [15], [40]. They also appear quite consistent across the
four events, stressing the fact that the vaccines have been
extensively tested (‘‘safe’’, ‘‘effective’’), the need for the
vaccine in order to resume normal life (‘‘work’’, ‘‘family’’,

‘‘community’’), and the risk from the disease itself (‘‘risk’’,
‘‘severe’’, ‘‘death’’).

The topics generated for the against stance also suggest a
preoccupation with themes already familiar in the literature,
such as conspiracy theories (especially visible in E1 topics,
which contain n-grams such as ‘‘china’’, ‘‘created’’, ‘‘lab’’
etc.), possibly referring to the then-prevalent idea that the
novel virus could be a biological weapon created by China,
but also much more reasonable concerns, such as side-effects
(‘‘risk’’), the new technology used to develop some of the
vaccines (‘‘mrna’’, ‘‘experimental’’). The n-gram analysis
also confirms these preoccupations. These themes also appear
similar to previous findings related to vaccine hesitancy with
regards to COVID-19, but are quite distinct from ‘‘tradi-
tional’’ vaccine hesitancy topics [34]. Additionally, from the
topics generated, as well as the n-gram analysis, it can be seen
that opposition to vaccines was associated with opposition to
other measures against the pandemic such as lockdowns and
mask mandates (‘‘mask’’, ‘‘lockdown’’, ‘‘mandate’’).

Additionally, a very interesting dynamic observed in both
in favor and against tweets during E2 was the prevalence of
both anti-Trump rhetoric, including blaming the pandemic on
the Trump administration by directly addressing tweets with
anti-vaccine contents (‘‘world’’, ‘‘plan’’, ‘‘government’’) to
Trump’s official Twitter account (topic ‘‘realdonaldtrump’’),
as well as crediting and praising Trump for the devel-
opment of the vaccines (‘‘president’’, ‘‘working’’). During
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FIGURE 9. Squared residuals of stance-gender pairs. The first plot shows the situation when gender is varied and stance is held constant,
while the following two show the gender being held constant while the stance is varied.

FIGURE 10. Normalized daily frequencies for each stance plotted against normalized daily cases per million and daily deaths per million. COVID-19
data source: Mathieu et al. [69].

E3, the vaccination of children also caused controversy
(‘‘child’’).

Another interesting area that was not pursued extensively
is the existence of organizational actors (users identified
as ‘‘ORG’’) that have systematically presented an against
stance. The topic analysis suggests the topics discussed by
these users are very similar to the general against tweets.
It would be of interest to learn more about these organizations
and their relationship to the larger ecosystem of discourse
critical of vaccination against COVID-19.

A prevalent theme in against tweets we feel must be
stressed is the opposition to coercive or authoritarian mea-
sures that have not been democratically or openly discussed,
such as mask mandates, lockdowns, and vaccine passports.
These concerns cannot be simply associated with vaccine
hesitancy and dismissed out of hand; rather, the limitations
of technocratic policymaking must be carefully and criti-
cally addressed when such measures are considered, and
researchers and authorities must explicitly address these con-
cerns in their communication with the public.
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TABLE 12. Topics identified (selection).

Failing to do so can result in the proliferation of vaccine-
hesitant and science-skeptical discourse that might harm
future efforts to combat large-scale issues such as pan-
demics and climate change. As can be seen in Figure 7, the
vaccine-hesitant discourse is on the rise, even though the
absolute number of tweets regarding the subject of vacci-
nation is decreasing. This suggests that rhetoric exhibiting
the against stance has become an institutionalized discourse

FIGURE 11. Correlogram showing Cramer’s V-measure for correlation
between n-grams used in each topic for E3.

TABLE 13. Event definition and identification.

within certain social media spaces focusing on the issue of
vaccination. It is possible in this way that the legacy of how
the COVID-19 pandemic was handled is in part responsible
for a revitalization of the vaccine-hesitant community, which
was provided with powerful new arguments and themes quite
distinct from the pre-COVID-19 ones focusing on side-effects
and autism [34]. It is crucial to critically reassess both the
measures themselves and how they were implemented and
presented to the public; otherwise, the public’s already shaken
trust in institutions will continue to decline. Continuing to
track and study this emergent social media discourse might
be a good first step to identify what concerns are most
relevant.

VII. LIMITATIONS OF THE STUDY
The gender distribution we have observed appears to be
different from the actual estimated distribution. We believe
this is in part an artifact of the name parsing method we
have used. We have seen evidence in the data, especially
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in the distribution of the genders when compared to the
results from polling, that the NER parser performed a sub-
optimal identification, causing the final results to be skewed
towards the male gender. Improvements can be made to
the parsing of personal names. The weighting of the names
was also done using an intuitive heuristic; more princi-
pled approaches would surely improve the quality of the
results. Machine learning techniques adapted to the domain
data can be applied in both these areas as well to improve
performance.

Perhaps the greatest limitation of our study is the fact that
the task of gender identification obviously and necessarily
involves a reductionist approach to gender, and as such we
could not hope to include the whole breadth of what is other-
wise a very complex aspect of our social reality. Notably, its
treatment of gender identification as a binary classification
problem reduces gender to the binary opposition rooted in
language and biological sex, moreover in our case based on
its tenuous relationship to human onomastics. Thus, it should
be evident that any of our classifiers will utterly fail to capture
important nuances such as gender expression and identity.
It is clear then that any reasoning based on the conclusions of
our study must take great care to avoid the ecological fallacy,
that is, to extrapolate the results we observe in aggregate to
any individual author of any individual tweet.

Finally, it must also be noted that the identification of
gender deception is beyond the scope of this paper, as is any
treatment of gender expression or identity. Cases in which the
reported gender differs from onomastic gender, such as in the
case of un-gendered names, are also by necessity overlooked.
The question of the actual underlying demographics [68]
is also a relevant one, as has been highlighted previously
in similar computational approaches [13], [14], [40]. Data
quality and availability is also a challenge – as discussed
within the paper, only about one third of the users could be
assigned a gender based on their name with some certainty,
as the rest consisted of organizational or pseudonymous users.
These are to be considered open research questions, to be
included in future treatments of this complex and intriguing
issue.

VIII. CONCLUSION
We have succeeded in using social media data to develop
computational tools that are able to automatically identify
social media users as female or male based on their public
information. Likewise, we have developed improved tools
to identify social media texts’ stance towards vaccination.
Combining these two approaches, we have not distinguished
any differences between users identified as female and those
identified as male with regards to their stance towards vacci-
nation, but we did find small differences between the contents
and textual characteristics of their tweets.We have thus found
support for the theory that stance towards vaccination as
expressed in social media discourse on Twitter is independent
of gender.
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