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ABSTRACT Advances in both parallel processing capabilities because of graphical processing units
(GPUs) and computer vision algorithms have led to the development of deep neural networks (DNN) and
their utilization in real-world applications. Starting from the LeNet-5 architecture of the 1990s, modern
deep neural networks may have tens to hundreds of layers to solve complex problems such as license
plate detection or recognition tasks. In this article, we present a review of the state-of-the-art methods
related to automatic license plate recognition. Since deep networks have demonstrated a remarkable ability
to outperform other machine learning techniques, we focus only on neural network based license plate
recognition methods. We highlight the particular types of networks, i.e., convolutional, residual recurrent,
or long-short-term-memory, used for the specific tasks of license plate detection, extraction, or recognition in
different existing works. The presented summary also highlights some of the most widely used data sets for
comparison and shares the results reported in the reviewed papers. We also give an overview of the effects of
fog, motion, or the use of synthetic data on license plate recognition. Finally, promising directions for future
research in this domain are presented.

INDEX TERMS License plate, detection, recognition, deep learning, neural networks.

I. INTRODUCTION
License plate recognition (LPR) has received much inter-
est from the research community for the past few decades.
During this time, different methods have emerged, from
elementary to complex, tackling problems from detect-
ing standard plates captured under controlled conditions to
recognizing all characters and digits under challenging con-
ditions [36]. Most methods relied on handcrafted features
explicitly designed for number plates of a particular shape
and size, alphanumeric font type, size and number of digits,
background, and text color, and even reflective properties of
specific standardized license plates [3].

The associate editor coordinating the review of this manuscript and
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To understand why these proposed methods relied on spe-
cific handcrafted features, Anagnostopoulos highlighted the
main issues related to capturing, detecting, and recognizing
license plates in [3]. The author stated that the factors that
must be considered while capturing a license plate revolved
around triggering the capturing mechanism using either
hardware sensors or software-based triggers using change
detection. The captured image must include a license plate
image of appropriate size, i.e., the number of pixels occupied
by a license plate should be large enough for alphanumeric
characters to be discernible in the image. This can be deter-
mined from the distance of capturing device to license plate,
the size of CCD sensor used to capture image, the tilt or pan of
capturing device, and the focal length of lens. The author also
emphasized using infrared sensors and illumination sources
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to capture license plates at night, as many license plates are
made using retro-reflective materials.

In literature, the process of recognizing license plates is
generally divided into the following three steps: i) Detection
and extraction of the region containing the license plate; ii)
Segmentation of the license plate characters; iii) Recognition
of each alphanumeric character [2]. In their review paper [17],
Du et al. presented a summary of the rationale along with the
pros and cons of using boundary, texture, color, character size,
or a hybrid of features for extracting license plates in images.
They identified that most researchers preferred pixel con-
nectivity, projection profiles, prior knowledge of characters,
character contours, or a combination of these techniques for
character detection and segmentation. They observed that the
methods used for character recognition varied significantly
based upon the underlying algorithms, including template
matching, horizontal and vertical projections, Hotelling trans-
form [31], transitions between foreground and background
pixels, Gabor filter, Kirsch edge detection, contour tracking,
contour crossing, and topological features. These conven-
tional methods focus on a specific type of license plate and
the conditions in which it was captured.

Similar to license plate recognition, several other computer
vision problems were also addressed with conventional learn-
ing methods using handcrafted features. However, the advent
of modern neural networks, or deep neural networks (DNNs),
changed this problem-solving approach [70]. AlexNet [49],
proposed in 2012, demonstrated a significant increase in
the accuracy of object recognition tasks in computer vision
algorithms and ushered in the era of deep learning. The
10.8% gain shown by AlexNet in the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) significantly
outperformed the conventional methods. This difference in
performance has also raised ample interest in exploring and
identifying different deep-learning architectures for license
plate detection and recognition. The influence of deep learn-
ing algorithms can be observed with training and testing
data becoming more complex and challenging and license
plate recognition rates getting higher and closer to the human
level. Another advantage of DNNs is that a network designed
for one data may be used directly on another data without
changing the network as the features extracted by the network
will be data dependent and hence do not require human
intervention.

The complete body of literature on license plate recogni-
tion methods is large and is mostly based on conventional
methods that do not produce the best results. In [2] and
[17], the authors presented a comprehensive review of these
methods. We are focusing our attention on methods that
employ deep neural networks. We have divided the related
literature into three principal categories, i.e., i) License plate
detection and character segmentation methods, ii) Optical
character recognition (OCR)-only methods, and iii) License
plate recognition methods. The second category is a large
research area in its own right; however, we have covered
some papers which use OCR methods after detecting the

license plates and extracting their characters. The first and
third categories, i.e., license plate detection and license plate
recognition, are further categorized or divided based on the
type of deep neural network architecture used. This is elab-
orated using figures presenting a general description of the
type of network. A tabular comparison between different
methods in each category is also presented, which contains
information about the deep learning architecture, used data
set, results, and, if given, efficiency in terms of execution
time. A literature survey matrix has been added to present
a summary of the methods and details discussed later in
Section II. The scope of this work is shown in Figures 1 & 2.
Figure 1 presents the methods employed for the individual
tasks of license plate detection and optical character recog-
nition, whereas Figure 2 presents methods that holistically
address the complete pipeline of license plate detection and
recognition.

To summarize, the main contributions of this work are:

• Providing detailed information about neural networks,
specifically deep networks, employed in the area of
license plate detection, character recognition and license
plate recognition, in the past decade.

• Presenting a summary of deep learning methods
employed for the task of license plate detection in
Table 3.

• Presenting a summary of methods employed for opti-
cal character recognition, specifically in the context of
license plates, in Table 4.

• Segregation of deep learning methods based upon the
type of deep learning architecture in Section V and
discussion on their architectural details.

• Summary of the network along with details such as
data set used, country of the license plate, results, and
execution time when available.

• Presentation of some key architectures in the form of
block diagrams.

• Discussion on associated issues, including use and
generation of synthetic images, re-identification, and
denoising, in Section VI.

• Discussion on type and trends of neural networks that
have been employed in the literature, in Section VII.

• Discussion on pros and cons of the different categories
of neural networks in the context of license plate recog-
nition, in Section VII.

The remainder of this paper is organized as follows.
Section II presents a brief introduction to the topic and
presents the literature survey matrix. Section III presents
a review of papers that use neural networks for license
plate detection and extraction. Next, Section IV presents a
brief review of methods focusing on character recognition of
license plates followed by Section V covering license plate
recognition methods. Topics associated with license plates
i.e., re-recognition, deformation or blur removal etc are pre-
sented in Section VI. Finally, Section VII presents a summary
of the popular approaches and future directions in the area.
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II. REVIEW: LITERATURE SURVEY MATRIX
Literature on license plate recognition has thoroughly
addressed the three main research areas: license plate detec-
tion, character recognition, and license plate recognition.
Most earlier works that used handcrafted features were gen-
erally applied to specific license plate types. However, these
conventional object detection and recognition methods have
recently been replaced by neural networks based deep learn-
ing techniques in the computer vision domain. The use of
neural network based methods has resulted in improved
accuracy and ability to recognize license plates in more chal-
lenging environments. Therefore, it may be more interesting
to focus on neural network based methods in the area of
license plate recognition because of their superior perfor-
mance. We attempt to present and compare different types
of neural networks proposed in the literature. We highlight
if the complete process of recognition has been achieved by
using a neural network or if there is a preference to solve only
a particular task in the recognition process using these state-
of-the-art algorithms.

An overview of some papers discussed in this review is
presented as a literature survey matrix in Table 1. In this
matrix, we have presented the first author’s name, the year
of publication, and the paper’s reference number. The matrix
also indicates if the paper proposes a solution for charac-
ter recognition, license plate detection (LPD), license plate
recognition (LPR), or the complete pipeline. The matrix also
presents the type of network used for the specific tasks. For
example, if the authors used a convolutional neural network
(CNN) for license plate detection, it is mentioned in the table.
The presented matrix can be used to identify the type of data
set used, the country of origin of the license plate, the F1
score or accuracy reported for the method, the availability of
the data set, and the number of citations to the work in the
literature. It should be noted that certain papers have reported
performance results for individual data sets. In the literature
review matrix, those results are averaged for presentation to
save space. However, they shall be presented separately when
those methods are discussed in the review. Other parameters,
such as the amount of data used for training and testing,
detailed results for each data set, and the size of images, are
not shared here but in the subsection discussing each method.

One of the main issues associated with deep learning
techniques is the requirement for large amounts of data.
Since these techniques are data-dependent, the training data’s
variability and quantity impact performance. Without having
access to some benchmark data sets, it is not possible to
have a fair comparison of different methods. In this regard,
the data sets mentioned in Table 1 act as a good reference
for the community. As mentioned in the notes of Table 1
some of the data sets are publicly available, while others were
available but have been removed by the authors. To help the
reader understand the type and variety of images available in
the data sets, we have presented samples from some open-
source options. These images were downloaded from the
links provided in the notes of Table 1.

One of the earliest available and widely used dataset is
the Application Oriented License Plate (AOLP) dataset con-
taining Taiwanese license plates. Collected by Hsu et al.,
it comprises of three categories named Access Control (AC),
Law Enforcement (LE) and Road Patrol (RP) containing
681, 757 and 611 images respectively [36]. AC images have
panning from −30 to 30 degrees, tilting from 0 to 60 degrees,
capturing distance of less than 5m, the width of the license
plate is 0.2 to 0.25 times of the image and was captured using
a toll station type entrance. LE images have panning from
−40 to 40 degrees, tilting from 20 to 70 degrees, capturing
distance of less than 15m, the width of the license plate
is 0.1 to 0.2 times that of the image and contains images
captured when the vehicle violated a traffic rule. Finally, the
RP images have panning from −60 to 60 degrees, tilting
from 0 to 50 degrees, capturing distance of less than 15m,
the width of the license plate is 0.1 to 0.4 times that of the
image and captured either while using a handheld device or
from a mounted device.

The Caltech Cars1999 data set consists of 126 car images
with a resolution of 896 × 592 pixels. Another data set
comprising 526 images at 360× 240 pixels resolution is also
available at the same link. The first data set includes parked
cars during the daytime, while the second data set, Caltech
Cars2001, was captured on a highway. Sample images of the
data set are displayed in the first row of Table 2. A data set
shared by the University of California, San Diago comprises
around 10 hours of video of cars entering and leaving the
campus during various times of the day. The still frames
extracted from these videos were hand-labeled; hence, data
for 878 cars were annotated. The data set also contains 291 car
images taken in the car park using a handheld digital camera.

The Peking University data set (PKU) is created by
the National Engineering Laboratory for Video Technology
(NELVT), a research group at Peking University China. The
data set was captured by surveillance cameras in China during
both day and night. The data set consists of 221,763 images,
out of which 90,196 are labeled. Images in the data set are
divided into five categories, where G4 and G5 categories
contain high-resolution images compared to G1, G2, and
G3. Only images in the G5 category have multiple cars in
an image. These images are displayed in the second, third,
fourth, and fifth rows of Table 2.

Bjorklund et al. proposed using synthetic images con-
taining license plates in natural backgrounds and typical
background images with no license plates. The images
used by them are presented in the row titled ‘‘Synthetic’’,
in Table 2. The data set developed by Stanford contains
approximately 16,185 images of 196 cars. These images are
presented in the seventh row of Table 2.

The Chinese Car Parking Data set (CCPD) is a compre-
hensive data set, 12 GB in size, containing over 300,000
images of Chinese license plates captured by a handheld
camera by license plate inspectors across China. The images
were acquired between 0730 hrs and 2200 hrs. Another Chi-
nese license plate data set titled Chinese Road Plate Dataset
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(CRPD) was developed by Gong et al. [25] because they
noticed the lack of multi-objective real-world data sets. They
captured images using electronic monitoring systems. The
annotated images can be obtained fromGithub [24]. Themain
challenge presented by the dataset is the availability of images
with single, double and multiple license plates.

Images taken from Greek license plates were made avail-
able by a research group at the National Technical University
of Athens and are presented as LPRD in Table 2. The data set
has images categorized as still images, difficult images, and
videos. The data is further subdivided into images captured
during daytime or night. There is also a division between
color, grayscale, and blurry images. Images that have shad-
ows, are close-ups, or were taken from far away are also saved
separately.

A Brazilian car data set titled ‘‘Federal Univer-
sity of Parana-Automatic License Plate Recognition’’,
UFPR-ALPR, comprising 300 vehicles, was collected by
Laroca et al. [51]. The images in the data set have a resolution
of 1920× 1080 pixels per image. The data contains multiple
images of the same vehicle captured from another vehicle
while both are moving. This data set can be beneficial in
developing an LPR system for deployment in police cars.
License plates used in Tunisia [78] and Saudi Arabia [45]
are also presented at the bottom of the table. The images
in the Saudi Arabian database have a resolution of 1920 ×

1080 pixels and are captured from a moving vehicle. The
license plate images from Iran are also shown in the table
and have been obtained from [82]. The data set comprises
approximately 20,000 images, and since these images contain
only license plates, their dimensions are not fixed.

Spanhel et al. [92], shared a database comprising of rel-
atively low-quality images for recognition of license plates.
The authors also provided an HDR dataset, which is relatively
smaller in size and ReId database, which may be used for
re-identification of vehicles. Vehicle re-identification is a
topic associated with license plate recognition as LPR may
be a part of the process.

Use of synthetic license plates to train large neural net-
works has gained some interest in the last few years and in
this context a tool to generate license plates was developed by
Matthew Earl and has been made available for use [19]. The
author has shared the procedure for generation of synthetic
license plate images and for developing a basic deep learning
architecture for detection and recognition of license plates.
The authors Usmankhujaev et al. havemade their tool for gen-
eration of Korean license plates available on GitHub at [99].
The utility allows generation of five different types of Korean
license plates, i.e., with white, yellow or green backgrounds
and different shapes and sizes.

The data sets presented above focus on different challenges
faced during license plate recognition. The first challenge is
associated to detection of license plate in an image. In this
regard synthetic data sets have been employed as they can
take license plate images and merge or paste them in various

backgrounds. The background may be a simple or complex
as shown in Table 2 as ‘‘Synthetic images’’. The challenges
associated to license plate detection also include the angle at
which the license plate is being viewed. As an example, in the
data set shared by Khan et al. [45], the images were taken via
a moving vehicle, by placing the camera on the dash. This
causes vehicles to either enter the frame from the edge and
move to the front, when the car is being overtaken, resulting in
a skewed plate at the beginning and a rectangular plate when
the other car is in front of the car capturing the images. Videos
were also captured from the side viewwindow of the car. This
causes the license plates of parked cars to appear rectangular,
however, the license plates of car passing by appear non-
rectangular. Thus, making the task of detectionmore difficult.

Further challenges addressed by the above-mentioned data
sets include variability in characters. Depending upon the
country of origin the license plate may contain English, Chi-
nese, Arabic, Persian characters etc and hence the license
plate recognition algorithm has to be trained on a data set
containing the characters of interest. This also holds true
for the numeric digits. This also visible from the diverse
license plate types shown in Table 2. Examples of Persian and
Arabic license plates are show the variability in the numbers
and text used in the license plates as compared to English
based license plates. Similar difference can be seen for Chi-
nese license plates in the figure. The Persian language has
32 unique characters as compared to 26 for English language
and 29 for Arabic. Some languages including Chinese does
not have an alphabet system and hence the various number
plate permutations are not dependent upon them.

Finally, the change in lighting conditions also cause dif-
ficulty in recognition of license plates. This is covered very
efficiently in PKU data set. The data set not only provides
images of vehicles at different times of day but also comprises
of the challenging case of license plate obstruction i.e. com-
plete license plate is not visible in the frame.

A recent dataset on Brazilian license plates was developed
by Laroca et al. [53]. They introduced a publicly available
dataset called RodoSol-ALPR containing 20,000 images
captured at toll booths installed on Brazilian highway of
car and motorcycle license plates from Mercosur (Brazil,
Argentina, Paraguay and Uruguay) region. In the work
they proposed a traditional-split versus leave-one-dataset-out
experimental setup for assessing the cross-dataset general-
ization. They used 12 Optical Character Recognition (OCR)
models applied to LP recognition on nine publicly avail-
able datasets containing various challenging images captured
using different capture settings, image resolutions and license
plate layouts.

In a recent work Laroca et al. [54] the authors have
explored the bias of the existing license plate datasets.
They tested deep learning algorithms on four Chinese
and four Brazilian datasets and noticed that the algo-
rithms always performed better on the dataset they were
trained on.
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TABLE 1. Literature survey matrix.
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TABLE 1. (Continued.) Literature survey matrix.

They emphasized the need to have cross-dataset evalu-
ations to better judge the generalization capabilities of a
proposed license plate recognition algorithm.

III. NEURAL NETWORKS FOR LICENSE PLATE DETECTION
The first step in license plate recognition is detecting a license
plate in an image and determining its boundaries. The bound-
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TABLE 2. Sample images from data sets.

aries around the license plate are referred to as the ‘‘bounding
box’’. Thus, the goal is to draw a bounding box around a
license plate or all license plates in an image. The success

criteria vary from finding the correct number of license plates
tomatching the intersection between the annotated region and
the region marked by the algorithm.
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FIGURE 1. General pipeline for license plate detection or character recognition. Methods listed below each block represent papers reviewed in this work.
The papers presented here focus only on one block of the pipeline. Therefore, papers related to character recognition or region extraction assume that
license plate has already been detected.

FIGURE 2. General pipeline for both license plate detection and recognition. Papers listed in the figure are reviewed in this work. The method mentioned
on the left of the arrow is used for license plate detection while that on the right of the arrow is used for license plate recognition.

In 2012, Li et al. proposed using a multi-scale convolu-
tional neural network for license plate detection [58]. Instead
of just using the output of a layer in the next layer, they
proposed using two different layers in the final classifica-

tion. The idea was to use low-level local features extracted
at the earlier layer and the high-level global invariant fea-
tures extracted in the deeper (later) layer as input to the
fully connected classification layer. Their network comprised
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FIGURE 3. Multi-scale CNN network comprised of an input layer of size 64 × 24 pixels, convolution layer with 4 filters of size 5 × 5 followed by
down-sampling by 2, followed by another convolutional layer having 14 filters of size 3 × 3 followed By down-sampling by 2. Thus, resulting in
feature/image having dimensions 14 × 4 × 14. After passing through the fully connected layer the output indicates if a license plate was detected or not.

two convolutional layers followed by down-sampling, thus,
reducing the size of the image. The network was trained
by minimizing the sum-of-squares error using the gradient
descent algorithm. The authors developed their own data set
by annotating 5,613 images and dividing them into 5,488
training and 125 validation images. They applied shear, rota-
tion, flipping, brightness, and contrast variations to images
to obtain 65,586 training and 1,500 validation plate samples.
Next, they extracted 4,000 non-plate samples and divided
them into 2,500 training and 1,500 validation images. They
also generated 57,977 false positives, resulting in a total of
60,477 non-plate samples. For testing purposes, the authors
collected 1,559 images containing 1,602 license plates. They
reported a detection rate of 93.2%. As presented in Table 3,
the above-mentioned details are summarized in terms of
training and testing images. The data set used by the authors
comprises Chinese license plates. However, the authors have
neither made the data set publicly available nor reported
the time required to detect a license plate. The proposed
procedure is presented as a block diagram in Figure 3.
The success of AlexNet in 2012 led to the development

of deeper convolutional networks capable of object detection
in complex scenarios. This further led to the development
of region-based fast convolutional neural networks. Kim et
al. proposed the use of a two-step detection procedure [47].
In the first step, they proposed using faster region convo-
lutional neural networks (FRCNN) [84] to detect cars in
images. They reported that using the Caltech data set [103],
the proposed FRCNN method missed only one car. Next,
the region containing the detected vehicle was passed to
a graph-based segmentation method that combined similar
regions based on color, texture, and size. Regions not con-
taining the ratio-based dimensions of the license plate were
removed. Finally, a CNN was applied for the removal of
non-plate regions. The CNN comprises a pair of convolution
and max-pooling layers followed by two fully connected
layers and a Softmax layer. The authors used 175,000 non-
plate and 35,000 plate images from the Internet to train this
network. Testing on the Caltech database [103], comprising
126 images of license plates from the USA, reported a preci-
sion rate of 98.4% and a recall rate of 96.8%.

Instead of passing the complete image to the algorithm,
Kurpiel et al. proposed performing image partitioning before
passing it to a CNN and then aggregating the results to locate
the license plate in the image [50]. Their algorithm assumed
that in a sub-region of 120 × 180 pixels, only one license

plate existed and that no sub-region contained more than one
license plate. They developed their own database of 1,829
images containing 4,070 Brazilian license plates and reported
a precision rate of 87% and a recall rate of 83%.

Fu et al. proposed using cascaded neural networks to detect
and extract license plates [20]. The idea of cascaded neural
networks is to reduce candidates by combining simple fea-
tures, thus, creating a shallow network. They proposed a five
convolutional layer region proposal network (RPN) at the
heart of FRCNN to extract cars from the images. This was
followed by a VGG16 network [91] with PRN to detect the
license plates in the cropped region from the previous stage.
The detected plate is refined by increasing the detected area
by 30%. The authors proposed using transfer learning from
the ImageNet data set and training the parameters of the new
layers using 128 positive and negative samples. The authors
generated a Chinese license plate data set of 30,975 images
and reported a precision rate of 98.4% and a recall rate of
90.5% on it.

Kim et al. [48] noticed that (in the detection stage)
algorithms often mistake grilles or headlights as plates.
To overcome these issues, they trained a CNN for detecting
these anomalies and reported an improvement in detection
accuracy from 78% to 87%. However, the authors did not
share the base model that was reported to have achieved 78%
detection rate.

To assess the ability of different types of object detectors,
Peker tested commonly used object detectors to locate Turk-
ish license plates in images [76]. The author compared faster
region convolutional neural network (FRCNN) [84], region-
based fully convolutional neural network (RFCNN) [15]
and single-shot multi-box detector (SSD) [63]. The training
data set comprised 200 images, while the test set contained
100. FRCNN provided the best results for license plate
recognition for the tested data sets. One of the variations
titled ‘MobileNet-SSD’ tested in this work was proposed
by Peng et al. [77]. The test data set used by the authors
is relatively small. A larger data set would have made the
results more meaningful. This also highlights the need and
importance of publicly available benchmark data sets.

In [62], the authors propose using edge guided sparse
attention network (EGSANet) to detect license plates. The
EGSANet comprises a VGG19 backbone network, an EGSA
module, and a cascaded multi-task detection head. Instead of
using all 19 layers, the authors used 12 layers of the VGG19
network with the EGSA module inserted. The advantage of

VOLUME 11, 2023 73621



M. M. Khan et al.: License Plate Recognition Methods Employing Neural Networks

TABLE 3. Summary of methods employing neural networks for license plate detection.

EGSA is that it uses edge contours of LP and solves the
LP detection problem in real time. To assess the impact of
parameter selection on license plate detection, Lee et al. pro-
pose to fine-tune the parameters of YOLOv3 network in [57].
They identified and fine-tuned the following parameters a.
train test ratio b. number of epochs c. mini-batch size d. L2
regularization e. learning rate, to improve the accuracy of the
YOLOv3 network for a Malaysian license plate dataset, from
87.75% to 99%.

The above-presented methods for license plate detec-
tion are summarized in Table 3. The table provides details
about the authors’ names, the year of publication, and
the work’s reference number in this paper. The generic
approach employed by authors is presented with information
on whether they developed their own data set for training
and testing or used an open-source data set. In some cases,
the authors propose more than one network for license plate
detection; hence more than one network is mentioned in that
case. The last column presents the license plate detection
results reported by the authors. Some authors report accuracy,
while others report precision and recall results. For consis-
tency, we have combined them into accuracy and F1 scores in
the table. The second last column specifies the size of training
and testing data if mentioned by the authors; otherwise, the
size of the entire data set is provided. The size of images in
the data set and the country of origin of license plates are also
noted in the table.

IV. NEURAL NETWORKS AS OCR FOR LICENSE PLATE
RECOGNITION
Character and digit recognition has been extensively
researched, and optical character recognition software have
been commercially available for years. Neural networks
have been employed for character recognition since the
early 90s. LeNet-5, the first deep convolutional neural net-
work, was developed for handwriting recognition for postal
services. However, there is a difference in general optical
character recognition and license plate character recognition
because of the difference in size, resolution, orientation
(skew due to tilt and pan), and noise in captured data.
Efforts have been made since the 90s to use neural networks

for the recognition of characters and digits on license
plates.

Among some of the earliest efforts was the method
proposed by Nijhuis et al. [73] in 1995, where the authors
proposed the use of Discrete-time Cellular Neural Networks
(DTCNN’s) for feature extraction and an ordinaryMulti-layer
Perceptron (MLP) network for recognition of Dutch license
plates. In 2006, Anagnostopoulos et al. proposed using a fully
connected, three-layer neural network for optical character
recognition of license plate characters [1]. The authors pro-
posed a segmentation technique that they baptized ‘SCW’ in
which they described local irregularity in the image using
statistics based on mean and standard deviation. The speed
of fully connected neural networks in the mid-2000s was
slow, and the speedup of these computationally intensive
algorithms was an active research area. Caner et al. proposed
an FPGA-based implementation of license plate recogni-
tion incorporating neural networks [11]. They proposed a
license plate detection algorithm that applied Gabor filter to
grayscale images, followed by connected component label-
ing, feature extraction, using min/max type operations, and
information about the aspect ratio of the plate. To segment
the characters, they used a vertical projection based threshold.
Finally, they proposed using Self-Organizing Maps (SOM)
for character recognition. The input matching is done by
comparing the Euclidean distance between it and each output
node. Their sample data set contained 1,436 cars passing on a
highway. The proposed system, implemented on a Virtex IV
FPGA, took 0.5 sec on average to recognize a license plate for
vehicles going up to 90 km/h. The authors reported a license
plate detection accuracy of 91.7% and stand-alone character
recognition accuracy of 90.9%.

The early 2010s saw the revival and evolution of neural
networks because of the power and ability of convolutional
architecture to solve problems related to feature extraction.
Hence, the simple fully-connected three-layer neural net-
works were replaced by deeper neural networks for most
computer vision tasks. This was reflected in the license plate
recognition tasks as well. In 2016, Gou et al. utilized a Hybrid
Discriminate Restricted Boltzmann Machine (HDRBM) to
recognize Chinese characters, a relatively more complex task
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than recognizing English characters. The proposed method
was also suitable for handling variations in camera angle and
zoom to recognize distorted characters [27], both during day
and night. The authors proposed using conventional methods,
based on the top-hat morphological operator on grayscale
images, to identify edges for license plate detection. They
trained two separate RBMs for character recognition, one
for 31 Chinese characters and another for 34 English charac-
ters, i.e., ten digits and 24 alphabetical letters (characters ‘O’
and ‘I’ are excluded). For training, they used 12,366 labeled
Chinese characters and 10,408 labeled digits and English
characters. The HDRBM comprised 150 hidden nodes, and
the learning rate λ was set to 0.01. They tested their proposed
method using a database presented in [26] and extended it
to 4,242 images taken at 1936 × 2592, 1280 × 736, and
720 × 280 pixel resolution. The images were taken using a
traffic monitoring camera under varying lighting conditions,
from day to night. The authors reported the correct license
plate detection rate of 95.9%, the correct character recogni-
tion rate of 98.2%, and overall combined correct detection
and recognition rate of 94.1%. One downside of the proposed
method is the overall execution time, which is more than half
a second (sec) per image.

Radzi et al. proposed the use of CNN for license plate
recognition [81]. The proposed CNN comprises five layers:
a convolution layer, a sub-sampling layer, another convo-
lution layer, and two fully connected layers. The authors
used a small data set of Malaysian license plates comprising
750 images for training and 434 for testing. The proposed
CNN was trained using a variable learning rate. Since the
process does not consider license plate extraction or segmen-
tation, it returns a 98.8% accuracy for the small controlled
data set. Similarly, Zhai et al. proposed using neural networks
to recognize alphanumeric characters on license plates [113].
However, the presented results were not for images con-
taining license plates but only for alphanumeric characters.
Similar to Radzi et al., they also stated that their classifier
considered the digit ‘0’ (zero) and the letter ‘O’ as the same
character, as well as the digit ‘1’ (one) and the letter ‘I’.

Another proposal puts forward the hybrid use of CNNs,
in which a neural network is paired up with another
machine-learning tool for character recognition. In this con-
text, Zang et al. proposed using a visual saliency model to
detect license plates and integrate CNN based features and
Support Vector Machine (SVM) into a single framework to
recognize Chinese number plates [110]. The authors used
color, intensity, and orientation features to build Gaussian
pyramids to generate the saliency map. The saliency map
may contain objects other than the license plate; hence, the
authors proposed to use information about the aspect ratio and
location to refine the estimate. To segment the characters, the
authors proposed using horizontal and vertical projections.
The input to the CNN was an image of size 38 × 38 pixels,
and the network comprised three pairs of convolution and
sub-sampling layers, followed by a fully connected layer
comprising 64 nodes. The output of these 64 nodes was used

as the input to the SVM classifiers. The authors proposed to
use 65 binary SVMs for each character. The authors tested the
proposed system using 1,300 license plates captured by them
and reported an F1 score of 98.3% for character recognition.
The average time required for license plate detection and
character recognition was approximately 140msec. However,
whether these results are for a GPU or a CPU-based imple-
mentation is not specified. The block diagram of the proposed
architecture is reproduced in Figure 4.

Inspired by their earlier work [78], the authors pro-
posed the use of Squirrel Search Algorithm (SSA)-based
CNN called SSA-CNN for character recognition [100]. They
utilized median filtering followed by edge detection and
morphological operators to detect license plates. Next, they
proposed using Hough Transform to segment license plates
and SSA-based CNN to recognize characters. The authors
reported an F1 score of 98% for the FZU Cars data set, an F1
score of 96.9% for the Stanford Cars data set, and an F1 score
of 96.1% for the HumAIn data set.

Liu et al. proposed using CNN for Chinese license plates
with white digits and characters on a blue background [66].
Chinese license plates have different background colors,
depending on the type of vehicle. However, the authors only
focused on the detection of one type. They stated that the
letters (characters) ‘I’ and ‘O’ do not appear on Chinese
license plates, thus reducing the number of possible char-
acters from 26 to 24. Also, the first character is a Chinese
character representing one of the 31 provinces. Hence, there
are 31+24+10 = 65 possible characters that may take up
seven possible spaces on a license plate. They developed an
X-LN, i.e., X layer network, where each layer consists of
a convolutional layer followed by a max-pooling layer, and
the network concludes with two fully connected layers. The
network output has 65 × 7 nodes representing one of the
65 possible characters at each of the 7 locations. However,
to simplify training, they trained the network to recognize
the first character as one of the 31 Chinese characters. The
second character is from the English alphabet and was trained
to identify one of the 24 characters. Finally, the last five posi-
tions were trained for the 34 alphanumeric characters of the
English language. They used an Adam optimizer to minimize
the loss function during training. For training, they initially
used data from their own province, which was acquired and
labeled manually. It comprised 3,220 different number plates,
extended to 8,192 by applying geometric transformations.
They used 7,396 images for training and 796 for testing and
obtained an accuracy of 88.6%. Later, they expanded their
training data set by synthetically generating license plates and
reported an improved accuracy of 90% for tests on synthetic
images. The results reported by the authors were for different
depths of the network, i.e., X = 4 and X = 3. The authors did
not discuss how the license plate was detected, as their work
focused only on character recognition.

Some other techniques proposed for character recognition
revolved around using different types of neural networks.
Qian et al. proposed using competitive neural networks to
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FIGURE 4. CNN based network comprised of three convolution and maxpooling layers in [110]. The strides and padding were different at each stage.
In the end the authors have used an SVM classifier to classify the Chinese characters.

TABLE 4. Summary of methods employing neural networks for license plate character recognition.

recognize license plate text [79]. They assumed that the
license plate had already been extracted and segmented.
Hence, each character was available for recognition. The
authors tested the proposed method on 115 images contain-
ing 690 characters and reported an accuracy of 91.3% for
character recognition. Kilic et al. proposed using a Long
Short Term Memory (LSTM) network to recognize text from
license plates captured using a fixed CCTV camera [46]. For
a data set of 4,693 Turkish license plates, they reported an
accuracy of 88.8% for validation set images.

Spanhel et al. proposed using a cascade classifier using
local binary patterns to detect license plates in Full HD
quality images, extracted from video [92]. Using a Kalman
filtering based approach, they also tracked the license plate
in the video. They developed a database titled ‘ReId’, com-
prising 7,393 training tracks containing 105,924 images and
6,967 testing tracks containing 76,142 images. To recognize
the license plate characters without segmentation, they pro-
posed using a CNN with eight branches, where each branch
predicted all eight characters of the license plate. Since the
authors addressed the issue of the variable number of char-
acters in certain license plates, they replaced them with a
‘#’ character during training so that the system could recog-
nize license plates with variable numbers of characters. They
reported that the proposed algorithm took approximately
5 ms for license plate detection and 8 ms for recognition
of characters, minus processing overheads using a CPU. For
GPU GTX 1080, they reported an overall time of 0.82 msec.
They reported an accuracy rate of 98.6% for the ReId data
set. However, on another data set collected by the authors,
titled ‘HDR’, they reported 90.3% accuracy for license plate
recognition.

The above-presented methods for license plate char-
acter recognition are summarized in Table 4. The table
provides author names, the year of publication, and the

work’s reference number. The generic approach employed
by authors is presented along with the information if they
developed their own data set for training and testing or if they
used an open-source data set. In the case of Spanhel et al., the
data set produced by them was made public and is noted in
the table. However, the link is not accessible now at the time
of this writing. Most authors in the papers presented above
report the success rates of character recognition or the com-
plete license plate recognition process. Also, some of them
report F1 scores, while others report accuracy. Therefore, the
results presented in Table 4 summarize both. In several cases,
authors reported the average time required by the proposed
algorithm, which is shown in the last column.

V. NEURAL NETWORKS FOR LICENSE PLATE
RECOGNITION
The previous sections covered different types of neural net-
works used in literature to perform license plate detection,
extraction of characters, or recognition of license plate char-
acters. More recent approaches have started exploiting the
prowess of the neural networks for both license plate detec-
tion and character recognition without having to perform
license plate or character extraction specifically. This section
presents an overview of techniques that employ single or
multiple neural networks for the complete chain of license
plate detection and recognition. The material below could
have been presented in chronological order or based on the
origin of license plate or speed of algorithm execution, e.g.,
slow or real-time, etc. However, we propose to divide the
methods based on the type of architecture proposed by the
authors. This choice highlights the community’s interest in a
particular network architecture. To that end, we have divided
networks into four principal categories; Convolutional Neu-
ral Networks, Recurrent Neural Networks, YOLO networks
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(which are stripped-down versions of CNNs), and Other
architectures.

While going through this section, please note that the
figures sometimes represent license plate detection and
recognition outputs separately with a common network, as in
the case of Figure 5. This does not mean that LPR is indepen-
dent of LPD, but this simply means that the same network
parameters are used for both tasks. In other cases where
LPD and LPR have two separate networks, as in the case
of Figure 6, the change in input image size for LPR net-
work compared to LPD network indicates that the region of
interest extracted from LPD is fed to LPR. The figures are
represented in this way to indicate if the same or different
features/parameters are being used for LPD and LPR.

A. CNN-BASED METHODS
In 2016, Li et al. proposed to address the problem of license
plate recognition as a sequencing problem [59]. They pro-
posed a three-network approach. The first CNN consists of
four layers to identify text in grayscale images and divides
them into 37 classes (10 digits, 26 characters, and one
non-character). The architecture comprised a sequence of
convolution, Rectified Linear Unit (ReLU), max-pooling,
convolution, ReLU, max-pooling, fully connected, ReLU,
dropout, fully connected, and Softmax layers. The second
CNN classifier also has a four-layer classifier for identify-
ing plate and non-plate regions. It comprised convolution,
ReLU, max-pooling, convolution, ReLU, max-pooling, fully
connected, ReLU, dropout, fully connected, and Softmax
layers. The goal is to identify text in the image and determine
the plate region overlapping the identified text. The authors
used horizontal and vertical projections to determine the
license plate’s bounding box. A third neural network with
nine layers is used to classify text further. The inputs to
this deeper network comprise a grayscale image and Local
Binary Pattern (LBP) features. Final character recognition
combines the prediction results of both CNN classifiers. The
authors presented recognition results on the Caltech cars data
set [103] and Application Oriented License Plate (AOLP)
data set [36]. The Caltech data set comprises 126 images of
American license plates at a resolution of 896×592, while the
AOLP data set has 2,049 images of Taiwanese license plates
divided into 681 Access Control (AC), 757 Law Enforcement
(LE) and 611 Road Patrol (RP) samples. The authors reported
accuracy of 77.5% for Caltech and 92.3%, 91.3%, and 84.7%
for the AOLP, AC, LE, and RP datasets, respectively. These
scores are reported in Table 5.
In [8], Bjorklund et al. proposed the use of CNNs for the

detection and localization of license plates and another pair
of CNNs for identifying the boundaries of characters and
their recognition. The authors proposed the use of synthetic
images to train these neural networks. The input to the first
stage is a colored image and the CNN contains 10 convolution
layers and a max-pooling layer after 2nd, 4th, 7th and 10th

convolutional layers. The output of the 10th layer is fed into
two sub-networks. The first sub-network consists of three

fully connected layers resulting in a binary classification of
images, either having a plate or not. The second sub-network
consists of three fully connected layers connected to eight
regression units to identify the x- and y-coordinates of the cor-
ners of the license plate. Once the license plate is detected, the
second stage identifies characters and assigns a confidence
score to each character while localizing the bounding box
corners. This stage comprises seven convolutional layers with
max-pooling after 2nd, 4th and 7th layers. Finally, the char-
acter recognition network comprises three fully connected
stages with 33 classes, as the Italian license plates have only
32 possible alphanumeric characters. The authors generated
synthetic images with positive and negative license plate
samples. To train the network for license plates, they used
25,000 positive and 25,000 negative samples, whereas to train
the network for character recognition, 175,000 positive and
175,000 negative samples were used. A pyramid of images
is provided as input to the license plate detection module to
obtain the best results, and the outputs are combined using
intersection over union (Jaccard index). The authors then
obtained multiple crops of the license plate before feeding
them to the character recognition network. If the confidence
score of a character is above a certain threshold, it is added
to the list of candidate character boxes. The authors reported
combined accuracy of around 93% on 1,000 test images
downloaded from the Internet.

The authors extended their work in [9], where they dis-
cuss the generation of synthetic images in detail. The size
of synthetic images for license plate detection was 768 ×

384 pixels, and they generated 20,000 positive and negative
training images and 2,500 positive and negative validation
images. For license plate detection, they modified the earlier
network and proposed the use of a single feature extractor
network comprising four convolution andmax-pooling layers
whose output is fed into two networks comprising three fully
connected layers, one for localization of license plate and a
second containing an additional softmax layer for differen-
tiating between license plate and background. For character
detection, a separate network with three convolutional layers
and two fully connected layers was proposed. This network
accepted input of size 128×64 pixels and produced the coor-
dinates of the top-left and bottom-right corners as the output
for each character. For the character recognition module’s
training, the authors extracted 450,000 positive and negative
samples. For testing, the authors used 1,152 images from
platesmania.com and reported an accuracy of 98.3%. They
also tested the proposed method on the AOLP Taiwanese
data set and reported an F1 score of 97.2% for AC, 98.9%
for LE, and 98.4% for RP images. For the Chinese license
plate data set ‘PKUData’, they only reported LPD accuracy
of 98.8%, 99%, 98.9%, and 97.7% for the G1, G2, G3, andG4
data sets, respectively. They reported an average recognition
time of 25.5 msec and 72.7 msec for images of dimensions
640 × 480 and 1280 × 960, respectively, on an Nvidia
GTX 1080 GPU. They also reported average recognition time
of 389 and 845 msec for images of dimensions 320×240 and

VOLUME 11, 2023 73625



M. M. Khan et al.: License Plate Recognition Methods Employing Neural Networks

640 × 480 on Jetson TX1. The advantage of this approach is
that the network can be used as a plate or character detector
by adapting the hyper-parameters, thus allowing the use of
shared training procedures and cost functions. Another fea-
ture of the approach is the use of synthetic data for training
the network, which reduces the data collection and tagging
effort significantly.

Spanhel et al. performed pre-processing and applied a
geometric correction to license plates before recognizing
them [93]. They proposed to use the stacked hourglass CNN
structure proposed in [71] for finding the corners of the
license plate. This aligner CNN comprises three hourglass
modules for down-sampling and up-sampling features in
the spatial domain. The network used skip connections for
improved performance of the gradient descent algorithm and
provided a probability map of the four corners of the license
plate. It was trained using images of arbitrarily rotated license
plates, thus enabling the network to correct the geometric ori-
entation of plates. The CNN for recognition was proposed by
the authors earlier in [92]. The authors had access to multiple
real and synthetic data sets and trained and tested the CNN
using different combinations. The accuracy of recognition
reported by the authors was 96%on real data. The data set was
titled ‘CamCar6k’ by the authors and comprised 6,064 Czech
license plate images divided into 2,750 training and 3,314
test images. The average recognition time of the proposed
algorithm was 1.87 msec using an Nvidia GTX 1080 GPU.
The authors also reported a correct recognition accuracy of
73.6% for OpenALPR data set.

Goncalves et al. used multi-task networks proposed
in [115] for recognition of Brazilian license plates [23]. They
used one stage for license plate detection and a second for
character recognition. They observed that object detection
algorithms required multi-scale features. However, this may
not be necessary for license plate detection, so they only
used the features from the 11th layer for detection instead of
multiple layers. They also observed that a higher Intersection
over Union (IoU) threshold may not necessarily encompass
all characters of license plates and devised a new loss func-
tion for penalizing regression while finding the corners. For
training, they used translation, vertical flipping, brightness,
and contrast changes to augment the data set. They used high-
resolution 1920 × 1080 images, allowing them to zoom in
and out to develop a better training set. For recognition of
the seven characters, they proposed to use a multi-task net-
work and directly recognize characters instead of segmenting
them first, an approach similar to [92]. The authors used
SSIG and UFPR-ALPR data sets comprising 6,660 images
containing 8,683 license plates from 815 vehicles with a
split of 3,595 training, 705 validation, and 2,360 test images.
They reported a correct detection rate of 79.3% and, assum-
ing 100% detection, a recognition rate of 85.6%. They also
reported actual results for the complete recognition process,
i.e., detection and recognition, for SSIG and UFPR-ALPR
data sets, at 88.8% and 55.6%, respectively. However, they

did not report the speed of recognition, although they did
mention that the algorithm can process six license plates in
an image in real time.

Masood et al. proposed the sequential use of three CNNs to
detect license plates, segmentation of characters, and recogni-
tion of characters. However, they did not provide architectural
details of the networks but made their solution available
online [68]. They used the Caltech and OpenALPR data sets,
containing 328 US (adding images to the Caltech99 data set)
and 550 European license plates, and reported an accuracy of
93.4% and 94.5%, respectively. Lu et al. proposed using four
CNNs for license plate detection, angle correction, spatial
transformation, and recognition [67]. The first part comprised
a neural network with ten convolutional layers, two fully
connected layers, a bounding box (bbox) regression layer,
and an orientation classification layer (using 0, 90, 180, and
270 degrees classes). The feature maps from 2nd, 4th, 6th

convolutional layers, bbox regression, and rotation predic-
tion layers are used for rotation correction. This is further
refined by passing the result to the spatial transformation
network proposed in [42]. Finally, the authors used the net-
work proposed in [92] for character recognition. The Rotated
license plate data (Rlpd) database of Chinese license plates
consisting of 400,000 samples (380,000 used for training and
10,000 each for validation and testing) was used. The authors
reported a recognition rate of 94.7%. The main advantage of
the technique is its ability to handle rotation. However, the
lack of testing on more frequently used data sets makes it
difficult to compare the proposed method with existing state-
of-the-art techniques.

Another approach focusing on using a spatial transforma-
tion network was proposed in [117]. The authors proposed
an efficient implementation of deep neural networks that can
recognize a license plate in an image in 3 msec. The proposed
network consists of two parts, one for detection and another
for recognition of the license plate. The authors proposed
the use of a spatial transformation network proposed in [42].
The output of this network was forwarded to a CNN inspired
by SqueezeNet along with inception blocks [39], [96]. They
reported accuracy of 95% on a private data set containing
11,696 images of Chinese number plates. The authors claim
that the proposed approach can perform license plate recog-
nition in real time on various platforms, including FPGAs.
Therefore, one of the advantages of the proposed approach is
that it can be deployed on standalone hardware systems.

Xu et al. developed a comprehensive database titled ‘Chi-
nese City Parking Data set’ (CCPD) that contained 250,000
real images with annotated license plate corners, bounding
boxes, and license plate numbers [107]. Having a com-
prehensive data set of real images captured and annotated
by inspectors, the authors proposed an efficient algorithm
titled ‘Roadside Parking net’ (RPnet) capable of processing
60 frames per sec on NVIDIA Quadro P4000 GPU, i.e.,
approximately 16.7 msec per image. The authors also devel-
oped a ‘CCPD-Characters’ data set that contained at least
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1,000 samples of each possible character on Chinese license
plates. Their proposed RPnet comprised two modules. The
first is the detection module containing ten convolutional
layers for extracting features and feeding three fully con-
nected layers for bounding box prediction. The second, the
recognition module, uses pooling layers [84] for extracting
features of interest along with classifier layers for character
recognition. The two modules work as a single network,
where the detection module is used as ‘attention’ [14] for
the recognition module. To train the network, the authors
set the license plate detection loss to smooth L1 loss func-
tion between the predicted and ground-truth bounding box,
while the classification loss was set to cross entropy loss.
The authors reported a detection accuracy of 92.7% and
recognition accuracy of 85.1% on their proposed data set at
61 frames per sec. Thework presents an excellent comparison
of variation in images in available data sets to justify the
development of their own data set. Their proposed tech-
nique has the advantage of detecting and recognizing images
of varying dimensions because of their region of interest
approach. One of Xu’s collaborators, Meng et al., proposed
another method based on locating, cutting, and recognizing
license plates and characters in [69]. To detect the license
plate, they proposed using a network baptized ‘LocateNet’
comprising ten convolution layers, two max-pooling layers,
and three fully connected layers to predict the four vertices
of license plates. The detected license plate was spatially
transformed to have a rectangular size of 256 × 72 pix-
els. The horizontal and vertical projections of these images
were passed through a four-layer fully connected network,
titled ‘CutNet’, for character segmentation. These segmented
characters were passed to AlexNet [49] for recognition. The
authors tested the proposed method on CCPD data set images
and reported an accuracy of 96.2%.

B. RNN-BASED METHODS
Building on their prior work [59], in which they used three
convolutional neural networks, Li et al. [60] proposed a solu-
tion comprising a convolutional neural network for detection
and a recurrent neural network for recognition of license
plates. They proposed to use a VGG-16 network proposed
in [91]. The network is pre-trained on ImageNet to extract
features from the input images but the authors retained only
the 2nd and the 5th pooling layers. They also removed the
fully connected stages of the VGG-16 network to obtain the
desired features. Next, they proposed to use Region Proposal
Network (RPN) by Ren et al. [84], also known as FRCNN,
to obtain bounding boxes around objects in images. This was
done by modifying the algorithm to apply two convolutional
filters across each sliding position to get a 512-dimensional
feature vector that can be fed to the two fully connected
RPNs. To avoid character segmentation, the authors tackled
the character recognition problem as a sequence labeling
problem. They used bidirectional recursive neural networks
(BRNN) and Long Short Term Memory (LSTMs) with

Connectionist Temporal Classification (CTC) loss. They
tested the proposed algorithm on four data sets: ‘CarFlag-
Large,’ comprising 460,000 images of Chinese license plates
(322,000 training / 138,000 testing), ‘AOLP’ [36] compris-
ing 2,049 images of Taiwanese license plates, ‘Caltech99’
comprising 126 images of American license plates that were
augmented by adding 1,626 new images, and ‘PKUData’
comprising 3,977 images of Chinese license plates. They
reported a recognition accuracy of 95.6% for AOLP-AC,
96.4% for AOLP-LE, 83.8% for AOLP-RP while taking
400 msec per image, 94.1% for Caltech99 data set, 99.73%
for PKUData while taking 310 msec per image, and 97.1%
for CarFlag-Large data set while taking 310 msec per image.
Further details related to these results can be observed in
Table 5, and the block diagram of their proposed algorithm
is presented in Figure 5. The main advantage of the proposed
approach is that no segmentation is required.

The authors in [98] proposed using two deep neural net-
works to detect and recognize Korean license plates. They
used 8,075 images to train the YOLOv3 network to identify
the position of number plate in an image, both during the day
and night time. For night images, theymodified the histogram
so that the number plate becomes visible in the training
data. To recognize the license plate, they proposed using
Long Short Term Memory (LSTM) architecture. Instead of
directly using the images for recognition, the authors applied
geometric transformation. This was done to ensure that the
characters provided to LSTM are not distorted and, therefore,
result in a correct label sequence. This was specifically done
for Korean license plates with two rows of characters. They
trained the license plate detection algorithm on 8,075 images
and the character recognition LSTM network on 110,000
images. They tested the algorithm with 1,425 images and
obtained an accuracy of 95.6% for the five different types
of Korean license plates. In another RNN based approach,
authors proposed using CNN and gated recurrent unit (GRU,
similar to LSTMs) based neural networks for license plate
recognition [109]. The authors used CNN to extract features
and GRU to encode and decode these features. On their own
data set, the authors claimed to have achieved 99% recogni-
tion accuracy with an average execution time of 200 msec per
image.

In another recent work [87], Selmi et al. proposed the
use of a recurrent neural network titled Mask-RCNN [30] to
detect and recognize license plates. For feature extraction, the
authors used a modified version of GoogleLeNet by reducing
its number of inception modules to six and adding several
pooling layers. They also used the Swish activation function
instead of ReLU. To generate the proposal regions, they
used Mask-RCNN using 12 anchor boxes. The features are
then fed to two convolutional layers for license plate detec-
tion and bounding box regression. They used non-negative
maximum suppression to avoid duplicate regions of interest.
To remove false positives and false negatives, the authors
used the RoI-Align layer of Mask-RCNN. After using fully
connected layers for the detection and estimation of the
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FIGURE 5. Input image is passed to a convolutional neural network (VGG-16) followed by Region Proposal Network (RPN) to identify multiple regions of
interest. These features are passed through two fully connected layers to extract features for License plate detection and recognition. Softmax layer on
top provide probability of each region being plate/non-plate and Regression helps find a bounded box while the BRNN layer followed by Softmax
proposes the probability of recognition of number plate letters and characters.

bounding box, they performed the segmentation of characters
for recognition. The authors used Mask-RCNN again, but
this time for recognizing characters in the cropped region of
the license plate. The authors tested the proposed algorithm
on the AOLP dataset and reported an F1 score of 97.1% for
AOLP-AC, 96.6% for AOLP-LE, and 95.2% for AOLP-RP.
On Caltech data set, they reported an F1 score of 95.9%. For
the PKUdata set, the reported scores are 97.9% for G1, 97.4%
for G2, 97.2 for G3, 96.9% for G4, and 96% for G5. The
proposed architecture is presented in Figure 6.

In [112], the authors propose to extract features using a 30-
layer Xception network. Two types of features are extracted:
intermediate features from the 12th layer of the Xception
network and global features from the 30th layer. The global
features are used as input to the LSTM network at time
step 0, while intermediate features are used as input to a 2D
attention model. Together they are used to identify letters
on the number plate. The advantage of using a two-layer
LSTM network with an attention mechanism is that there
is no need to correct irregular license plate images or seg-
ment characters. Another contribution of the work is to use
AsymCycleGAN to generate synthetic license plates to train
the LPR algorithm. The authors used light and dark images
from the CCPD data set and 800 synthetic and 800 real
images for training the AsymCycleGAN algorithm. The Chi-
nese License Plate Dataset (CLPD) developed by the authors
comprises 1,200 images containing LPs of the size of 149 ×

48 pixels. The images are obtained from different vehicles,
i.e., trucks, buses, and cars, and while some license plates
have seven letters, others have eight. Empirically, the authors
identified that 512 Channel CNN, along with 30 Xception
layers, provides the best results. On the AOLP dataset, the
authors reported an accuracy of 97.3%, 98.3%, and 91.9%
for AC, LE, and RP images. For PKU and CLPD, they
reported accuracy of 88.2% and 76.8%, respectively, while
using three-fifths of data for training and rest for testing.

C. YOLO-BASED METHODS
Most of the methods discussed above used at least two
and sometimes three different neural networks for detection,
extraction, and recognition. In most methods, the authors
used both synthetic and real images for training purposes.
Generally, the priority concern in the above-presented tech-
niques was not execution speed but detection accuracy. Some
authors have focused on developing algorithms that target
efficient processing, i.e., they attempted to detect and rec-
ognize the license plates quickly. In this regard, Silva et al.
proposed using You Only Look Once (YOLO) networks for
the detection and recognition of license plates [89]. They
noticed that YOLO could not detect small license plates in
SSIG data set images that had a resolution of 1920×1080 pix-
els [22]. Therefore, they proposed to crop the images to a
smaller size so that it contains only the front of the vehicle
for training the YOLO network. The authors modified the
15th layer of the network by reducing the number of filters
and setting the goal to differentiate only between two classes,
i.e., plate and no-plate, to speed up the detection process. The
authors used transfer learning, followed by further training
of the network on full-resolution cropped images. For the
second stage, they used a smaller rectangular input. This
stage comprises the first 11 layers from the YOLO network
with four added convolutional layers and was trained to get a
30 × 10 pixel output instead of 13 × 13 pixels. Finally, the
authors employed the heuristics that Brazilian license plates
only have seven characters, out of which the last four are
digits. For the test data set comprising 2,000 images, the
reported accuracy of license plate recognition was 63.2% at a
processing speed of 13 msec per image on Titan X GPU. The
block diagram of the proposed architecture is presented in
Figure 7. Due to the extraction requirement of the front plate
and the heuristic stated above, the method is only specific
to Brazilian license plates. In a relatively similar approach,
Arsenovic et al. proposed using the YOLO algorithm to
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FIGURE 6. The convolutional layers proposed in [87] used Swish activation function instead of ReLu. The pipeline for detection of license plate is shown
at the top and for character recognition at the bottom.

detect license plates and a CNN for recognizing digits and
characters on Serbian license plates in [5]. They proposed
using the YOLO algorithm for better speed because it can
theoretically process 45 images per sec. For training, they
generated Serbian license plates using backgrounds from the
SUN [106] and Stanford [32] background databases. Their
reported character recognition rate is 97%, and the digit
recognition rate is 94.5%.

Laroca et al. proposed using different architectures for
license plate detection, character extraction, and recognition
in [51]. They tested both YOLOv2 and Fast-YOLO models
for license plate detection. They noticed that they had to
change the number of filters depending on whether the data
set comprised only cars or both cars andmotorcycles, i.e., one
or two classes. The number of filters was set to 30 or 35 for
one class or two classes, respectively. Following license plate
detection, they proposed using CR-NET [89] in two sequen-
tial stages for character segmentation and recognition. The
input to the character segmentation stage was a patch of size
240×80 pixels. They fed both original and negative images of
each license plate during training. To obtain better results, the
authors modified the depth of networks for character and digit
recognition. They conducted experiments with SSIG [22]
and Federal University of Parana-Automatic License Plate
Recognition (UFPR-ALPR) data sets [51], divided into 40%
training, 20% validation, and 40% testing samples. The SSIG
data set contains 2,000 frames from 101 videos, on which the
proposed system achieved an accuracy of 93.5% at 47 frames
per sec, i.e., 21.2 msec per image. For the UFPR-ALPR data
set that comprises 4,500 frames from 150 videos with camera
and vehicle moving, the method obtained an accuracy of

78.3% at 35 frames per sec, i.e., 28.6 msec per image. The
proposed method may struggle to detect small license plates,
as the YOLO networks generally do not detect small-sized
objects very well.

In another study, the authors used a modified version of
the Fast YOLO network for character recognition. Extend-
ing their previous work, they proposed YOLOv2 for vehicle
detection, Fast-YOLO2 for license plate detection and layout
classification, and CR-NET for recognition [52]. They mod-
ified the layers of Fast-YOLO2 to improve its performance
and tested the proposed method using Caltech99 [103],
English LP [94], UCSD-stills [16], Chinese LP [118],
AOLP [36], Open ALPR (EU) [74], SSIG [22] and UFPR-
ALPR [51] data sets and reported average processing time
of 13.6 msec per image. They reported accuracy of 96.1%,
95.5%, 97.3%, 95.4% 98.4%, 95.7%, 96.9%, and 82.5%,
on these datasets, respectively. This comprehensive testing
covers license plates from the United States, Europe, China,
Taiwan, and Brazil. The work focused on using different
YOLO algorithms and their modification to achieve faster
recognition speed. In [7], a comparative analysis of different
algorithms for synthetic data sets was presented.

Hendry et al. proposed using a YOLO-based neural net-
work architecture for the detection and recognition of license
plates [33], [34]. Instead of using a two-stage approach,
they employed 36 tiny YOLO networks to detect ten digits,
25 characters (‘o’ and ‘0’ are considered the same in Tai-
wanese license plates), and one network for detecting the
license plate. The novelty of the method was in a sliding
window based approach and a modified YOLO network with
ten convolution layers, three residual layers, one average
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FIGURE 7. Upper row comprises of convolutional and maxpooling layers transferred from YOLO-VOC network in [89]. The lower rows also comprises of
convolutional and maxpooling layers, with a slightly different arrangement.

pooling layer, one fully connected layer, and one softmax
layer. Since the objects were detected using a sliding window
based approach, multiple objects may be detected at the same
location, and objects that are not part of the license plate
may be detected. Therefore, localization is essential. Since
the proposed method is for Taiwanese license plates, the
authors took advantage of the fact that there are six objects
on these plates. The authors used the AC images of AOLP
data set [36] for training and tested the system on all of the
images, including AC, LE, and RP subsets. They reported a
recognition speed of approximately 800 msec to 1 sec per
image on an Nvidia GTX 970 GPU and an accuracy of 78%.
The authors also reported a license plate detection accuracy
of 98.2%. The block diagram of the proposed architecture is
presented in Figure 8. The single-pass approach for detecting
and recognizing individual digits requires a sliding window
to be moved over the image. This results in slowing the
algorithm and thus not providing real-time results. Secondly,
having a separate network detecting each character or digit
may result in a large memory requirement.

In other reported results, the authors in [97] proposed to
use YOLOv2 for license plate detection and recognition and
reported a processing rate of 5 frames per sec and an accuracy
of 97%. In another approach, Izidio et al. proposed to use
a pair of networks [41] comprising the YOLOv3 network
for detecting license plates and a second neural network
to recognize digits and characters. They implemented their
system on a low-power Raspberry Pi3 platform and reported
an overall recognition accuracy of 98.4% on images of size
1024× 768 while taking 4.9 sec on average. They passed the
training images through affine transformations to augment
the training data set. The advantage of the proposed approach
is that it has low memory and computational power require-
ments, even if it is relatively slow due to implementation on
less capable hardware.

In [35], the authors addressed the issue of generalization,
i.e., recognition of license plates from multiple countries.
They proposed using Tiny YOLOv3 for license plate detec-
tion and YOLOv3-SPP (Spatial Pyramid Pooling) to rec-
ognize license plate characters. The character recognition
algorithm returns the bounding boxes of characters without
their sequence; therefore, a layout detection algorithm had

to be used after character recognition to extract the correct
sequence of numbers for license plates of different countries.
The benefit of the proposed system is that YOLOv3 has a
better mean average precision than the YOLOv2 algorithm.
Also, the ability of YOLOv3 to make predictions at multiple
scales helps it detect smaller objects. Contrary to the popular
character segmentation and recognition method, the authors
treated character recognition as an object detection problem.
This was achieved by a spatial pooling pyramid that splits
a feature map into Bi bins at the i-th layer. Feature maps
are then pooled using max-pooling into the same size and
thus producing N × Bi vector. YOLOv3 is better at detecting
smaller objects than YOLOv2 and is comparable to other
CNN-based techniques; however, there is still a trade-off
between accuracy and speed. It is generally recommended to
significantly increase the training data size for the YOLOv3
network to reduce this trade-off.

The focus of authors in [35] was to build a robust Net-
work for LPR and was trained on images of varying sizes
for KarPlate, AOLP, Caltech, MediaLab and University of
Zagreb. There were a total of 71 character classes, i.e., 35 for
Korean, 10 for numerals and 26 for English.

For training and testing, the authors developed their own
data set titled KarPlate, comprising 4,000 full High Defini-
tion (HD) images of Korean cars. The proposed algorithm
was tested for license plates from South Korea, Croatia, the
United States, Greece, and Taiwan. From the KarPlate data
set, 3147 images were used for training and 850 for testing.
Out of the 2049 images of AOLP, 681 + 757 images of AC
and LE subsets were used for training, and 611 images of RP
subset for testing. ForMediaLab data, 259 images augmented
by 501 images of the University of Zagreb, 108 images of
OpenALPR Europe, and 1,428 images of ReId were used for
training, and 431 images of MediaLab data set were used for
testing. For training, 80 out of 244 images of the Caltech
Car data set augmented by 244 images of the OpenALPR
US data set, 108 images of the OpenALPR Europe data set,
and 501 images of the University of Zagreb data set were
used. The accuracy of the proposed system remained 99.41%
for AOLP-AC, 97.88% for AOLP-LE, 99.51% for AOLP-RP,
96.98% forMediaLab, 97.83% for Caltech Cars, 97% for Uof
Zagreb, and 98.17% for KarPlate. The processing times were
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FIGURE 8. The authors propose sliding window single class detection in [34]. To account for increase in computations because of sliding window method
they have reduced the number of layers in the architecture.

29.19 msec for AOLP, 47.02 msec for MediaLab, 34.3 msec
for Caltech Cars, 32.18 msec for Uof Zagreb, and 65.12 msec
for KarPlate, resulting in an average of 41.56 msec for license
plate recognition.

In [44], the authors propose a super-resolution convolu-
tional neural network for license plate detection in fog-haze
environments. They hypothesize that the captured foggy
image is usually brighter due to added atmospheric light than
the fog-free image. They developed a joint fog-haze removal
model to address this issue using a convolutional neural
network. They employed YOLOv3 for feature extraction
and WPOD-NET to correct the position of bounding boxes.
Detected license plates may suffer from blurring or noise
pollution, affecting character recognition. Therefore, they
proposed to use SRCNN to obtain high-resolution images.
The authors next used a combination of connected com-
ponents and template matching using neural networks for
character recognition. The authors collected a data set of
3000 images and added noise by rotating them and other
image processing techniques to get 12000 images. They
reported accuracy of 94.12% using a 7-layer network.

In [102], the authors proposed using two deep neural
networks, baptized VertexNet and SCR-Net, for LPD and
character recognition, respectively. The advantage of using
VertexNet is that it assists in rectifying license plates and
hence improves license plate detection and recognition accu-
racy for images captured at different angles. In VertexNet, the
authors proposed to use a single detector on 256 × 256 size
images. The network consists of a backbone, fusion, and head
networks. In the backbone, the residual neural network block
is used along with the Squeeze-and-Excitation attention mod-
ule to aggregate the feature maps across spatial dimensions.
These features are fused by the feature pyramid network,
and the data is fed to the head network for the prediction
of four vertices. The SCR-Net utilizes images of dimension
64 × 256 to predict the characters. The authors tested the
proposed system on CCPD, AOLP, PKU, and CLPD data sets
and reported an accuracy of 89.8% and 96.8% on CLPD and
PKU data sets. For the AOLP data set, they reported accuracy
of 99.4%, 99.9%, and 99.7% for AC, LE, and RP data sets.
For the CCPD data set, they reported accuracy of 99.9%,

99.7%, 99.4%, 99.9%, 99.9%, 99.4%, 94.8% for the Base,
DB, FN, Rotate, Tilt, Weather, and Challenge sub-cases,
while reporting an average processing time of 6.7 msec.

In [80], authors tackled the problem of detecting and recog-
nizing license plates containing one or two lines of text. They
proposed using a lightweight convolutional neural network
to extract license plate features and simultaneously perform
classification (one or two lines plate) and character recog-
nition while treating the recognition as a sequence labeling
problem. The first part of the lightweight network is the
backbone responsible for extracting features that are passed
to the classification head, which determines if the license
plate has a single or two lines. In the case of two lines,
it determines the slicing parameter. The slicing parameter can
be fixed if the height ratio between two lines of characters
is constant. Finally, the recognition head using both fea-
tures and output of the classifier head, recognizes the license
plate characters. The feature extraction network is inspired
by LPRNet with added inception layers for better feature
extraction. License plate recognition rates for CCPD base
examples were reported to be 99.1%, while they remained
87.6% for the CCPD challenge examples and 98.84% for the
AOLP-RP data set.

In a recent work, Zou et al. [121] proposed using the
YOLOv3 network for license plate detection and extraction.
They employed an Improved License Plate Recognition Net
(ILPRNET) for character localization and recognition. They
only discuss the ILPRNET while using the stock YOLOv3
algorithm for license plate detection. They proposed to use a
U-Net for the localization of license plate characters which
incorporates a spatial attention mechanism. They reported
accuracy of 96.3%, 97.9%, and 95% for the AC, LE, and
RP sub-sets of the AOLP data set. For the CCPD data set,
they reported accuracy of 99.2%, 98.1%, 98.5%, 90.3%,
95.2%, 97.8%, and 86.2% for the Base, DB, FN, Rotate, Tilt,
Weather, and Challenge sub-sets, respectively.

Huang et al. proposed using two fully convolutional one-
stage (FCOS) object detectors for simultaneously classifying
license plates and characters, followed by an assembly mod-
ule in [38]. They employed Res-Net50 as the backbone
network for the extraction of features. Features having a
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TABLE 5. Methods employing neural networks for LPR.
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TABLE 5. (Continued.) Methods employing neural networks for LPR.
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TABLE 5. (Continued.) Methods employing neural networks for LPR.

resolution 1/8 with respect to (wrt.) input image were used
for LP detection, while features having a resolution 1/4 wrt.
to input image were used for character recognition. The
advantage of using FCOS is that they removed intermediate
steps like ROI proposals and segmentation and also reduced
the problem of positive-negative anchor boxes imbalance.
The license plate detection branch contains four sub-branches
for bounding box and orientation regression, centerness
regression, and classification. Similarly, the character recog-
nition branch also has four sub-branches of bounding box
regression, centerness, and character classification. The clas-
sification subbranch predicts 73 channels map (26 English,
ten numeric, 36 Chinese). For the HZM data set comprising
license plates from China, Hong Kong, and Macao, they
reported a license plate recognition accuracy of 98.2%. They
reported LPR accuracy of 95.8%, 96.6%, and 91.6% for the
AC, LE, and RP subsets of the AOLP data set.

D. OTHER ARCHITECTURES
Wang et al. proposed using Generative Adversarial Net-
works (GAN) to generate synthetic training data to train their
proposed networks [101] to circumvent the requirement of
a large training data set for training deep networks. They
proposed the use of synthetic RGB images as input to an
eight-layer CNN with batch normalization in 3rd, 5th, 7th and
8th layers. Feature vectors extracted from the CNN were fed
to the LSTM based RNN, which contained a fully connected
layer of 68 neurons at the output (31 Chinese characters, 26
English characters, ten digits, and one non-character class).
The two data sets used by the authors comprised 203,774
training plus 9,986 testing plates in data set 1 and 45,139 plus
5,925 training and testing plates in data set 2. The authors
defined recognition accuracy as the number of correctly rec-
ognized license plates with respect to the given number of
license plates and reported it as 98.6%, and 96.2% for data

sets 1 and 2, respectively, when trained with both real and
synthetic images. The authors also collected a third data
set in Suzhou, China, containing 22026 license plates. They
reported accuracy of 89.4% on this data set. Since the authors
have used both CNN and RNN type networks, we have added
this method to other networks category.

Zhuang et al. proposed using a convolutional neural net-
work for semantic segmentation to extract license plate
characters and then used them for counting-based refine-
ment and recognition of characters of license plates [120].
The advantage of their proposed technique is that the com-
plete image is processed at once instead of using a sliding
window based approach. The proposed semantic map based
approach classifies each input image pixel into a particular
class. For pre-processing, the authors clipped the sides of the
license plate by taking horizontal and vertical projections of
the characters. For semantic segmentation, they employed a
DeeplabV2 ResNet-101 model and, to train the network, they
generated 60,000 synthetic license plate images. The ground
truth had a bounding box drawn around characters, and the
authors did not use pixel-level segmented characters [12].
To remove any inaccuracies in case of overlap, the authors
checked for overlap between the area of the current character
and previous characters using Intersection over Union (IoU).
To address the issue of two characters appearing as one
because of close proximity, they proposed counting char-
acters for such regions since the number of characters on
a license plate is generally fixed. They assumed character
counting as a classification problem and employed AlexNet.
In the final step, they utilized an Inception-v3 [96] model for
character recognition. They tested the proposed method on
the AOLP data set [36], Media Lab data set [2], and their
own data set titled Chinese License Plate Data set (CLPD),
and accuracy rates of 99.4%, 99.3%, 99%, 97.9%, and 99.7%,
respectively.
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Peng et al. proposed using a Mobile-Net Single Shot
MultiBox Detector (SSD) neural network for detecting
license plates, followed by a CNN for recognition of license
plates [77]. SSD has the advantage of discretizing the space in
an image into a series of boxes and providing scores to each
object in the box to get better fitting around the objects. The
advantage of SSD is that it is faster than Faster R-CNN and
YOLO. The authors used the SSD network with 47 convolu-
tional layers. Next, they refined the box by applying Sobel
operator based filtering and using the histogram and hori-
zontal and vertical sums. The plate’s top and bottom edges
were obtained using Random Sample Consensus (RANSAC)
algorithm. It should be noted that although SSDmay be faster
than R-CNN and YOLO, RANSAC is a relatively compu-
tationally intensive algorithm. However, the authors did not
compare the results between these algorithms in terms of
speed and accuracy. Next, the authors proposed rectifying the
license plate’s geometry by making the top and bottom line
segments parallel to improve recognition rates. To recognize
the characters, the authors separated the characters of the
license plate by using vertical projections. The segmented
characters were passed for recognition to a CNN, containing
three convolutional layers, three inner product layers, two
max-pooling layers, and one flattened layer. The input to the
CNN was of size 30 × 14 × 3. To test their network, the
authors generated geometrically distorted images by verti-
cally rotating the car image from 60◦ to 90◦ and distorting
it horizontally. For a data set of 5,000 images, the authors
reported accuracy of 92% for standard and 85% for distorted
images and an average accuracy of 89%, including a third
data set. Although the method employed a neural network
for license plate detection, the authors employed conventional
techniques to refine the bounding box. Since the authors pro-
pose using both CNNand SSDnetworks, we have categorized
their work into a hybrid category and presented it in this
section.

Building on their previous work [89], Silva et al. pro-
posed using the YOLOv2 network to detect vehicles in their
three-step license plate recognition system [90]. The output
was scaled to account for the ratio between the license plate
and car sizes before it was fed to their newly proposedWarped
Planar Object Detection Network (WPOD-NET) for license
plate detection and finally to an optical character recognizer
(OCR). The proposed WPOD-NET combined the strengths
of Spatial Transformation Networks [67], i.e., the ability to
detect non-rectangular regions and multiple object detection
capability of SSD [63]. WPOD-NET’s eight-channel fea-
ture map contains object and non-object probabilities and
affine transformation parameters. The proposed network had
21 convolutional layers, of which 14 were in residual blocks
and two prior to softmax and regression layers. They used
the residual blocks presented in [29]. To detect and trans-
form the object, their loss function comprised of i) affine
transformation loss and ii) probability of object / non-object
loss. For recognition, they used the YOLO network proposed

in their previous work [89]. The authors tested the proposed
algorithm onAOLP-RP data set containing 611 images, SSIG
containing 804 images extracted by authors, OpenALPR
(EU) containing 104 images, OpenALPR (Brazil) containing
108 images, and a new data set titled ‘CD-HARD’ containing
102 images. They reported a correct recognition rate of 93.5%
for OpenALPR (EU), 91.2% for OpenALPR (Brazil), 88.6%
for SSIG, 98.4% for AOLP-PR, and 75% for CD-HARD. The
average recognition time reported by them is 200 msec on a
Titan X GPU.

Duan et al. [18] proposed a real-time license plate recog-
nition system without performing character extraction. The
proposed systems used color, texture, depth, and morpho-
logical features along with an SSD [63] for license plate
detection. The VGG16-Atrous network based SSD was com-
pared by authors to YOLO and Faster RCNN, and they
noticed that the performance of SSD made it a better option.
They concluded this because the results produced by SSD
were similar in quality to FRCNN while being computation-
ally comparable to YOLO [18]. To improve the performance
of SSD, the authors suggested using randomly clipped and
flipped versions of the images along with the original.
For license plate recognition, the authors proposed using
GoogleLeNet and sped up its non-tensor layers, for real-time
performance, by using DeepRebirth [61] based model. The
authors collected 17,500 real license-plate images comprising
five plate colors, 34 Chinese characters, 24 English charac-
ters, and ten digits. The authors used 360 images to test the
results of the detection algorithm and 6,688 samples to test
recognition and reported a correct recognition rate of 96.6%
while taking approximately 24 msec to process one image.
The structure of the proposed system is presented in Figure 9.

In [85], the author proposed using Capsule networks to
recognize 31 Chinese characters, 24 English language char-
acters (minus ‘O’ and ‘I’), and ten digits. It is assumed that the
input to the proposed neural network will be a license plate
of size 272× 272 pixels. The network comprises five layers:
input layer, convolution layer, capsule layer, character cap-
sule layer, and fully connected layer, as shown in Figure 10.
The character capsule layer consists of 65 character capsules,
i.e., one for each character to be recognized. The author gen-
erated 160,000 training images, collected 3,000 real images
for testing, and reported an accuracy of 89.6%.

In [83], the authors proposed using an encoder-decoder
pair to extract features of license plates and eight parallel
classifiers to recognize the number plate characters. They
collected a database of 11,000 license plates and achieved
an accuracy of 96% on 4,000 test images. The input to the
encoder-decoder network pair is a grayscale image, while the
target is a binary image. The segmented characters are passed
to eight parallel classifiers trained to recognize the characters.
This is done by extracting features from the encoder and
passing them to the classifier. One classifier identifies the ten
numerals, while the other classifies the 19 characters. Images
captured for the data set have 1280 × 960 resolution and are
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FIGURE 9. DNN architecture proposed in [18] passes the input image to a Single Shot Detector (SSD) for license plate detection. SSD comprises of a
VGG-16 network followed by multiple convolution layers with each layer contributing features for license plate detection. The detected region is passed
to a layer of convolution and inception layers followed by a softmax layer for recognition of characters.

FIGURE 10. Capsule network based architecture, proposed in [85], with
input layer of 272 × 72 pixels, followed by Convolution layer containing
256 filters of size 9 × 9, followed by 32 capsule containing 8 filters
providing input to 16 dimensional Character capsule layer which outputs
a 65-dimensional vector.

captured from a height of 15m during day, night, and twilight.
The authors used 1,000 images from the ILPD11 data set to
train the encoder for license plate binarization. On average,
a license plate took 123 msec to be recognized. The character
recognition part was trained using 7,000 images from the
ILPD11 data set, and 4,000 images were used for testing.
The character recognition accuracy of the proposed method
is 95.3%. For the AOLP dataset, the proposed method results
in an average accuracy of 96.1%. The proposed architecture
is shown in Figure 11.

In another approach, Pustokhina et al. [78] proposed to
use the Improved Bernsen Algorithm (IBA) and connected
components (CCA) for localization and detection of license
plates. Next, they proposed using optimal K-means cluster-
ing with Krill Herd algorithm for license plate segmentation
followed by Convolutional Neural Network (CNN) for recog-
nition of characters. They tested the proposed method on
FZU, Stanford, and HumAIn data sets. On the FZU Cars data
set, the reported precision was 97.3%, recall 97.9%, and F1
score 97.2%. These values remained at 96.5%, 97.0%, and
96.6% on the Stanford Cars data set and 95.4%, 96.3%, and
95.6% on the HumAIn Cars data set.

The above-presented methods for license plate recognition
are summarized in Table 5.

VI. NEURAL NETWORKS FOR ADDRESSING ISSUES
RELATED TO LICENSE PLATE RECOGNITION
While solving a problem, insights lead to some interest-
ing questions. In the case of license plate recognition, one

of those questions may be: ‘‘how does motion blur affect
the process of license plate recognition?’’. Other interest-
ing questions would be: ‘‘how many license plates are
necessary to train a deep learning network?’’, and ‘‘will syn-
thetic images produce the same results as training with real
images?’’. Some researchers discussed these topics in their
works; some insights are summarized below in this section.

One of the main issues with the training of license plate
recognition algorithms is data availability. Data sets are gen-
erally divided into real and synthetic types. Real data was
traditionally considered better for training neural networks;
however, it is painstakingly slow to collect and label images.
On the other hand, synthetic images are easy to produce, vari-
ability can be easily managed, and their labeling is relatively
easy. However, generally, they are not very good represen-
tations of real-world data. To address this issue, Wang et
al. proposed using Generative Adversarial Networks (GAN)
to generate synthetic training data to train their proposed
networks [101]. In this regard, the authors generated license
plate images and then used GAN to transform these synthetic
images into real images. They proposed to use CycleGAN
network [119] with Wasserstein distance loss [4]. The gener-
ator network comprised two convolutional layers with stride
two, six residual blocks, and two fractionally strided convo-
lutions with stride 1

2 . The discriminator network comprised
70× 70 PatchGAN network, which classifies a patch as fake
or real. To avoid getting the same result every time, the goal
was to generate the real image from the synthetic image but
also to have a cycle consistency, i.e., when the output of the
generator for a synthetic image is passed to the discriminator,
it produced the synthetic image.

In [72], authors treated the problem of motion blur due to
the movement of camera or vehicles in license plate recog-
nition. They tried to estimate the deblurred license plate
image using a Generative Adversarial Network (GAN) with-
out estimating the blur kernel. The goal of the generator was
to produce a sharp image. The CNN generator comprised
a 3 × 3 convolutional layer followed by ten dense blocks,
each consisting of a leaky Rectified Linear Unit (LReLU),
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FIGURE 11. Encoder Decoder pair architecture proposed by Rakhshani et al. [83] for binarization of license plate images to separate the characters from
the background. They propose to use regression based classifiers for recognition of license plate characters.

1 × 1 convolution, batch normalization, LReLU, 3 × 3 con-
volution layer, and batch normalization. In the second part of
the network, a discriminator attempts to identify whether an
image passed to it is the generator’s output or a real image.
Thus, the generator tries to deceive the discriminator while
the discriminator tries not to be fooled. The discriminator
proposed by Nguyen et al. comprised four 3×3 convolutional
layers, batch normalization, and LReLU. This is the same
architecture as the PatchGAN classifier. The authors used a
data set of 500 images having resolution 128×128 pixels and
a second data set of 80 images of size 128 × 192 pixels. The
authors did not report the results, as the algorithm only pro-
duced a binarized deblurred image. The idea presented in [72]
was inspired by the work of Svoboda et al., who proposed
using CNN to deblur license plate images [95]. Svoboda et
al. proposed a 15-layer convolutional network comprising
convolutional and ReLU layers. The network was trained
using actual patches and artificially blurred patches. Their
database comprised 140,000 images divided into 14,000 test
images and 126,000 training images. The process does not
detect license plates or segment them but only focuses on
character recognition and yields an accuracy of 91%.

In [104], Wu et al. tried to answer the question about the
type and size of the data set required to train a deep neural
network for license plate recognition. They generated syn-
thetic data and augmented it using various data augmentation
techniques to train and test a modified form of DenseNet [37].
Inspired by the CycleWGAN proposed in [101], the authors
proposed to use an improved version of the CycleWGAN
network, titledWGAN-GP [28], which improved training sta-
bility. The license plates generated by the proposed network
were cropped and flipped horizontally and vertically for data
augmentation. The proposed DenseNet comprised a convolu-
tion layer, followed by two pairs of dense block and transition
layers, followed by another dense layer. The last dense layer is
connected to a fully connected layer consisting of 68 neurons
for the class labels (31 Chinese, 26 English, ten digits, one
blank). The network was trained using Adam optimizer and
stochastic gradient descent. To train the GAN, the authors
used 1,000 fake license plates as the source and 100 real
plates from the data set used in [101] as the target. They
employed the CyclesWGAN-GP network to obtain 80,000
license plates and then used dilation and erosion, motion
blurring, uneven lighting, stretching, affine transformation,
downsampling, and addition of Gaussian noise to generate

an augmented data set. The 200,000 images obtained are
transformed to grayscale and inverted to obtain a total of
400,000 images. The authors reported that when the proposed
DenseNet, was trained with 300 real license plate images
along with generated and augmented images, the results were
similar to a baselinemethod trainedwith 200,000 real images.
The authors reported 97.5% detection and 99.3% charac-
ter recognition accuracy. The authors also highlighted that
data generation using CycleWGAN-GP produced an increase
of 1% accuracy in character recognition and a further 5%
increase in accuracy because of data augmentation. On the
AOLP data set, the authors reported recognition accuracy of
96.6%, 97.8%, and 91% for AC, LE, and RP images of the
data set.

In a recent work, Lee et al. proposed denoising and rec-
tification networks to improve the quality of license plate
recognition [56]. The proposed algorithm is comprised of
prediction networks for denoising and rectification. They pro-
posed auxiliary prediction networks for count classification
and segment prediction, and recognition networks for text
detection and classification. For denoising, the authors pro-
posed to use U-Net-based architecture [40] with the addition
of skipped connections to share low-level information across
network layers. The U-Net-based encoder and decoder pair
produced an output that is fed to the rectification network,
which is also comprised of an encoder-decoder pair. The
output from this network would be denoised and rectified.
The authors further proposed using binary segmentation and
count estimation using the features extracted by the denois-
ing and rectifier encoders. The authors used the segment
decoder based on U-Net architecture to produce a license
plate segment with values indicating the probability of pixels
belonging to the license plate. Similarly, the sum of features
from the last layer of denoising and rectifier encoders is
fed to the counting decoder, which predicts the number of
characters in the image. The authors tested the proposed
method on AOLP data set [36] and Korean data set compris-
ing 10,650 images, divided into 6,400/4,250 training/testing
images titled ‘VTLP’. Authors reported an accuracy of 99.2%
on AOLP-RP and 93.1% on VTLP.

Another interesting topic associated with license plate
recognition is vehicle re-identification, which may require
more than just license plate recognition. However, it is still
an important constituent of the process. In 2016, Liu et
al. discussed the issue of re-identification of a vehicle at
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multiple places [64]. They proposed the use of CNN for
coarse identification of a vehicle and Siamese Neural Net-
works for matching plates in two images captured at different
locations. The goal was not to recognize the characters of
the license plates but to match the license plates across
various samples. The proposed algorithm is comprised of a
CNN-based coarse appearance matching. Next, the search
is refined by using a Siamese Neural Network for matching
license plates. Finally, spatio-temporal properties are used to
re-rank the similarity between vehicles for possible identi-
fication. The Siamese Neural Networks used by the authors
comprise two CNNs with two convolution and max-pooling
layers followed by three fully connected layers. The authors
also developed a comprehensive data set titled ‘VeRi-776’
with 50,000 images, with a high recurrence of cars, i.e.,
776 vehicles, from 20 surveillance cameras. The test data
set was separated from the original data set and comprised
11,579 images containing 200 vehicles, thus leaving 37,781
images of 576 vehicles for training and 1,678 images for
query purposes of Siamese Neural Network. The authors
concluded that the proposed method could be combined with
another method titled ‘FACT’ [65] (combination of AlexNet
and BOW-CN [116]), comprising of fusion of attributes and
color features, to obtain the best results of 61%. It should be
noted that the proposed work focuses on re-identification and
not recognition. This idea was further extended by Shen et al.
in [88], where they proposed to develop a more comprehen-
sive path proposal using LSTM. They also tested their method
on VeRi-776 database and reported matching accuracy of
83.5%, compared to 61% reported by Liu et al. [64].

Since license plate recognition is a real-world applica-
tion it has to perform in real-time to be applicable in most
situations related to access control and policing. Therefore,
a lot of the focus is on developing real-time systems. In this
regard, Duan et al. [18] proposed a real-time license plate
recognition system without performing character extraction.
The proposed systems used color, texture, depth, and mor-
phological features along with an SSD [63] for license plate
detection. The VGG16-Atrous network based SSD was com-
pared by authors to YOLO and Faster RCNN, and they
noticed that the performance of SSD made it a better option.
They concluded this because the results produced by SSD
were similar in quality to FRCNN while being computation-
ally comparable to YOLO [18]. To improve the performance
of SSD, the authors suggested using randomly clipped and
flipped versions of the images along with the original.
For license plate recognition, the authors proposed using
GoogleLeNet and sped up its non-tensor layers, for real-time
performance, by using DeepRebirth [61] based model.

Recently, Padmasiri et al. [75] presented a hardware-
efficient ALPR system for detection and recognition tasks
to be performed power and memory constrained devices.
The authors found a number of efficient neural networks
using Neural Architecture Search (NAS) strategies to carry
out the operation in real time. Their approach is based on
Facebook-Berkeley-Nets (FB-NET) [105] and Partially Con-

FIGURE 12. Relative percentage of type of neural network employed for
license plate related tasks reviewed in this paper.

nected Differentiable architecture search (PC-DARTS) [108].
These algorithms sample a small part of a super-network
to reduce the redundancy in exploring the network space,
thereby achieving higher computational efficiency compared
to reinforcement learning and evolutionary algorithms. The
authors also converted the daytime RGB images to ther-
mal images and used the synthesized images for training to
achieve a better LPR accuracy during night time. Based on
the reported results, the system performance is at par with the
Roadside Parking Net (RPNet) which is an advanced system
designed to work on server-grade hardware.

VII. ANALYSIS AND DISCUSSION
The preceding sections discussed different deep neural net-
works employed for license plate detection and recognition.
In this section, we present our observations related to these
methods. First, we would like to highlight that Convo-
lutional Neural Networks have been the most influential
type of deep learning networks in the domain of computer
vision. Figure 12 shows this is also true for the problem
of license plate recognition, as approximately 41% of the
papers reviewed in this work utilize them for license plate
detection, extraction, or recognition. It should be noted that
this statistic would have been higher if FRCNN and YOLO
networks were not placed in further sub-categories. Another
interesting observation is that classic neural networks were
used from 1995 to 2008 but never after 2008. On the other
hand, YOLO, LSTMs, and GAN have been explored more
recently between 2017 and 2019. These observations can be
verified by observing Figure 13.

Two main factors involved in any discussion on license
plate recognition revolve around the method used and the
data set on which the method was tested. Therefore, data
sets are essential for identifying the strengths of the pro-
posedmethods. Researchers have developed and used various
data sets for quantitative quality assessment of license plate
recognition algorithms. Therefore, it is in the research com-
munity’s interest to identify which License Plate Recognition
(LPR) algorithm produces the best result on these data sets.
In Table 6, we have presented a summary of F1 and accuracy
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FIGURE 13. Number of papers per neural network type and the year of
publication.

scores as reported by authors in their work. The first column
presents a non-exhaustive list of commonly used data sets.
The papers that have used these data sets for training and
testing purposes are presented in the second column. From
the table, it is clear that Caltech, AOLP, Open ALPR, SSIG,
and PKU data sets have been used by researchers quite often
to test the efficacy of their LPR algorithm. It should be noted
that the researchers either use the F1 score or accuracy as
the quantitative quality measure; hence, they are reported
separately. As an example, for the Caltech data set, the best
F1 score, 95.9%, was reported by Selmi et al. in [87] while the
best accuracy of 96.1% was reported by Laroca et al. in [52].

As a second example, the results for Application Ori-
ented License-Plate (AOLP) data set have been presented
separately for each subset of ‘‘Access Control (AC)’’, ‘‘Law
Enforcement (LE)’’ and ‘‘Patrolling (RP)’’. Each subset
presents different challenges, and all researchers do not pro-
vide results for all the subsets. For all three subsets of the
AOLP data set, the best F1 score was reported by [9], while
the best accuracy score for all three subsets was reported
by [35].

It should be highlighted here that the results presented in
Table 6 are presented assuming that the authors have used
the complete images in the data set for testing. One of the
challenges of result comparison lies in the fact that the size
of training, validation, and test data is not the same. Also,
many methods are tested on proprietary data sets, i.e., data
sets developed by the authors themselves. Such data sets are
not available to other researchers. To summarize, it is difficult
to directly compare the effectiveness of proposed algorithms
quantitatively because:

• Same data sets are not available to all researchers.
• There is no agreed-upon convention on how to split the
data sets into training and testing sets.

• For a direct comparison, authors require a reference
implementation of the existing algorithm, which may
not be available and, therefore, it must be developed by
each researcher individually. Therefore, the results of the
direct comparison may vary.

Alongside the best-reported results, another point of inter-
est is the processing speed. LPR systems are usually deployed
for access control or law enforcement; hence, their results
should be real-time. In this regard, we present the minimum
processing time required for different data sets as reported by
authors in the literature. Please note the reported results are
for different processing setups; hence, the type of GPU used
for reporting the results is also presented in Table 7. Among
papers listed in the second column, the method proposed
in [87] required the least 13.7 msec to recognize the license
plate in the Caltech99 data set using a Titan X GPU. The
best processing time of 25.5 msec for the AOLP data set was
reported by Bjorklund et al. [9] on a GTX 1080 GPU.

While considering a deep learning architecture for license
plate recognition, it is difficult to conclude which architecture
is better for which problem. From Table 7 it is observable
that generally, for most data sets, YOLO based algorithms
result in theminimum processing time. However, it is difficult
to draw a similar conclusion from Table 6 regarding the
performance of the algorithms. Therefore, we have grouped
algorithms based on their type and averaged their perfor-
mance on popular data sets. For this comparison, only those
data sets were selected, for which, the results were reported
in at least two papers.

The first five methods in Table 8 can be categorized as
CNN based methods, while the next three as RNN based
methods. Please note that for this comparison, the F1 and
accuracy scores are considered the samemeasure. Among the
first five CNN based methods, only two have reported the
accuracy of their method on the Caltech data set. Therefore,
the average accuracy of these two methods is presented as
‘‘Average CNN Accuracy’’. Thus, looking at the accuracy
scores, it can be seen that for the Caltech data set YOLO
based methods perform the best, followed closely by RNN
based methods. However, it should be noted that the reported
accuracy on the Caltech data set of the 2016 paper by Li
et al. is significantly low as compared to the other reported
results. However, the CNN based methods produce the best
results for the AOLP data set. The table has been provided
for the convenience of readers and should not be considered
a conclusion on which architecture should be used for a
particular data set.

Table 9, presents a comparison of some of the data sets
commonly used in the literature. The table presents a sum-
mary of the total number of images in the data set and each
image’s size. If a data set has subsets, they are also presented
in the table. For example, for AOLP data set, the details of
access control (AC), road patrolling (RP), and law enforce-
ment (LE) subsets are presented separately. The country of
the license plate is also mentioned in the table along with a
brief description of the type of images available.

Our general observation regarding the presentedmaterial is
that, initially, authors focused on proposing methods employ-
ing deep neural networks for the individual tasks of license
plate detection, extraction of plate or characters, or recogni-
tion of characters (optical character recognition). However,
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TABLE 6. Best F1 and accuracy scores reported in literature for different datasets.

TABLE 7. Minimum processing time, reported in literature, for different datasets.

more recently, the focus has shifted to solving the complete
chain of detection and recognition using deep networks. For
that, authors generally choose between RCNN, YOLO, and
SSD algorithms for detecting license plates in images. The
reasons for choosing among these methods are presented
below.

The design of RCNN, region-convolutional neural net-
works, focuses on object detection and localization. As the
name indicates, it is a CNN capable of classifying objects
in images with the additional capability of localizing them.
RCNN speeds up the process of identifying objects by
proposing around 2,000 candidate regions. Since 2,000
regions proposals per image is a large number, RCNN based

classification is generally slow. Its variant, Fast RCNN, takes
an image as input instead of features; hence, CNN convolu-
tions have to be performed once for the image instead of the
2,000 candidate regions, thus, making it faster. However, both
RCNN and Fast RCNN suffer from selective search, which is
slow. Faster RCNN allows region proposals to be predicted by
a parallel network, thus speeding up calculations. Variants of
RCNN have improved prediction speed; however, only Faster
RCNN can produce near real-time results. Their training
requires multiple phases, and overall the network is slow to
predict.

To address these problems, the YOLO and SSD algo-
rithms were proposed. As the name suggests, you only look
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TABLE 8. Average of F1 or accuracy scores, reported in literature, for different datasets.

TABLE 9. Comparison of car license plate data sets.

once (YOLO) is an efficient algorithm for finding objects
in images. Since objects are identified in different grids and
grids representing similar objects are subsequently combined,
the algorithm does not require multiple passes. This results
in a fast algorithm. However, the resizing of the input image
and the size of the grid determines if the algorithm would
suffer from localization errors or not. Also, compared to other
algorithms, the results are not very accurate.

Comparatively, Single Shot Detector (SSD) performs bet-
ter than YOLO in the localization of objects. SSD builds
on the VGG-16 architecture while discarding its fully con-
nected layers. The addition of auxiliary convolutional layers
increases features at multiple spatial scales. SSD builds upon
the philosophy of multibox based bounding box proposals
but is capable of classifying objects. SSD adds more boxes

for identification compared to YOLO, resulting in higher
accuracy at the cost of speed. VGG-16 takes most of the
processing time, which may be more than 75% of the total
processing time. The use of multi-scale feature extraction
benefits SSD in terms of localization; however, the downside
is that smaller objects that may not appear across all feature
maps may not get detected.

While covering license plate recognition methods,
we observed that the three most frequent architecture choices
were CNN, YOLO, and LSTMs. Some authors proposed
using Capsule networks or Alexnet with inception layers
or even simple logistic regression based classification for
recognition of characters on the detected license plate region.
However, CNN, YOLO, and LSTMs remained the three main
choices for the task of recognition. As for the license plate
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detection, YOLO-based methods for character recognition
performed efficiently with respect to time; however, the
quality of results was not as accurate as some CNN or LSTM
based methods.

Convolutional neural networks from LeNet-5 to date have
been specifically used for the task of character recognition.
They are more successful in approaches where the license
plate has already been detected and hence do not have to
localize the sequence of characters. Thus, it was observed
that in most of the cases where CNN was proposed for char-
acter recognition, the license plate had already been detected.
LSTMs have proven to be very efficient for text-based natural
language processing (NLP). However, the problem for license
plate text recognition is slightly different from NLP since
the characters appear randomly, and nearly all combinations
exist. This is unlike natural language processing, where the
sequence of characters depends upon the language vocab-
ulary. Therefore, the only advantage, in this context, that
LSTMs may have is their ability to determine how many
characters and numbers appear on a license plate and in which
order. This can help reduce errors, especially when zero ‘0’
is mixed up with the English alphabet ‘o’, and similarly ‘9’
and ‘g’, etc.

It was also observed in the literature that instead of relying
only on real data, the focus has shifted to exploiting synthetic
data. This is generated using conventional image processing
techniques or more recently developed generative adversarial
networks (GANs). To get better results, authors trained their
networks on huge data sets comprising positive and negative
examples of license plates and their characters. However,
it seems that the trend of generating huge data sets will
not continue as the focus has shifted to fine-tuning for new
applications instead of complete training. The idea is to train a
huge common network on large amounts of data and then use
applications or use-case specific examples to fine-tune this
common model. This has resulted in significant gains in both
computer vision and natural language processing based tasks.

VIII. CONCLUSION
Current state-of-the-art literature on License plate recogni-
tion has focused mainly on the detection, extraction, and
recognition of license plates. Some authors have also focused
on deblurring, denoising, and geometric transformations to
improve recognition accuracy. Neural networks were ini-
tially employed to solve the individual problems of detection,
extraction, or optical character recognition. However, later
efforts focused on employing them for the complete process.
In this aspect, researchers have proposed using two, three,
four, and even five networks to identify if an image contains
a license plate or not. Over the years, various authors have
employed custom CNNs, generative adversarial neural net-
works, recurrent neural networks, and single shot multi-box
to solve the problem of license plate recognition. The focus
on increasing the speed of these networks has revolved around
the use and modification of the YOLO network and its evo-
lution with time.

Compared to conventional deep learning strategies, the
focus has recently shifted to semi-supervised learning. The
current trend is to use large amounts of unsupervised data
and a small amount of supervised data to improve model
performance. This is done by optimizing two loss functions,
one with supervised data and another with unsupervised data.
The advantage of semi-supervised methods is the reduced
time required for data annotation and preparation, as fewer
data samples have to be marked manually. An interesting area
to explore could be the minimum number of labeled samples
required to train a license plate recognition system using a
semi-supervised approach.

Transformers have recently seen much interest in the
domain of natural language processing. Similar to it, Google
has introduced a vision transformer for image classifica-
tion. Transformers address the problem of requiring large
annotated/tagged data sets for supervised learning. They
employ self-supervised learning where large unlabeled data
sets are used for training huge networks with billions of
parameters [13]. These pre-trained models cannot be used
for any specific task; however, re-trained or fine-tuned using
a small data set, they can produce state-of-the-art results.
Such networks have already been used for biomedical image
classification [6] and fine-grained image classification [10].
Since many image data sets comprise characters and num-
bers, such pre-trained networks may be trained for license
plate recognition by using a reduced fine-tuning data set.

Alongside these directions, methods like YOLO will con-
tinue to produce better results. Recently N-YOLO [43] was
proposed for real-time object detection and tracking. The
idea was to use fixed-size image patches instead of reducing
the image size. This approach may help in the license plate
recognition task since the license plate is generally a smaller
object in the complete image frame.Most of the approaches in
the literature are top-bottom approaches, i.e., a significantly
huge list of objects is considered as hypotheses, rectangular
boxes are identified, and then this list is reduced. Recently,
the focus has shifted to bottom-up approaches as well,
where objects emerge from combining sub-objects or parts.
An example is CornerNet [55] where corners are detected
first, and objects are then detected based on detected corners.
HoughNet [86] comprises a CNN connected to three branches
predicting dimensions of the object bounding box, object
center location, and visual evidence scores calculated using
log-polar based voting. The reason HoughNet is interesting
is that it has demonstrated promising results for the detection
of smaller objects.

The algorithms presented in this work have increased the
accuracies of license plate recognition considerably, so much
so, that for the Caltech data set an accuracy of 96% was
achieved using YOLO architecture. For AOLP data set an
average accuracy of 99% was achieved using CNN architec-
ture. For the PKU dataset an average F1 score of 99% was
achieved using RCNN and LSTM architectures. For Ope-
nALPR, UCSD, SSIG, KarPlate and University of Zargeb
data sets accuracies of 96%, 97%, 97%, 98% and 97% were
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achieved using YOLO type networks while for CLPD an
accuracy of 77% was achieved using Xception CNN and
LSTM architecture.

License plate recognition has proven to be extremely ben-
eficial in tasks related to access control, traffic monitoring,
automatic violation ticketing, paid metering, toll booth tick-
eting, pollution control, security and surveillance. The birth
of smart cities will require more and more automation tasks
and this will require license plate recognition algorithms that
are both efficient and streamlined. More and more cameras
will increase the requirement of re-identification of cars for
mapping their trajectories. An open challenge, with regards
to license plate recognition, are those countries where stan-
dardized license plates are still not used by all the vehicles.
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