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ABSTRACT In recent years, the epidemic of communicable diseases has boosted the prevalence of online
teaching activities. But how to make smart evaluation towards teaching effect has always been a technical
barrier. As consequence, this paper utilizes fuzzy comprehensive analysis to deal with this problem from
the perspective of big data mining. In particular, it proposes a data-driven smart evaluation framework for
teaching effect based on fuzzy comprehensive analysis. Firstly, business data is timely collected from online
courses as the basis, including teacher performance, teaching contents, student feedback, etc. Specifically,
the initial data is encoded into structured format, from which characteristics of students behaviors can be
analyzed. Then, the fuzzy comprehensive analysis is utilized to calculate evaluation results of teaching
effect. Some simulation experiments are conducted based on the computer programming design, in which
the proposal technical framework is implemented on a developedWeb platform. The experiments reflect that
the proposal can well realize evaluation of teaching effect.

INDEX TERMS Big data mining, fuzzy comprehensive analysis, smart evaluation, teaching effect.

I. INTRODUCTION
In recent years, with the rapid development of network and
database technology, people have accumulated more and
more data [1], and there is a lot of useful information hidden
behind these data [2], which has been widely used, and the
ability to exploit them becomes increasingly important [3].
The same is true in the field of education. Major colleges
face the same problem in the process of teaching evaluation in
each academic year [4]. In the face of a large amount of teach-
ing evaluation data, the teaching administrative department
uses traditional evaluation methods, which are not effective
and cannot meet the needs of modern teaching develop-
ment [5]. People hope to conduct multi-angle and high-level
analysis and processing of these teaching evaluation data,
to find more and more useful knowledge and information [6],
and provide more methods and measures for improving the
level of teaching quality [7]. Datamining is a decision support
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process, which extracts potentially useful information and
random practical application data [8]. It involves the process-
ing steps of extracting, transforming, analyzing and modeling
a large amount of data in the database [9], so as to extract
the key data to assist decision-making [10]. Through data
mining, it can help decision makers to find patterns, find
neglected factors, predict development trends, and then make
decisions [11].

Based on big data, this paper constructs an education
and teaching effect evaluation model, and uses AHP (Ana-
lytic Hierarchy Process) when determining the weight of the
hybrid teaching evaluation index system to ensure that the
coefficient obtained by each evaluation index is scientific and
accurate [12]. In order to solve the problem of the classifi-
cation criterion of teaching evaluation, the attributive infor-
mation entropy and decision tree analysis methods are used
to establish the classification and evaluation decision tree of
teaching effect [13]. In order to discover the law between
the evaluation criteria and the result, the correlation knowl-
edge analysis method which can automatically discover the
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FIGURE 1. Fuzzy comprehensive analysis.

teaching law is introduced [14].When using AHP to calculate
the index weight, there are four steps in total, namely, estab-
lishing a hierarchical structuremodel. Using these association
rules, some good teaching methods and related improvement
measures have been found [15].

At the same time, this paper also proposes a teaching man-
agement theory and data analysis algorithm based on cluster-
ing algorithm and teaching big data, and constructs a teaching
quality evaluation index system. Using one-dimensional data
as the data source, the teaching big data analysis based on
clustering algorithm is realized. In this paper, various func-
tions of the teaching management system are tested, and it is
verified that the system runs well and the results of data anal-
ysis are accurate, which can provide an objective reference
for teaching management personnel at various management
levels. In addition, the absolute values of the correlation coef-
ficients between variables are all less than 0.888, which does
not violate the rule that the absolute value is too close to 1,
indicating that the inherent quality of the model is basically
ideal. The main contributions are as follows:

• The evaluation data of a certain school year is selected
as the original data in this paper, and the personal infor-
mation of each teacher is also collected. These data
are integrated and the data collected from different data
sources is combined into the same database.

• Initially construct and revise the evaluation model of
college students’ SPOC learning engagement. The valid
data obtained from the questionnaire were analyzed and
processed by SPSS 19.0 and Excel, and the structural
equation model was analyzed by AMOS24.0 software.

• It has no significant direct impact on behavioral input.
Then, it cleans the data: it deletes incomplete data

records or some extreme records, and discretized some
continuous data.

• TheApriori algorithm is used to carry out datamining on
the generated mining database and generate a number of
association rules. Through the analysis and research of
these rules, somemethods ormeasures to improve teach-
ing methods and teaching management can be found.

II. RELATED WORKS
While conducting empirical research on college students’
teaching evaluation, researchers also directly select foreign
evaluation questionnaires to conduct cross-cultural research
to examine its applicability [16]. In the study of blended
teaching evaluation methods, the evaluation in blended teach-
ing should effectively utilize the respective advantages [17].

Cantabella et al. [18] mentioned in the evaluation sys-
tem based on ‘‘online and offline’’ mixed teaching research
model. The quality evaluation of ‘‘mixed teaching’’ should
highlight ‘‘multi-dimensional compounding’’. The evalua-
tion of oneself has greatly mobilized the initiative and enthu-
siasm, and improved the teaching effect. Verma et al. [19]
selected college students from liberal arts, science, and engi-
neering, conducted principal component factor analysis on
the results of 34 evaluation items, and extracted five dimen-
sions of students’ evaluation of teachers’ teaching effects:
teachers’ teaching skills (the teachers’ comprehensive use
of their teaching skills) ability to impart knowledge to stu-
dents and cultivate students’ learning ability in an orga-
nized manner, teachers’ knowledge (the depth and breadth
of teachers’ knowledge composition), teachers’ teaching
style (behavioral styles and images displayed by teachers
in the teaching process), personality characteristics (good
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FIGURE 2. Educational indicator screening process.

personality characteristics), teacher-student communication
(students conduct academic exchanges with teachers after
class through homework assigned by teachers, etc.).

In the research on the influencing factors of blended learn-
ing outcomes, Hesse et al. [20] used the behavior-anchored
assessment method as the basis to construct an evaluation
tool for university teachers’ blended learning model based
on behavioral scales. After interviewing students and experts,
Pashazadeh and Navimipour [21] emphasized that the aspects
of teaching that are particularly important in the blended
learning model are: teacher-student communication, learn-
ing resources, curriculum, and teachers’ technical abilities.
By exploring the effectiveness of a blended learning envi-
ronment, the researchers used learning design characteristics
(technological quality) and independent variables, and stu-
dent satisfaction was predicted [22], [23], [24]. The results
show that some student characteristics and design characteris-
tics are important predictors of learning outcomes for blended
learners, and that by enhancing online assignments, improv-
ing students’ performance, and enhancing online assignments
can not only improve students’ academic performance, but
also cultivate students’ essential skills [25].

III. THE DESIGNED TECHNICAL FRAMEWORK
A. HIERARCHICAL DISTRIBUTION OF BIG DATA
The data integration layer is at the bottom of the entire data
architecture. It is usually necessary to process and analyze
the measured data using statistical methods to evaluate the
questionnaire items in the scale, the dimensional structure
of the scale, and its reliability and validity [26], [27]. The
content and purpose of the evaluation are different, and the

data processing methods used are also different. It can con-
sider and process multiple dependent variables at the same
time, allow independent variables max(b (i)) and estimate the
reliability 1 − b(i) and validity 1 − b (i) of observable vari-
ables. The max {b (i)} represents the dimensional structure of
general teaching effect.

B(i) = max{b(1), b(2), b(3), . . . , b(i− 1), b(i)} (1)

w(i, j) =

√√√√ n∏
i=1

1 − b(i) −

n∏
j=1

1 − b(j) (2)

Classification requires the use of the database to one of a
given category. A classification model established according
to the selected training data set (analuzed data tuple object)
and the attributes of the data in the training data set gainrate
(a, b), the goal is to generate a series of classification rules
from the classification model rate(a, b), which can be used to
categorize other later data so that you can better understand
what is in the database (x, y).

gainrate (a, b) = gain(a)/ gain(b) − rate (a, b) (3)

1 −

∑ (
ta(x, y)

t
− tb(x, y)

)2

< 0 (4)

In the equation is the calculation result of the first matrix,
and the value of W − i represents the weight of teaching
support, interactive feedback, teaching effect and student
satisfaction in the blended teaching evaluation index system
of universities. The file storage layer uses the distributed file
system technology to organize the various storage devices
connected through the network with a large number of bottom
layers and distributed in different locations, and provides
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FIGURE 3. Division of factors and coefficients of the teaching system.

object-level file access service capabilities to the upper-layer
applications through a unified interface. Prediction predicts
future data log(t) based on historical and current data, and
classification can also make predictions. There are certain
similarities between the two, but there are also certain differ-
ences: classification t(i) is generally used for discrete values,
and prediction epp(a, b) is used for continuous values. The
w(i, j) represents the other fitting index of evaluation model
fit.

log(p|t(i)/1 − t|) − log(1 − t) < 1 (5)

ep(a, b) =

∑
a,b<1

pi(a)/pi(b) − ep(a/b) (6)

There are two basic methods of bias detection pi(a)/pi(b):
one is based on statistics and the other is based on bias, both
of which aim to find the difference between observations and
predictions ep(a/b). Patterns with high recurrence probability
are searched through time series. log(1 − t) represents the
dimensional structure of multimedia teaching effect. One of
the more important influencing factors here is the time series.
In the time series mode, it is necessary to find the rules whose
occurrence ratio is always higher than a certain minimum
percentage (minimum support threshold) within a certain
minimum time. These rules are adjusted as appropriate to
changes in Table 1.
Through the analysis of student indicators in English class-

room teaching, students’ evaluation indicators are obtained
through integration. This study draws on the mature learning
investment scale of domestic and foreign scholars. Therefore,
confirmatory factor analysis is used, that is, the factor loading
must be greater than or equal to 0.6. At the same time, the
reliability of variable is greater than 0.6, and the value of
each variable is greater than 0.5, indicating good convergent

TABLE 1. Analysis of big data indicators.

validity. In this study, the pre-set indicators were screened by
the student consultation method. The judging group consisted
of 100 students to conduct experimental research, mainly
including students of all grades. The analysis format of data
Table 1 and the meanings of the three exponential factors
are as follows: When it is necessary to analyze and evaluate
the data table, some attributes related to the teaching analysis
and evaluation model can be extracted as judgment condi-
tions according to the information in the teaching evalua-
tion database, and corresponding attributes can be matched
according to the rules formed by the decision tree. If the
attributes meet the conditions of the exponential factor part,
the corresponding conclusions can be obtained. It can be seen
that the overall model fit of the index factor meets the fitting
requirements except that the Chi-square value is not up to the
ideal due to the influence of large sample size.

B. FUZZY COMPREHENSIVE ANALYSIS
For the first-level fuzzy comprehensive evaluation, the weight
of each index is obtained, but the relationship matrix w(i, j)
is calculated, and the final score is obtained through fuzzy
operation, and the maximum value is taken as the evaluation
value. For the second-level fuzzy comprehensive evaluation
model, first calculate the weight of the second-level index,
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then calculate the relationship matrix R, calculate the weight
and the relationship matrix R, and get the weight multiplied
by the matrix R and equal to the intermediate variable w(i).
If the difference 1−w(i) between i and j is large between the
two uses the fitting index to reflect. The dimensional structure
is mainly judged by the fitting CI (x, y). The commonly used
fitting indices and their judgment criteria are as follows:

w(i, j) = sig mod[1 + w(i), 1 − w(i), 1 + w(j), 1 − w(j)]

(7)

CI (x, y) = lamda(x) −
n(x)

1 − x − y
(8)

Data preparation lamda(x) is an important step in data min-
ing, and its results are related to the efficiency, accuracy n(x)
and effectiveness of data mining. λ(x) represents the verifica-
tion of first-order seven-factor model. It includes three parts:
data gelection, data pxeprocespizg and data transformation.
Data selection is to select data suitable for mining from the
database. Data proproceging is to prepare for the next step
by performing some simple cleaning processing on the data.
The specific processing includes data cleaning CI (x, y), data
integration CI (x), data transformation RI (x, y), data reduc-
tion RI (x) and data discretization. max(i) − max(j) repre-
sents the standard deviation value of all items. RI (x)/RI (y)
indicates that the mean value is regarded as the result of
status evaluation. Data transformation is to find out the really
useful features according to the purpose of mining, and estab-
lish related models to reduce the workload. The maximum
eigenroot λmax of each judgment matrix is substituted into
the formula to calculate, and the CI value of each judgment
matrix is obtained. Then check the random consistency index
table to find the corresponding RI value, and use the formula
CR = CI/RI to get the CR value of the index consistency.
If CR < 0.1, it is considered that the degree of inconsistency
of A is within the allowable range and there is satisfactory
consistency, and the consistency test is passed.

CR(x, y) = CI (x, y)/CI (x) − RI (x, y)/RI (x) (9)

λmax(i, j) =
1

1 − n

∑
i=1

max(i) max(j) /w(i, j) (10)

It divides the collection max(i, j) of data objects into dif-
ferent groups or classes. Clustering algorithms can be divided
into several broad categories: hierarchical methods, partition
methods, grid-based methods, and density-based methods.
All clustering algorithms have a quantitative scale problem.
Too coarse division w(i, j) will easily lead to insufficient
quantification ep(a)−ep(b). On the contrary, too fine division
will produce many gmall clusters 1 − s(i). Therefore, this
algorithm is not suitable for application s(i − 1) in teaching
evaluation system.

I (s(i) + s(2) + . . . + s(i)) − ep(a, b) = ep(a) − ep(b) (11)∑ s(i) + s(2) + . . . + s(i)
1 − s(i)

− s(1 − i) < s(i− 1) (12)

FIGURE 4. Sampling distribution of effect evaluation.

In the k − th cycle, first connect with itself through k − 1
to generate a get of candidate k − itemsets C − k , each item
get in C − k is composed of the first (i + j − 2) frequent
itemsets belonging to k−1. p(i)−p(j) is the hybrid application
teaching evaluation index. |s(i) − s(j)| said that recycling
questionnaire data reliability. Items are the game, but only one
item differs from the concatenation. Any subset of frequent
log(i− j) itemsets must also be frequent itemsets. Therefore,
the final get p(i, j) needs to be verified. The main operation
is to delete the infrequent | s(i) − s(j) | itemsets that do not
satisfy the support degree. The normalized feature vector can
be used as the weight vector; otherwise, the pair comparison
matrix A should be reconstructed to adjust Aij. The scale of
this class should be reduced, and teachers should reasonably
design the scene and the time for students to question and
answer questions, and other classroom teaching links.

1 −

∑
i=1

p(i)p(j)/ log(i− j) − log(i+ j) < 1 − i (13)

p(i, j) − s(i)s(j) − |s(i) − s(j)| ⊆ P(sets) (14)

All frequent itemsets are found by performing multiple
scans of the database.When scanning the database for the first
time, calculate its support for each data item in the itemset
I , determine the set L1 of frequent 1 itemsets that satisfy the
minimum support, and then use it to find the setL2 of frequent
2 itemsets, repeatedly, in the k − th scan, first generate all
new candidate item sets C based on the set Lk − 1 found
in k − 1 scans, and then determine the set Lk of frequent k
itemsets that satisfy the minimum support degree from the
candidate set CK , and use Lk as the basis for the next scan.
The overall implementation w(i)−w(j) indicates that the atti-
tude is between satisfactory and relatively satisfactory. In the
hypothesis in Figure 1, since the influence of other variables
on the interaction input is not considered, only the degree
of its influence on other variables is concerned. Therefore,
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FIGURE 5. Data distribution of effect evaluation.

the interaction input is an exogenous latent variable, and no
residual term needs to be set.

The frame logic of Figure 1 indicates that the sample set
is divided according to the values of test attributes, and the
sample set is divided into sub-sample sets according to the
number of different values of test attributes. At the same time,
the decision tree grows a new node corresponding to the node
of the sample set. The sample set is divided according to the
values of test attributes. If it is a confirmatory factor analysis,
the factor loadings of the index variables should be greater
than or equal to 0.6; if it is an exploratory factor analysis,
the factor loadings of the measurement items may be greater
than or equal to 0.5. This study uses AMOS24.0 for analysis.
It can be seen that the factor loading of all measurement
items is greater than or equal to 0.719, indicating that the
measurement model has good convergent validity.

C. SCREENING OF EDUCATIONAL INDICATORS
Teachers entered and filled out the questionnaire through
the indicator link. The questionnaires of the four participat-
ing teachers were mainly analyzed, from teachers’ teaching
efficacy, TPACK (Technological Pedagogical and Content
Knowledge) and classroom teaching behavior. The survey
results of teachers’ teaching efficacy are as follows. Teacher
efficacy adopts a six-point scoring method, and six options
are given from ‘‘completely disapprove’’ to ‘‘completely
agree’’. The average indicates that the average score indi-
cates the level of teachers’ teaching efficacy. TPACK adopts
a 5-point scoring method, giving 5 options from ‘‘strongly
disagree’’ to ‘‘strongly agree’’, and the results are expressed
by the average score of each item, and the level of the average
score indicates the level of the teacher’s TPACK.

Then, further analyze each evaluation index to determine
that each index item meets the reliability requirements in
Figure 2. ‘‘Correlation between revised item and total’’ lists

the Pearson correlation coefficient of this item and other items
of the scale after revision. The larger the coefficient, the
higher the internal consistency between this item and other
items, and vice versa. However, ‘‘Cronbach’s coefficient after
deletion’’ lists the internal consistency α coefficient value of
the new scale composed of other items after deletion of this
item. The internal consistency between the items is poor, that
is, the correlation is poor. In the overall item statistics text
of the blended teaching evaluation index system scale of this
study, in the column of ‘‘Correlation between revised items
and totals’’, the correlation coefficients between each item
and the rest items are in the range of 0.5-0.8, the value of
the item ‘‘Platform Maintenance’’ is 0.371, which is smaller
than the values of other items, but it can be seen in ‘‘Cron-
bach’s coefficient after deleting the item’’ that if the item
‘‘Platform Maintenance’’ is deleted, so the item ‘‘Platform
Maintenance’’ continues to remain. It can also be obtained
from the overall statistics of the project that the internal
consistency of the blended teaching evaluation index system
scale is relatively high, which can be used for continued
research.

D. COMPOSITION OF TEACHING SYSTEM FACTORS
The setting of this module can prevent illegal users from
entering the system to modify data and improve the security
of data and system. Some indicators have relatively low
scores, all below 120 points, so the choice is distributed
in 240 points. The above indicators are used as reserved
indicators. The indicators obtained include teachingmethods,
use of multimedia teaching, helping students to expand their
English classroom teaching horizons, meticulous teaching,
simple explanation, many examples, and students should be
fully prepared.

The teaching management system studied in Table 2 is
based on teaching big data, and displays the results of data
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TABLE 2. Factor analysis of teaching system.

TABLE 3. Teaching effect evaluation algorithm.

analysis to school teachers and teachingmanagers at all levels
in a visual way, providing them with objective and accurate
data, and providing data for teaching decision-making sup-
port, use teaching big data to drive teaching management,
and school leaders can make teaching decisions. Due to the
different roles of the users, the permissions of the users are
also different, and the data provided to the users are also
different. The average value and standard deviation of the
collected data were analyzed, and it was found that the aver-
age value of each item was greater than 3, which means that
the respondents agreed that all the indicators should be used
as the evaluation indicators of blended teaching, especially
the ‘‘timely feedback of teachers’’. The average score is as
high as 4.18, indicating that the surveyed students believe that
‘‘whether the teacher’s feedback to the students is timely’’
should be used as an extremely important indicator in the
evaluation of blended teaching. There is no major difference
in the survey results, which also shows that the respondents’
opinions on the construction of blended teaching evaluation
indicators are largely unanimous. The system can obtain the
class number of the student through the reverse operation of
the identification number, and by using the generated class
number, the system can obtain the teacher’s class situation of
the class, and list the teacher’s class situation for students to
choose and evaluate.

The Cronbach’s coefficient classification standard is rel-
atively consistent in Figure 3. As shown in Figure 3, the
distribution of sample groups is shown in bar charts and error
curves, which are evenly distributed along with nodes. It is
recommended to discard it. The combined reliability (CR)
value is the combination of the reliability of all indicator

variables within the latent variable, indicating the internal
consistency of the latent variable. This study believes that a
CR value greater than 0.6 indicates that the consistency of
the internal indicators of latent variables is acceptable, and
if it is greater than 0.7, it indicates that the items within the
dimension have good consistency. The variation extraction is
used to calculate the explanatory power of the variance of the
latent variable. If the AVE is higher, it means that the latent
variable has higher reliability and convergent validity. The
reliability is judged based on the above coefficients, CR val-
ues and AVE standards, first calculate the overall value of the
questionnaire, and then calculate the coefficient, CR value
and AVE of each latent variable. The overall value is 0.946,
indicating that the overall reliability of the questionnaire is
very ideal.

E. SAMPLING FOR EFFECT EVALUATION
The data center module provides rich statistical data of effect
evaluation for teaching administrators. Teaching administra-
tors at all levels can manage students and teachers according
to the results of statistical analysis of the data, and timely find
out the deficiencies in the teaching work, and use this as the
basis. Through the extraction of English classroom teaching
evaluation indicators, the teachers’ evaluation indicators are
summarized in Figure 4. As shown in Figure 4, several
groups are distributed in percentage form, showing the order
of components. The web terminal system connects to the Sql
(Structured Query Language) Server database of the remote
server through Sql request, and executes the Sql request sent
by the client, and feeds back the result of the Sql request to
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FIGURE 6. Structural equation model assignment.

the user after executing the operation command, and closes
the connection between the database and the client. After
receiving the data returned by the server, the web system
processes the data and presents the processed data to the user.

It can be seen that the learning methods of lessons 2 and
7 are effective, and the learningmethods of the other 5 lessons
are weakly effective or ineffective. Among them, the pure
technical efficiency value of the first lesson is 1, the technical
efficiency value and the scale efficiency value are both 0.893,
which does not reach the effective value of 1. Comparing the
original data with the second lesson, it can be found that the
students found too many problems in the first lesson, which
means that the students’ preview is not deep enough. Some
of these problems can be solved by themselves through the
preview. When these problems are raised in the classroom
teaching, it takes some time and affects the learning effect.

IV. APPLICATION AND ANALYSIS OF EDUCATION AND
TEACHING EFFECT EVALUATION MODEL BASED ON BIG
DATA TECHNOLOGY
A. DATA EXTRACTION FOR EFFECT EVALUATION
In order to explain evaluation data, different users can be set to
have different permissions. Since the user’s relevant informa-
tion (username, password, etc.) is stored in the database, it is
necessary to log in to the systemfirst, and then furthermanage
the user. This sub-module can conveniently manage the user’s
password, protect the user’s information. First, the user enters
the account number and password by himself. After clicking
the login button, the username and password are encapsulated
in the factory token string, and the login request and token
are sent to the server through the method provided by the
protocol.

After the students answer the questions, the teacher will
use the evaluation function to grade the students’ answers,
and click the submit button after scoring in Figure 5, and will
send the token string encapsulating the student’s username
username and the student’s score answerResult to the server

through the uploadCourseAnswer class and a submission
request. If the submission is successful, the server returns
1; if the submission fails, the server returns null. For other
traditional factor analysis methods, the characteristics and
advantages of structural equation model are more in line
with the actual needs of research. The theoretical model of
degree evaluation is tested and revised. Judging the degree
of matching between the theoretical model and the actual
observation data is the core and focus of the structural equa-
tion model analysis method. In order to more accurately and
comprehensively measure the degree of adaptation of the
research model, it is necessary to analyze the basic adaptation
indicators and overall adaptation indicators of the model, and
comprehensively consider the test values of each indicator in
Figure 6.
After completing the above operations, click the submit

button, and send to the server through the uploadEvaluation
class the token string that encapsulates the student’s user-
name, student’s evaluation, and student’s opinion message,
and the submission request. If the submission is successful,
the server returns 1; if the submission fails, the server returns
0. Before conducting mathematical statistics, it is neces-
sary to organize and analyze the validity of the recovered
data, excluding the questionnaires filled in by the first-year
undergraduates and the data that were obviously wrongly
answered, and the effective rate was 82.90%. Teaching enthu-
siasm and organizational clarity (F2) have a direct effect on
learning/value (F1), and its direct effect coefficient is 0.583,
that is, if the increase of F2 is 1, then F1 will increase by
0.583. The appropriateness of multimedia technology appli-
cation (F3) has a direct effect on learning/value sense (F1),
and its direct effect coefficient is 0.305; teachingmanagement
(F8) has a direct effect on learning/value sense (F1), and
its direct effect coefficient is 0.131; intergroup interaction
(F5) has an indirect effect on learning/value through teaching
enthusiasm, organizational clarity, and appropriate use of
multimedia technology, and its magnitude is 0.084.

B. SIMULATION OF EDUCATION AND TEACHING EFFECT
EVALUATION
In the adaptation index and standard simulation, the chi-
square value is greatly affected by the sample size, and
becomes more and more significant with the increase of the
sample size. The theoretical hypothesis model is also easily
rejected, but the larger sample size is also a measure of
whether the structural equation model is relatively stable is an
important support. With the increase of the sample size, the
stability of the model and the adaptability of various fitting
indicators will be better, and the research conclusions will
be more reliable and reasonable. Therefore, the degree of
fit of the theoretical model and the actual observation data
cannot be judged only by a single index, and it is necessary
to comprehensively judge the fitting situation by combining
multiple indexes. When using the structural equation model
to test the theoretical model, it is necessary to follow the prin-
ciple of combining theory and actual data, and test andmodify
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FIGURE 7. The weight ratio of teaching effect evaluation.

the model in the measured data and theoretical explanation.
Therefore, before modeling, set such text answers as missing
in the Table 3, and then use SPSS 19.0 software to process
the missing data, and use the mean to fill in the data.

From the comparison of the above results, it can be seen
that, except for the results in the results of this study caused by
different samples and items, the fitting indices are very close,
indicating that the model is also suitable for the samples of
this study. Further observation of the causal effect coefficients
between dimensions in the model shows that the direct effect
of F7 (knowledge breadth) on Fl (learning/value sense) is
negative (-0.085), which indicates that in this model, this path
is not consistent with the sample in this study, nor with the
actual situation, so consider removing this path. Each row is
the input and output indicators of each unit to be evaluated.
The first four columns are output indicators, and the others are
input indicators. The pure technical efficiency is 1, indicating
that the teacher’s mathematical knowledge system is effec-
tive. Due to the error and variation parameters of interaction
input to behavioral input path violation estimation, combined
with the analysis of exponential factor coefficient, it is found
that all path coefficients are positive, but except that the path
relationship between interaction input and affective input,
cognitive input, affective input and cognitive input, behav-
ioral input, cognitive input and behavioral input reaches a
significant level.

C. EXAMPLE APPLICATION AND ANALYSIS
When students are evaluating, they randomly select the
identification number according to the class. After entering
the classroom teaching quality evaluation system, input the
extracted identification number as required. The system can
obtain the student’s class number through the inverse oper-
ation of the identification number. Using the generated class
number, the teaching system situation of teachers in this class
can be obtained, and the teaching situation of teachers in this

class is listed for students to choose and evaluate. Because
the identification number can uniquely identify a student, the
system performs identification by confirming the identifica-
tion number entered by the student, and determines whether
the student can enter the assessment and which teachers can
be assessed.

The data in this paper includes the teacher’s basic infor-
mation and teacher’s evaluation data. There are some noise
data, vacancy data and inconsistent data in these original data,
which will have a relatively large impact on the results of
data mining, and the existence of some redundant data will
also cause too many data items that affect the data results.
Therefore, data preprocessing is necessary before starting
data mining. There are a large number of data preprocess-
ing techniques. The data preprocessing methods used in this
paper mainly include: data integration, data cleaning, data
induction, data transformation and so on.

The continuous comparison method in Figure 7 is used
to classify and code the data, that is, the researchers should
analyze the data in blocks and continuously compare it with
the previous data to determine the reflected phenomenon.
As shown in Figure 7, the weight curves and corresponding
error intervals of the four groups of samples are stable. In the
data sorting stage, coding is carried out according to the
three-stage coding method, namely open, axial and selective.
First, a preliminary coding scheme is formed, and then similar
codes are summarized and merged to clarify the hierarchical
relationship. Finally, the most relevant codes are selected
from the above codes. In the data analysis stage, the matrix
and query functions in the software are used.

The results of the paired t-test analysis in Figure 8 showed
that the difference in the depth results under the two methods
was statistically significant, indicating that the overall mean
is likely to be the same, and there is a systematic error,
especially in this study with a large sample size, the paired
t-test is easy to detect small differences between the means
of the two groups where such differences are immaterial.
As shown in Figure 8, the big data test results correspond to
each data point and basically show a linear correlation trend.
The Cronbach’s coefficient of each latent variable of the eval-
uation tool prepared in this paper is between 0.871 and 0.907,
the CR value is between 0.873 and 0.908, and the variation
extraction amount is between 0.580 and 0.748, which all meet
the above standards and requirements.

The reliability coefficient of the measurement question-
naire is good, that is, the measurement model has a good
reliability coefficient. The results showed that the correlation
coefficients were 0.944 and 0.943 respectively under the two
methods of use, indicating that the results of the two mea-
surement tools had significant correlation and a high degree
of closeness, and the linear regression equation showed that
the slopes were close to ‘‘1’’. Further Bland-Altman anal-
ysis showed that the differences were less than 10%, and
the measurement results were comparable and substitutable.
Although there is no uniform standard for the determination
of sample size in Bland-Altman analysis, and the problem
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FIGURE 8. Big data reliability test results.

of small sample size generally exists, this study calculates
that two samples are sufficient according to the deduced
sample size estimation method, so the results of this study
are reliable.

V. CONCLUSION
This paper uses Visual Basic 6.0 and Microsoft Sql Server
to develop a data mining system based on teaching evalu-
ation, which combines the association rule mining technol-
ogy in data mining to make reasonable use and in-depth
analysis of teaching evaluation data. We conducted in-depth
research on teaching management theory, and determined
the data content that can reflect students’ learning behav-
ior and teachers’ classroom teaching, including students’
attendance, homework, classroom answers, classroom tests,
and students’ evaluation of teachers’ classroom teaching.
The Android mobile APP adopts a framework, and uses the
Android-based network communication framework to realize
the communication between the Android mobile APP and the
server, and realize the real-time collection and monitoring of
the basic teaching data. When the path relationship between
teaching cognitive engagement and behavioral engagement
reached a significant level, the impact path value of interac-
tive engagement on behavioral engagement was 0.088 (non-
standardized), with a P value of 0.108, which was greater than
0.05 and did not reach a significant level. Finally, through
qualitative analysis of the data, relevant data mining models
are generated, calculated and analyzed, and quantitative con-
clusions are drawn after the research, so as to get the basis
and method to solve the problem.
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