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ABSTRACT Frame identification, which is finding the exact evoked frame for a target word in a given
sentence, is a fundamental and crucial prerequisite for frame semantic parsing. It is generally seen as a
classification task for target words, whose contextual representations are usually obtained using a neural
network like BERT as an encoder, and enriched with a joint learning model or the knowledge of FrameNet.
However, the distinction at a fine-grained level, such as the delicate differences in the information of syntax
and PropBank roles caused by different parts-of-speech (POS) of target words, is neglected. We propose
a Multiple POS Dependency-aware Mixture of Experts(MPDaMoE) network that integrates five types of
information, consisting of the syntactic information of target words whose POS are nominal, adjectival,
adverbial, or prepositional, and the PropBank role information of target words whose POS are only verbal.
To better learn such information, a Mixture of Experts network is employed, in which every expert is a
Graph Convolutional Network, to incorporate the different dependency information of target words. Our
model outperforms state-of-the-art models in experiments on two benchmark datasets, which shows its
effectiveness.

INDEX TERMS Frame identification, semantic roles, syntactic information, BERT, mixture of experts,
graph convolutional network.

I. INTRODUCTION
Frame Identification (FI) is the process of searching for and
determining the frame evoked by a target word in a sentence,
and Frame-Semantic Role Labeling (FSRL) is the process
of identifying participants and assigning them role labels
licensed by the frame [1], [2], [3]. FI is a major premise
of FSRL, which has been widely used in machine reading
comprehension [4], text summarization [5], relation extrac-
tion [6], and other natural language processing tasks, as it
can describe frame scenarios in a fine-grained manner, and
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whose challenge lies in classifying the massive number of
labels. To simplify this task and enhance model performance,
we can use FI to map thousands of labels to a smaller set [7].
The challenge of FI is to identify the exact frame when the
target word is polysemous. A frame, which is described in the
FrameNet knowledge base [8], [9], schematically represents
a real scenario in our world and includes semantic roles
(specifically, core and non-core roles). As shown in Fig. 1,
the word turned evokes the two frames Cause_change and
Becoming. In Fig. 1 (a) the role labels of the programs that,
your investment and into result are Agent, Initial_category
and Final_category, respectively; in Fig. 1 (c), the islands
that and against it correspond to respective roles Entity
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FIGURE 1. Three examples annotated with Frame-semantic (at the top of a and c), syntactic (b), and PropBank roles (at the
bottom of a).

and Final_quality. The details of frames Cause_change and
Becoming are shown in Table 1, which contains the frame
definition (Def), Frame Elements (FEs) and Lexical Units
(LUs). Due to space limitations, FEs and LUs are only partly
shown.

FI is generally considered a token-level classification task,
whose class labels are frame names, expressed as

f = argmaxfi∈F p(fi|rt ,C), (1)

where fi represents the i-th frame in frame database F , and C
is the context that contains the target word rt .

The deficiency of traditional machine learning meth-
ods [1], [10] lies in feature engineering, which usually
learns the contextual representations of target words with
manually-selected features. Although deep neural networks,
especially large-scale pre-trained language models(PrLMs)
like BERT [11], improve context-based representation by
learning different knowledge in language, we are not sure
about the extent of knowledge learned [12]. Swayamdipta
et al. [13] and Peng et al. [14], respectively, used recurrent
neural networks (RNN) and Long short-term memory net-
work (LSTM) to learn the representation of target words,
while Jiang and Riloff [15] used BERT to capture contextual
features with frame definitions of target words. None of these
methods have taken into account the variation in dependency
information that arise due to differences in parts-of-speech
(POS) of the target words.

To improve the performance of FI, it is essential to fuse
the information of syntactic and PropBank roles, which is

linguistic knowledge that reveals the relation between a target
word and its semantic spans, and is conducive to enriching the
representation of target words and disambiguating polysemy.
For instance, in Fig. 1 (a) and (c), frame Cause_change
and Becoming are evoked by turned, respectively. Accord-
ing to their definitions, Cause_change requires a semantic
span acting as an Agent or a Cause in the context while
Becoming does not. In Fig. 1 (a), the phrase the programs
that semantically tends to express the meaning of an Agent,
which guides the model to identify the target word evoking
frame Cause_change rather than Becoming. Target words
with various POSs may have different syntactic information,
which undermines the effectiveness of a unified modeling
method. Hence, we propose a Multiple POS Dependency-
aware Mixture of Experts (MPDaMoE) Network, (MoE)
layer in which we replace the traditional feedforward neu-
ral network with a Graph Convolutional Neural Network
(GCN) [16]. The MoE layer incorporates multiple-POS lin-
guistic knowledge in a unified module.

The main contributions of this paper are as follows:

• We propose a multiple POS dependency-aware Mixture
of Experts network to capture the fine-grained depen-
dency information of target words with different POSs
and to alleviate the problem that a single GCN cannot
well model this information;

• We observe that the dependency information of different
POSs make different contributions to FI. We con-
duct extensive experiment to investigate the contribu-
tions of different information, and the results show
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that the target words of adjectives make the greatest
contribution;

• Extensive experiments on two FI benchmarks demon-
strate that MPDaMoE outperforms state-of-the-art
models.

The rest of this paper is organized as follows. The next
section II reviews previous works related to this research.
Section III gives a detailed description of MPDaMoE, which
includes a dependency parse layer to get the dependency
information of target words, a context encoder layer to gain
the representation of the whole sentence, aMixture of Experts
layer to fuse dependency information into target words and a
scoring layer tomap textual features to labels. Section IV cen-
ters around the experimental setup, containing the analysis
of the datasets, the baselines compared with our model, and
parameter settings. Section V presents experiment results,
ablation studies, and hyperparameter analysis. Section VI
discusses the deficiency and future work. Finally, Section VII
closes this research article by summarizing our research
methods and pointing out our contribution.

II. RELATED WORK
A. FRAME IDENTIFICATION
The task of FI was first proposed in the Semeval-2007 [17].
Researchers initially approached the problem with machine
learning methods, and Das et al. [1] proposed Semafor which
employed a conditional log-linear model to calculate the
probability of a frame, using manually-designed features
like lemmatized target words,WordNet lexical-semantic rela-
tions and treatment of class labels as supervision signals.
Johansson and Nugues [10] adopted an SVM classifier on
all ambiguous words by utilizing information such as target-
word dependency, lemmas and subcategorization frames.

The research of FI has begun to move toward dis-
tributed feature representation and neural networks, with
three research trends. One is joint learning using distributed
representation. Hartmann et al. [7] achieves higher scores
for out-of-domain frame identification than previous sys-
tems via SimpleFrameId, which utilized SentBow (i.e., aver-
aging the embeddings of all words in a sentence) after
pointing out the sparsity of the feature space of Hermann’s
approach [18]. Hermann’s system produced more inter-
pretable output by taking the dependency information around
the target word into a low-dimensional feature space and
combining FI and FSRL with the WSABIE [19] algorithm.
Another trend is to construct a multitask architecture to learn
high-dimensional features of target words in context auto-
matically. Swayamdipta et al. [13] proposed Open-Sesame,
which employed bidirectional LSTM and dependency infor-
mation to build a classification model, showing that syn-
tax continues to be beneficial in frame-semantic parsing.
Peng et al. [14] dealt with frame semantic parsing and seman-
tic dependency parsing (FI is a subtask of frame semantic
parsing) using LSTM to construct a joint learning model,
which shows how joint learning and prediction can be done

with scoring functions that explicitly relate spans and depen-
dencies. The latest trend is to model the whole sentence via
BERT and fuse external information to improve FI perfor-
mance. Botschen et al. [20] proposed a multimodal method
to capture image features to enrich text features, showing
that accuracy can be improved by enriching the textual rep-
resentations with multimodal ones for English FrameNet
data. Jiang and Riloff [15] and Su et al. [21] employed
some key information from the FrameNet knowledge base.
Jiang proposed FIDO, which stitched together lemma, frame
definition and context to acquire more information. The
experimental results showed that this model performs better
than previous systems on two versions of FrameNet data.
Su came up with KGFI by constructing a frameGCN contain-
ing two subgraphs–FEsGCN (frame-elements-relation graph)
and DefGCN (frame-definition graph via frame relations)–
and mapping target words and frames into the same embed-
ding space and gained the state-of-the-art performance of FI,
demonstrating that all kinds of knowledge about frames are
useful for FI task.

B. GRAPH CONVOLUTIONAL NEURAL NETWORKS
The GCN is the first neural network to transfer convolution
operations to graph structures and can capture the struc-
ture and semantic features at the same time. The GCN has
been adopted to learn dependency information. Li et al. [22]
proposed DualGCN networks model which constructed a
SynGCN and SemGGN utilizing syntactic and semantic
information, respectively, in the aspect-based sentiment anal-
ysis task shown that DualGCN model outperforms baselines.
Veyseh et al. [23] rethought the noise of dependency infor-
mation and proposed a novel GCN-based gated mechanism
for the same task. Zhang et al. [24] used joint learning
for the tasks of semantic and opinion role labeling, using
a GCN to share parameters. Narang et al. [25] and Goel
and Sharma [26] used an LSTM and DepGCN to model the
syntactic dependency information in the task of automated
detection of abusive language. Hence, the GCN is well-suited
to capture dependency features.

C. MIXTURE OF EXPERTS NETWORK
The Mixture of Experts network, first proposed in 1991 [27],
it is based on the divide-and-conquer principle. Shazeer
et al. [28] used the MoE, which was also adopted in recurrent
neural networks, to increase the model parameters and pro-
posed a gating network to select experts in training depend-
ing on inputs. Since different tasks require different skills,
Liao et al. [29] and Zhang et al. [30] replaced the MLP
in transformer with multiple experts to understand different
knowledge. Due to the particularity of graph data, Zhou and
Luo [31] explored the MoE in graph neural networks to
solve the over-smoothing problem, and experiments showed
that MoE has its greatest potential with very large datasets.
In summary, MoE can be used to learn diverse knowledge and
improve the model’s awareness of fine-grained knowledge.
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TABLE 1. Structure of frame Cause_change and Becoming in FrameNet knowledge base.

In short, the previous work concerning FI, with the
assistance of supervision signals, has led to great progress.
However, they still have the following two shortcomings:
(1) Traditional machine learning approaches fed manually
designed features into a traditional machine learning model
to learn a classifier, the main drawback of which is that
they rely on hand-designed features too much, which further
leads to the failure of capturing high-dimensional features
in the text; (2) Although some studies utilized the infor-
mation of syntactic dependency via graph neural networks,
they neglected the particularity of multiple POS dependency
information and such particularity are difficult to capture
with a uniform model. To overcome these two deficiencies,
we utilize GCN to automatically learn the high-dimensional
dependency features of target words to relieve the inadequacy
of feature selection caused by hand-designed features and
employ the MoE network to alleviate the problem that the
singlemodel cannot integrate themulti-part-of-speech depen-
dency features. To sum up, this paper explores the impact of
different dependency information and POSs on the FI task in
a fine-grained manner.

III. METHODOLOGY
To enrich the representation of target words, we propose an
MPDaMoE Network based on multiple POS dependency
information. The network consists of four layers (Fig. 2):
dependency parse, context encoder, Mixture of Experts
and scoring.
The dependency parse layer parses the dependency rela-

tions between target words and other semantic spans, and
outputs an adjacency matrix for the context encoder layer
and a position list with spans for the mixture of experts
layer. The context encoder layer models the context via BERT
and extracts the corresponding embeddings according to the
position of a target word and its semantic spans’ positions.
The Mixture of Experts layer contains a number of GCNs
(the number of experts is a hyperparameter) and a gating
layer allocating different expert modules according to the
embeddings from the context encoder layer and the adjacency
matrix. The score layer calculates the probability of frame and
the loss using a Focal Loss (FL) [32] function.

A. DEPENDENCY PARSE LAYER
To get the target word’s dependency information containing
syntactic and PropBank roles (for verbs), we employAllennlp

[33], which can provide both dependency parser [34] and
PropBank role labeling tools [35]. The dependency parser
in Allennlp using the biaffine classifiers on top of a bidirec-
tional LSTM achieves 95.57% and 94.44% UAS(unlabeled
attachment score) and LAS(labeled attachment score) using
gold POS tags. The PropBank role labeling tool is based on
BERT with some modifications and is currently the state-
of-the-art single model for English PropBank semantic role
labeling task. The tool achieves 86.49% F1 on the Ontonotes
5.0 dataset.

1) ANALYZING DEPENDENCY INFORMATION
The information of frame roles is crucial to identify the
frame because it is associated with its core elements(roles).
Unfortunately, it cannot be used because it is unknown in FI.
To solve this problem, we can draw on syntactic information
and PropBank role information, whichwe collectively refer to
as dependency information. It is also conducive to finding the
semantic spans of target words, because semantic spans iden-
tified using syntactic information and those using PropBank
role information have a full or partial overlapping relationship
with the semantic spans of frame roles. For instance, the
dependency information of the target word turned evokes the
frame Cause_change in the sentence Goodwill has devised
the problems that turned your investment into result, as shown
in Fig. 1(a). The spans of the programs that, your invest-
ment and into result are the constituents of the roles Agent,
Initial_category and Final_category. In Fig. 1(a), the
PropBank role information of ARG0, R-ARG0, ARG1 and
ARG2 is the same as the semantic spans of frame roles of
the target word turned; in Fig. 1(b), the syntactic information
of turned consists of RCMOD, NSUBJ, PREP and DOBJ,
which partially match the semantic spans of frame roles.
Therefore, the performance can be improved if the represen-
tations of target words and their dependency information are
combined.

2) CONSTRUCTING DEPENDENCY GRAPHS
We regard the spans directly connected with a target word and
provided by the dependency information as the nodes in the
graph (the direction of relation is not taken into considera-
tion). A = (aij)s×s denotes the adjacency matrix of a graph,
where s is the number of spans,R denotes a relation set, which
consists of the relations between the semantic spans and the
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FIGURE 2. Overall architecture of MPDaMoE.

target word, and

aij =

{
1 wi ∈ R
0 other .

(2)

P = [[p1, l1], . . . , [pi, li], . . . , [ps, ls]] denotes a list con-
sisting of all span positions, which will be delivered to the
context encoder layer. pi and li denote the start and the end
position, respectively, of a given span.

B. CONTEXT ENCODER LAYER
To get a target word’s embedding that contains the contex-
tual information, we employ BERT as an encoder, whose
pre-training procedures is shown in Fig. 3. Sentences were
input to the encoder with [CLS] signaling the beginning of
the input, and with [SEP] discriminating different sentences.
Specifically, [CLS] represents the embeddings of the input.
BERT, preferring natural language understanding to language
generation, is composed of the multiple encoders of bidi-
rectional transformers [36] and based on two unsupervised
tasks, pre-training objectives using aMasked LanguageMod-
eling and predicting the next sentence. The BERT model
has inputs of word, segmentation, and position embeddings,
which are used to calculate the output embedding. It has two
versions: BERT-base and BERT-large, the first with 12 layers,
768 hidden sizes, 12 Heads and 110 million parameters, and
the second with 24 layers, 1024 hidden sizes, 16 Heads and
340 million parameters.

The self-attention mechanism is the core of transformer,
which aggregates and filters the information of the other
words with the target words. Although the problem of
long-distance dependence is alleviated, the self-attention
mechanism sets a limit on BERT, for it cannot embed the
length of a series longer than 512. As shown in Fig. 4,
the structure of transformer contains multiple Multi-Head
Attentions, each composed of multiple self-attentions, and
each head of attention catches different information, which

FIGURE 3. Overall pre-training procedures for BERT.

enriches the token embeddings with multidimensional char-
acteristics. Self-attention and Multi-Head Attention can be
expressed as

Attention = softmax(
QKT
√
dk
V ) (3)

MultiHead(Q,K ,V ) = Concat(head1, . . . headh)WO, (4)

where Q, K and V can be calculated with the self-input X ,
and headi can be expressed as

Q = WQX (5)

K = WKX (6)

V = WVX (7)

headi = Attention(QWQ
i ,KWK

i ,VWV
i ). (8)

The list of span positions P is known in the dependency
parse layer. The input sentenceC , target word t , start position
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FIGURE 4. Transformer architecture, consisting of encoder and decoder
partitions.

st and end position en of the target word are input to the
encoder Es, and the last layer of BERT output is Ht . Even-
tually, the embedding of target word rt and the i-th spans of
dependency information embedding r ist can be expressed as

rt = Es(C, t, st, en) = W T
s Ht + bs (9)

r ist = Es(C, t,Pi) = W T
s Hsk + bs. (10)

where Ws ∈ Rn×m and bs ∈ Rm are input weight matrices
to be learned. Because the target word and its dependency
information of spans generally have more than one token, Ht
and Hst can be calculated as

Ht =
1

en+ 1 − st

en∑
i=st

(Ht [i]) (11)

H i
sk =

1
Pi[1] + 1 − Pi[0]

Pi[1]∑
i=Pi[0]

(Ht [i]), (12)

where Pi[1] and Pi[0], respectively, represent the start and
end positions of the i-th span of its dependency informa-
tion. Eventually, we obtain the node feature matrix X , which
consists of r1st , . . . , r

m
st , rst . X and rt will be, respectively,

delivered to the next and last layer.

C. MIXTURE OF EXPERTS LAYER
MoE was originally designed to increase model parameters
under the hypothesis that datasets can be naturally divided
into several subsets, which may come from different data
(e.g., domains and topics) and may interfere with each other
when dealing with a single model. It consists of a number of

FIGURE 5. Detail of MoE layer, consisting of Gating network and number
of experts.

expert networks E1, . . . ,Ek allocated by a gating mechanism
according to the weight of different information. Such a
strategy transforms the structure of a multilayer network into
modular construction. Structurally, MoE has two parts: (1)
an experts network, in which each expert is a feedforward
neural network used to learn different knowledge [28], [29],
[30], [37]; and (2) a Gating Network that usually adopts
the approaches of no-sparse gating [38] and noisy top-K gat-
ing [28]. We use no-sparse gating because it is superior [31]
when the number of experts is smaller. The architecture of
MoE is shown in Fig. 5.
Considering that our knowledge is dependency informa-

tion, we construct it with a graph because it can better reflect
the relations between the target word and its semantic spans.
As Fig. 11 (b) shows, the sentence Finally, Greece was ousted
from its new territory in Asia Minor, which became part of
the new Turkish state has eight target words–Finally, ousted,
new, territory, in, became, Turkish and state–evoking respec-
tive framesTime_vector,Removing,Age,Political_locales,
Interior_profile_relation, Becoming, Origin and Politi-
cal_locales. The information of the PropBank role of ousted
and became is split into two partitions (Figs. 11 (a) and (c))
because the syntactic information is different from that of the
PropBank role.

Actually, target words with different POS have different
syntactic information. A target word with certain POS usually
has multiple semantic spans, with different contributions to
the target word, leading to different graph features. Consid-
ering verbs, the information of the PropBank role is used
instead of syntax, because ARG1 and ARG2 are usually
important to a target word. For nouns, AMOD and DEP
are two core relations. For adjectives, syntactic positions of
target words may have different types of dependency graphs.
Specifically, some adjectives just have an AMOD relation
to modify a noun, while others have multiple relations,
such as NSUBJ, DEP and AMOD. Adverbs generally have
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FIGURE 6. The distribution of frame classes in FN1.5 and FN1.7.

ADVMOD or AMOD relations with other spans. Preposi-
tions have two important relations, PREP and POBJ, with
other spans. Therefore, we focus on different dependency
information of target words that may possess various POSs,
which are employed to construct adjacency matrix A, and an
MoE Network is used to model it.

A GCN is useful for extracting high-dimensional features
from non-Euclidean space using convolution. It is described
as a function map f (.), fitted such that every node vi aggre-
gates its own features xi and its neighbor’s features xj. We use
a GCN acting as an expert, instead of the feedforward neural
network adopted by the classical MoE, to fuse dependency
information into target words. We construct the GCN with
only one layer to aggregate the information of first-order
neighbors because we only consider the direct relations
between target words and their dependency information.

Finally, the MoE layer can be expressed as

y =

k∑
i=1

G(x)iEi(xi), (13)

where G(x)i is the weight of Ei. In each expert, the node
features of the target word are calculated as

Rt = ReLu(GCN(A,X ))[−1], (14)

where –1 represents the last position of output embeddings.

D. SCORING LAYER
In this layer, the ultimate representation of a target word is
concatenated with rt and Rt , fusing both dependency and
semantic information as

Ru = Concat(rt ,Rt ). (15)

Then Ru is fed into classification layer L, and softmax is
used to calculate the probability of belonging to frame fj ∈ F ,

pt = softmax(L(Ru)). (16)

Finally, the position of max probability is regarded as the
predicted class,

f = argmax(pt ). (17)

TABLE 2. Statistics for FrameNet datasets.

FIGURE 7. Proportion of five POSs in train datasets of FN1.7.

FIGURE 8. Proportion of five POSs in test datasets of FN1.7.

A long-tailed distribution of datasets is a common phe-
nomenon, the statistical results of the number of every classi-
fication of FrameNet1.5 (FN1.5) and FrameNet1.7 (FN1.7)
are shown in Fig. 6, and it shows the same distribution.
Therefore, Focal Loss [32] replaces cross-entropy, and the
loss is defined as

FL = −(1 − pt )γ log(pt ), (18)

where γ ≥ 0 is a focusing parameter, and 1 − pt is used to
decrease the weight of the sample, which is easy to learn.

IV. EXPERIMENTAL SETTINGS
A. DATASETS
We employed two benchmark datasets, FN1.5 and FN1.7,
to test our model’s performance. Because each sentence may
contain multiple target words in datasets, we consider it as
multi-pairs between target words and the corresponding sen-
tences. The number of Train, Development (Dev), Test and
the number of frames |F| are shown in Table 2.
The distributions of target words with different POS

(i.e., verbs, nouns, adjectives, adverbs and prepositions) in
FN1.7 and FN1.5 (train and test) are illustrated in Figs. 7, 8, 9
and 10. This shows that the proportion of nouns is the
largest, whether in FN1.7 or FN1.5, and the distributions of
various POSs are relatively consistent in the train and test
sets.
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FIGURE 9. Proportion of five POSs in train datasets of FN1.5.

FIGURE 10. Proportion of five POSs in test datasets of FN1.5.

B. EVALUATION METRICS
We use accuracy,

Acc =
1
N ′

N ′∑
i=1

I (yi = f̂ (xi)), (19)

as the evaluation metric, where N ′ is the sum of samples in
test datasets, fi is the true label, xi is the i-th sample and f̂ (xi)
is the predicted result of the model for each sample.

C. BASELINES
We compared seven existing models with MPDaMoE. The
first model, proposed by Das et al. [1], predicts target-word
labels using a log-linear model based on statistical features.
Hartmann et al. [7] average the word embeddings of the entire
sentence and regard them as the target word representation.
Swayamdipta et al. [13] construct a classifier with bidirec-
tional LSTM. Peng et al. [14] use a joint model to mutually
promote the performance for the model of FI and FSRL by
adding frame-semantic role labels and frame labels. Jiang and
Riloff [15] concat the frame definition and other messages
of lexical units and fuse such extra information with the
target word using BERT. Hermann et al. [18] use syntac-
tic information of a target word in the multitask structure.
Botschen et al. [20] map the picture and text information into
the same feature space. Su et al. [21], the previous state-of-
the-art model of the FI, incorporate frame knowledge using
GCN-based methods and select an appropriate frame with an
attention mechanism,

f = argmaxfi∈Ft p(fi|rt ,C), (20)

where Ft represents the new set that has been changed and is
a subset of F .

TABLE 3. Accuracy of frame identification with filtering in FN1.5 and
FN1.7.

TABLE 4. Accuracy of frame identification without filtering in FN1.5 and
FN1.7.

D. PARAMETER SETTINGS
We set the learning rate of models to 5e-5, the batch_size to
64, the GCN module dimension to 128 and max_seq_length
to 128. For the MoE layer, we set the number of experts to 6,
and the dropout of the Gating Network to 0.3. For Focal Loss,
we set γ to 2.

V. EVALUATION
A. OVERALL RESULTS
We tested our model in FN1.5 and FN1.7, and performed
filtering with FrameNet knowledge during the testing process
because the FrameNet knowledge base includes the mapping
between target words and their candidate frames, which can
change the search space from the whole set of frames to
those evoked with the target word. Therefore, function (1)
was modified to (20). The experimental results are shown in
Tables 3 and 4.

MPDaMoE, FIDO [15] and KGFI [21] used PrLMs as the
encoder. Obviously, models that adopted PrLMs were supe-
rior to other existing methods. Our MPDaMoE model per-
formed best on the FN1.7 and FN1.5 datasets. Compared with
the best state-of-the-art model, KGFI, our model with filter-
ing achieves 1.04% and 1.16% absolute rising, and our model
without filtering gains 0.92% and 0.49% improvements in
two datasets. The model achieved 94.20% and 93.71% in
terms of accuracy with filtering and 86.92% and 86.33%
in terms of accuracy without filtering when BERT-base
was replaced with BERT-large as the encoder. The experi-
mental results show that dependency information is helpful
for FI.

In terms of dependency information, previous work seldom
focused on fusing this fine-grained information. We fuse
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TABLE 5. Result of only incorporating dependency information of one
POS.

just one type of dependency information in a POS into the
corresponding target words, while other POS target words
use their semantic embeddings from BERT. Because this
method uses just one type of dependency information, we set
the number of experts to 1. The experimental results of this
manipulation in FN1.7 are shown in Table 5. w/ v_s and
w/ v_p, respectively, denote only syntactic information or
only PropBank role information of verbs is used, and w/

n_s, w/ adv_s, w/ adj_s and w/ prep_s represent that only
syntactic information of these POSs is used. According to
the results, we conclude that using only one type of depen-
dency information promotes performance. It is noteworthy
that w/ adj_s achieved 86.47% accuracy, 0.66% better than
KGFI(2-layers), and w/ v_s, which is equal to the stronger
baseline KGFI, enhanced our performance. Comparing the
performance inw/ v_s andw/ v_p, we find that the PropBank
role information is more valuable than syntactic information
for target words with the POS of a verb.

B. ABLATION EXPERIMENTS
To test the impact of the dependency information of each
POS on MPDaMoE, we successively removed one type of
information. As shown in Table 6, w/o means ‘‘without’’.
The results demonstrate that all five types of information, i.e.,
noun, verb, adjective, adverb, and preposition, are helpful
for promoting the model’s performance and have different
weights for this task, especially in w/o adj_s, whose perfor-
mance declines by 0.58%. In other words, this information is
more important than other information.

In addition, we replaced FL with the traditional
cross-entropy loss function, whose result shows the effi-
ciency of FL for long-tailed distributions of datasets. Finally,
we replaced the MoE structure with a single-layer GCN to
test the impact of MoE, which gained 86.11% in terms of
accuracy. The result shows that MoE is an effective method
for incorporating the dependency information of different
POSs, and the MoE layer incorporating the information of
fine-grained multiple POSs performs better than a single
GCN layer.

C. HYPERPARAMETER ANALYSIS
In our model, the core module is an MoE layer that sets
a number of experts handling dependency information with

TABLE 6. The results of the ablation experiments.

different POSs and calculates the weight of every expert in the
Gating Network using a dropout strategy to prevent overfit-
ting. We analyze the number of experts and the dropout, with
experimental results as shown in Fig. 12 and Fig. 13, based on
which we conclude that the number of experts should be set
according to the dataset. Because the FrameNet knowledge
base has five major POSs, we set the number of experts to 6,
and the model achieves the best performance. Another con-
clusion is that our model has the best generalization ability
when setting the dropout ratio to 0.3.

In addition, we analyze the impact of γ in Focal Loss.
When γ is set to 2, our model gains the best FI performance;
experimental results are shown in Fig. 14.

D. CASE STUDY
As shown in Fig. 11, each target word corresponds to differ-
ent dependency information, which is modeled by different
experts in the MoE layer. One of the experts models the
PropBank role information of verbs. For instance, the spans
of main roles are its new territory in Asia Minor and part
of the new Turkish state, which both refer to countries, for
ARG1 and ARG2, respectively. This information, together
with the meaning of target word became, guides the model
to recognize the frame Becoming rather than Suitability
(another frame evoked by became in the FrameNet knowl-
edge base). Another expert models the graph of syntactic
information to enhance representations of target words. For
example, state can evoke the frames Polical_locales, Ther-
modynamic_phase and Leadership in different context, the
word state has multiple meanings, such as: 1) the territory,
or one of the territories, of a government; 2) the condition
of matter with respect to structure; and 3) a politically uni-
fied people occupying a definite territory. The dependency
information of state shows it is connected with new Turkish,
whose meaning clear, which helps identify the meaning of
state. However, if new Turkish is connected with 2) or 3), then
nonconformity of the language expression occurs. It is such
dependency information that guides our model to predict the
frame Political_locales correctly.

VI. DISCUSSION
We use a trained dependency parsing model and a PropBank
semantic role annotating tool to analyze the context of a target
word to obtain dependency information. Although the two
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FIGURE 11. Dependency information of multiple POS in the same sentence, in which (a) and (c) show the PropBank role
information, and (b) shows the syntactic information.

FIGURE 12. Influence of number of experts.

FIGURE 13. Influence of dropout.

models have achieved a good performance in the correspond-
ing benchmark datasets, there are still two problems when
we employ the two models: (1) Error probability in the two
models may impact the downstream model; (2) FrameNet
datasets may become cross-domain data for the two models,
which probably decreases the accuracy of the analysis result.

FIGURE 14. Influence of γ .

Both problems lead to error propagation, but when using this
non-standard information, we still improve the performance
of FI, which demonstrates the usefulness of dependency
information for FI. Discussing the impact of such errors on
FI will be our future work.

We consider the fine-grained dependency information of
different POSs and integrate such fine-grained dependency
information using the MoE network, which improves the
model’s performance. Specifically, for each and every target
word, its dependency information may be represented by
multiple syntactic dependency relations, such as NSUBJ,
RCMOD and DOBJ, etc. In this paper, we assume all these
relations are helpful for FI, so we adopt a weighting strategy
with uniform distribution for different relations. In addition,
We also believe different relations may have different impor-
tance for FI, and distinguishing the importance of different
relations will be our future work.

VII. CONCLUSION
To solve the problem of incorporating dependency infor-
mation of target words with different POSs, we proposed
the MPDaMoE network, using a BERT encoder to obtain
the embeddings of target words and its semantic spans via
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dependency information, where every expert allocates one
type of information by a Gating Network, which is a Graph
Convolutional Network to incorporate the different depen-
dency information of target words and gain the embeddings
of dependency features of target words. These two types of
embeddings are concatenated as the ultimate embeddings of
target words. In this way, we gain state-of-the-art FI perfor-
mance. We compared the impact of PropBank role informa-
tion and syntactic information of verbs and found that the
information of PropBank roles is superior.
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