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ABSTRACT Oral cancer is a deadly form of cancerous tumor that is widely spread in low and middle-income
countries. An early and affordable oral cancer diagnosis might be achieved by automating the detection of
precancerous and malignant lesions in the mouth. There are many research attempts to develop a robust
machine-learning model that can detect oral cancer from images. However, these are still lacking high
precision in oral cancer detection. Therefore, this work aims to propose a new approach capable of detecting
oral cancer in medical images with higher accuracy. In this work, a novel and robust oral cancer detection
based on a convolutional neural network (CNN) and optimized deep belief network (DBN). The design
parameters of CNN and DBN are optimized using a new optimization algorithm, which is developed as a
hybrid of Particle Swarm Optimization (PSO) and Al-Biruni Earth Radius (BER) Optimization algorithms
and is denoted by (PSOBER). Using a standard biomedical images dataset available on the Kaggle repository,
the proposed approach shows promising results outperforming various competing approaches with an
accuracy of 97.35%. In addition, a set of statistical tests, such as One-way analysis-of-variance (ANOVA) and
Wilcoxon signed-rank tests, are conducted to prove the significance and stability of the proposed approach.
The proposed methodology is solid and efficient, and specialists can adopt it. However, additional research
on a larger scale dataset is required to confirm the findings and highlight other oral features that can be
utilized for cancer detection.

INDEX TERMS Oral cancer, particle swarm optimization, Al-Biruni earth radius algorithm, deep belief
network, convolutional neural network, metaheuristic optimization.

middle-income countries. The most common causes of oral
cancer are heavy drinking and smoking. Survival rates are

I. INTRODUCTION
Oral cancer is one of the most common forms of cancer

worldwide [1]. The late detection of oral cancer can increase
morbidity and high fatality rates. About half of all cases occur
in South Asia [2], and two-thirds of all cases occur in low- and
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low because two-thirds of people in low- and middle-income
countries who have an oral lesion appear at a late stage [3].
It is prohibitively expensive to treat cancer, especially in its
advanced stages [4]. Late diagnosis is sometimes caused by
a combination of medical professionals and patients’ igno-
rance about oral lesions. The screening program has focused
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mostly on diagnosing oral potentially malignant disorders
(OPMD) due to the danger of cancerous transformation, its
enormous value in reducing mortality and morbidity from
oral malignancies, and its prevalence [5]. However, using
this program in real-time situations has been challenging
since it relies on visual examination, and healthcare workers
often lack the knowledge or training to correctly detect this
lesion [6], [7].

To lower cancer-related mortality and morbidity,
researchers have turned to machine learning and deep learn-
ing models to enhance detection accuracy. The value of
automated image analysis in aiding pathologists and clini-
cians in the earlier diagnosis of oral cancer and subsequent
management decisions is undeniable. Significant variability
in the presence of oral cancer makes diagnosis exceedingly
hard for healthcare practitioners and is a typical cause of
delays in inpatient referral to oral lesion experts [8]. In addi-
tion, patients may wait longer to seek medical attention
since early-stage oral cancer and OPMD lesions are often
asymptomatic and appear to be tiny, benign lesions [9], [10].
Oral cancer classification and detection performance is a
focus for authors in [11] and [12], who strive to optimize
these processes while reducing processing time. A fully
automated method for identifying oral tumors in cytology
slides was described by authors in [13] and [14]. By allowing
for multi-class classification and reducing over-fitting to the
data, the provided method successfully reduces the error in
categorizing and predicting oral cancers.

Authors developed a deep learning training model in [15]
and [16], which makes its prediction clear and helps the
network maintain its attention on the tumorous area of the
image, allowing for more accurate segmentation of that area.
To photographically classify oral lesions, authors in [17] and
[18] created a deep learning architecture named D’OraCa.
To improve the accuracy of oral cancer classification, this
study establishes a mouth landmark identification technique
for the oral image and then applies it as guidance to the clas-
sification process. For early detection of cancer of the tongue,
authors in [19] and [20] assessed the performance of six deep
convolutions neural network (DCNN) models using transfer
learning on a subset of data. The DCNN model can tell the
difference between benign and precancerous lesions on the
tongue and identify the five main types of tongue cancer.

Deep learning models have recently been the focus of
research toward classifying melanomas. To provide more
significant features for precise melanoma detection, the
authors of [21] devised a novel method based on deep
CNN and feature encoding techniques. The created model
achieved an accuracy of 86.54% when stored against a
dataset during its training phase. To differentiate between
benign oral lesions and cancerous melanoma, the authors
of [22] developed a deep CNN architecture for this task. A
91.97% sensitivity, 84.76% accuracy, and 787.1% specificity
were achieved using the suggested method. To distinguish
between benign moles and malignant ones, the authors of [23]
used a three-classifier ensemble model. In [24], the authors
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introduced a novel technique based on spiking neural net-
works with time-dependent spike plasticity. Deep convolu-
tional neural network architecture was used by the authors
of [25] to classify melanomas. The strategy mentioned above
was examined by utilizing three distinct data sets. In [26],
the authors employ a CNN-based technique for detecting
malignant lesions (CMLD). On the MED-NODE and Der-
mofit datasets, respectively, the generated model obtained
90.14 and 90.58% accuracy.

Using a deep neural network model dubbed NasNet
Mobile, the authors of [39] were able to identify melanoma in
patients. To address the issue of unequal classes, many aug-
mentation strategies were implemented. Using the Nasnet-
Mobile network, the suggested model achieved an accu-
racy of 89.20% without data augmentation and 97.90% with
data augmentation. To determine whether an oral lesion
was melanoma or a nevus, the authors of [40] relied on a
pre-trained architecture known as ResNet50. The suggested
model has a sensitivity to false positives of 77.9% and
a specificity to false positives of 82.3%. The ResNetl52
model was used to categorize different types of oral lesions
by the authors of [41]. To classify lesions, the authors
of [42] swapped out the last three AlexNet layers for fully
linked layers, softmax, and an output layer. 96.86% accu-
racy was attained by the suggested method. The researchers
in [43] classified oral lesions using a pre-trained model called
Inception-v3. They used augmentation methods to expand
the test dataset. The suggested model performed at a 71.2%
success rate in a classification task. The compiled related
works are summarized in Table 1.

Based on these studies, it can be noted that the detection
accuracy of classifying oral cancer using the methods pro-
posed by authors in the literature still needs more improve-
ment. Therefore, this paper proposes a new approach based
on metaheuristic optimization to robustly classify oral can-
cer in medical images with higher accuracy. The proposed
approach’s convolutional neural network structure is opti-
mized using a new hybrid optimization algorithm for feature
extraction. In addition, the structure of the deep belief net-
work is optimized using the proposed optimization algorithm
for oral cancer detection. The proposed hybrid optimization
algorithm is based on two recently emerged metaheuristic
optimization algorithms: particle swarm optimization and
Al-Biruni earth radius optimization algorithms. The evalua-
tion of the proposed approach is performed in terms of several
criteria to confirm its effectiveness. In addition, statistical
tests such as analysis of variance and Wilcoxon signed rank
tests are performed to assess the statistical difference and
significance compared to other competing approaches. The
recorded results confirm the proposed approach’s superiority
and effectiveness in oral cancer detection.

Il. METHODS AND MATERIALS

The primary methods employed in this work to implement the
proposed approach are detailed in this section. These methods
include the convolutional neural network, which is used in
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TABLE 1. Summary of the recent research in the literature.

Paper  Description Target Dataset size
[27] CT images of the oral cavity. Three-dimensional CNN  Early diagnosis of oral cancer based on three- 7000 images.
for binary image classification. dimensional convolutional neural network.
[28] Histopathological images. CNN was used for 4-class  Tissue Level Based Deep Learning Framework for 2688 images from 52 indi-
image classification. early detection of dysplasia in oral squamous epithe-  viduals.
lium.
[29] Hyperspectral images of the oral cavity. CNN was  Computer-assisted medical image classification for 500 images.
used for 3-class image classification. early oral cancer diagnosis employing deep learning
algorithm.
[30] Autofluorescence and white light images of close-ups ~ Automatic ~ classification ~ of  dual-modality,  Image pairs from 170 indi-
of oral lesions captured with a mobile phone attach- ~ smartphone-based oral dysplasia and malignancy  viduals.
ment. CNN is used for binary image classification. images using deep learning
[31] In-depth details of mobile phone attachment device  Point-of-care, smartphone-based, dual-modality, dual 150 images
used to capture images. view, oral cancer screening device with neural net-
work classification for low resource communities.
[32] Histopathological images. CNN and fully convolu-  Active deep learning: Improved training efficiency of 143 images.
tional network used for 7-class segmentation. convolutional neural networks for tissue classification
in oral cavity cancer.
[33] Fluorescence outputs used to color augment white  Automated segmentation of gingival diseases from 405 images from 150 indi-
light images of close-ups of oral lesions captured  oral images viduals.
using an oral imaging camera. The fully convolutional
network is used for lesion segmentation.
[34] Standard white light images of oral cavity structures. ~ Utilizing Mask R-CNN for detection and segmenta- 40 images.
2-class CNN-based object detection and instance seg-  tion of oral diseases.
mentation of lesions.
[35] Standard white light images of oral cavity structures.  Texture analysis-based segmentation and classifier of 16 images.
Semi-automated active contour used for lesion seg-  oral cancer lesion in color images using NN.
mentation. This is followed by texture-based features
with a neural network used for 6-class image classifi-
cation.
[36] Standard white light images of oral cavity structures. ~ Deep learning for classifying orofacial diseases. 75 images.
CNN is used for binary image classification.
[37] Histopathological images. Texture-based features  Automated oral cancer identification wusing 158 images from 42 indi-
with fuzzy classifier used for 3 class image classifi-  histopathological images: a hybrid feature extraction  viduals
cation paradigm
[38] Confocal laser endomicroscopy providing in vivo cell ~ Automatic classification of cancerous tissue in en- 7894 images from 12 indi-

structure images. CNN is used for binary image clas-
sification.

domicroscopy laser images of the oral cavity using
deep learning

viduals.

feature extraction, the deep belief network, which is used
in oral cancer classification; the meta-heuristic optimization
algorithm, which is used to optimize the convolutional neu-
ral network and the deep belief network for boosting the
oral classification accuracy. The details of these methods are
described in the following sections.

A. BASELINE MODELS

The baseline models used in comparisons with the pro-
posed approach are briefly described in this section.
The models are support vector machines (SVM), Deci-
sion Trees (DT), K-Nearest Neighbors (KNN), and Linear
Discriminant (LD).

1) SUPPORT VECTOR MACHINES (SVM)

Support vector machines (SVM) can be employed as one of
several supervised learning models to classify images into
two categories. This method can classify new, unseen images
into one of two categories after being trained on labeled data
sets characterizing items belonging to a specific category.
This method can be used for multi-class classifications by
taking the multiple-class problem and breaking it down into
two-class problems [44].
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2) DECISION TREES (DT)

A decision tree is a non-parametric supervised learning
method that may be used for either classification or regres-
sion. It is organized like a tree with a trunk, branches, nodes in
between, and leaves. For optimal split locations inside a tree,
decision tree learning uses a divide-and-conquer technique
by employing a greedy search. This partitioning is performed
recursively from the top down until all or the vast majority of
entries fit neatly into predetermined categories [45].

3) K-NEAREST NEIGHBORS (K-NN)

K-nearest neighbors (K-NN) is a supervised learning
approach for regression and classification. K-NN calculates
the distance between the test data and each training point to
choose the best class for the test data. Next, select K samples
that are statistically most comparable to the validation set.
Each of the ‘K’ classes in the training data is evaluated for
the possibility of containing the test data, and the most likely
class is selected via the K-NN method. If ‘K’ training points
are used, those points’ value is an average [46].

4) LINEAR DISCRIMINANT (LD)
One popular method of reducing the number of dimensions in
supervised classification tasks is linear discriminant analysis.

23683



IEEE Access

H. Myriam et al.: Advanced Meta-Heuristic Algorithm Based on Particle Swarm and BER Optimization Methods

It transforms features from high-dimensional space to low-
dimensional space. Modeling these distinctions across groups
allows for defining the boundaries between the many classes
in classification tasks [47].

B. CONVOLUTIONAL NEURAL NETWORK (CNN)

The outcomes of recent deep-learning experiments in sev-
eral fields have been promising. With a large data set, deep
learning models can identify and categorize several layers of
information. They offer a considerable advantage compared
to traditional machine learning, which takes a lot of effort
and expert knowledge to fine-tune the features. Multiple
architectures are proposed for use in deep learning. Convo-
lutional Neural Networks (CNN) [48] are typically utilized
in image processing due to their ability to detect patterns
within images. Convolutional layers, max-pooling layers, and
fully linked layers are only a few components that make
up a typical CNN model. It is the convolutional layer that
serves as the foundation of a CNN’s design [49]. The input
image’s characteristics, such as its borders and colors, may
be extracted with its help. Dimensionality reduction of the
recovered features [50] is achieved with the help of the max-
pooling layer, facilitating easier processing and less compu-
tational overhead. Linearity in the network is the goal of the
final stage of the CNN design, the fully linked layer.

C. DEEP BELIEF NETWORK (DBN)

The deep belief network (DBN) model correctly assigns
classes to images throughout the classification phase. The
structure of DBN is composed of layers of Restricted Boltz-
mann Machine (RBM) and Back Propagation (BP) neural
networks. Layers of output, n hidden layers, and the vis-
ible layer are all included [51]. When learning, the fea-
tures go through several hidden layers before reaching the
input/visible layer at the very end of the model. Eventually,
the correct class label will be assigned to the output layer.
RBM also has input and hidden layers with bidirectional link-
ages between them. The number of hidden units is denoted
by n and m denotes the input units, where h = hy, hy, ..., hy,
and v = vy, v, ..., Vi, . The following equation describes
the RBM energy function.

EWw,h;0)=— ZZWUV,

i=1 j=1

Zav, th (1)

where x is RBM parameter, which include the input layer
bias a;, the hidden layer bias b;, and the link weight w;;
between the nodes in the two layers. The RBM model’s
energy function provides the basis for the following definition
of joint distribution:

o E0D )

pv, h) = RO)
R(O) = Ze—E(V”’) (3)

in which the factor R(@) is used as a normalizer. The input
layer’s independent probability distribution is expressed as
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follows:
p) = Zp(v h) = R(@)Z e Fmh €5

Given that the nodes in each equivalent layer are not con-
nected, the conditional probability distribution of all layers is
formulated as follows:

phj=1|v;0) =0 (Z — b,-) )

i=1

n
pi =1k 0) =0 | D wihj+a; (6)

j=1
The sigmoid function is denoted by the equation o (x) =
1/(1 + exp(x)). Using adjustments to the bias a;, b;, and
weight w;, RBM seeks to maximize the probability p(v).
Using a maximum likelihood estimation strategy, the RBM
parameters set 6 = {a;, b;, w;;} can be obtained from the
training data. The contrast divergence model can recognize

the parameter set 6.

A o
g+ D= Wl(-l-) + E (< Vihj >data — < Vihj >m0del) (7

a(t-i-At) (t)

i + = /3 (< Vi >data — <Vj >m0del) (®)

b A = b(’) 5 (<l >dua — <l >wotat) )
As soon as the RBM’s initial training is complete, the
current concealed layer will be exposed as the next RBM’s
visible layer. When an RBM training session concludes, the
resulting deep features are categorized. The typical architec-
ture of a deep belief network is shown in Figure 1 where o
and B are the learning rate and the batch size, respectively.

D. META-HEURISTIC OPTIMIZATION

This paper uses two optimization algorithms: Particle
Swarm Optimization (PSO) [52] and Al-Biruni earth radius
(BER) [53]. These algorithms are used to develop a new
hybrid optimization algorithm for optimizing the design
parameters of the convolutional neural network (CNN) used
in feature extraction and for optimizing the design parameters
of the deep belief network (DBN) used in oral cancer classi-
fication. This section presents these algorithms’ basics and
then explains the proposed hybrid optimization algorithm.

1) PARTICLE SWARM OPTIMIZATION

The Particle Swarm Optimization (PSO) methodology is
based on mimicking the foraging behavior of flock animals
like birds using an optimization tool that outperforms the
group intelligence approach. Some technical optimization
issues can be solved with the PSO method [54], [55], [56],
[57], which was developed after observing this class of animal
foraging patterns. All particles in the PSO algorithm have
an adjustable value, and their search velocity and range are
controlled by the speed at which they move. The particles
look for the best solutions in a D-dimensional space, where
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FIGURE 1. The architecture of a typical deep belief network (DBN).

a group of N particles lives together. Particles then search
their solution space from the optimal particle’s population
position. Particles keep themselves current during the search
process by monitoring two extreme values: the individual
extremum Pp,s, Which is the optimal solution discovered by
the individual particles, and the global extremum gp,s:, Which
is the ideal solution currently found by the whole group. The
ith particle’s velocity throughout its exploration of the search
space is represented by the following D-dimensional vector:

Vi=u,Vo,....Vip),i=1,2,...,N (10)

Each particle’s particular extremum, defined as its best
possible position in the solution space, is represented by the
notation:

PbESl:Pi11Pi27"'7PiD’i=1725"'7N (1])

As long as the particle locates both the local and global
extrema, it can modify its current velocity and position using
the following formulas.

Vit + 1) = wVi(t) + c1ri(Py — Pi(1)) + cora(P* — Pi(1))
(12)

Pt +1)=P;t) + Vit +1) (13)

where P* denotes the optimal global position, w refers to the
inertia weight, and the learning factors ¢1 and c; are selected
arbitrarily in the range between 0 and 2. V;, refers to the
particle velocity, and rj, r, are random numbers between
0 and 1. This algorithm is used to improve the search space
exploration in the proposed hybrid optimization algorithm.
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2) AL-BIRUNI EARTH RADIUS (BER) OPTIMIZATION

Finding the optimal solution within specified constraints is
the work of optimization algorithms. Each member of the
population can be represented by a § vector in BER,, § =
S1,82,...,84 € R, where S, is the dimension of the search
space and d is the dimension of the parameter or feature being
optimized. It is proposed that success up to some limit be
measured using the fitness function F. Using these stages
of the optimization procedure, populations may be searched
for a fitness-maximizing vector S*. To begin, a population
sample is chosen randomly (solutions). Before BER can start
optimizing, several factors must be specified, including the
fitness function, the minimum, and maximum allowed solu-
tion sizes, the population size, the dimension, and the number
of solutions [53].

« Exploration Operation: This operation is responsible
for locating promising areas of the search space and
breaking through local optimum stasis on the way to the
best possible solution.

— Moving towards the best solution: Using this
strategy, the solitary explorer will scout out the
immediate region around its current location for
potentially fruitful new exploration sites. One way
to accomplish this is by using an iterative process
to search for a more optimal option (concerning fit-
ness) from the numerous available choices nearby.
The BER analysis uses the following formulas to
accomplish this goal:

cos(x)
1 — cos(x) (14
D=ri(S)—1) (15)

St+1)=8St)+D2r,—1) (16)

where 0 < x < 180, & is a number that is ran-
domly selected from the range [0, 2], r; and r; are
coefficient vectors whose values are measured by
equation (2), S(¢) is the solution vector at iteration
t, and D is the diameter of the circle in which the
search agent will look for promising areas.

« Exploitation Operation: The exploiting group is
accountable for improving current solutions. When a
cycle ends, the BER calculates each participant’s fitness
and awards those with the best scores. The BER employs
two unique strategies to achieve the exploitation aim
outlined in the following.

— Moving towards the best solution: The following
equation is employed to move in the direction of the
best solution.

St +1) = rX(S(t) + D) (17)
D = r3(L(t) — S(1)) (18)

where r3 is a random vector calculated using equa-
tion (2) that controls the movement steps towards
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FIGURE 2. The architecture of the proposed methodology.

the best solution, S(¢) is the solution vector at itera-
tion ¢, L(t) is the best solution vector, and D refers
to the distance vector.

— Searching the area around the best solution

Generally speaking, the region around the opti-
mal response offers the most potential for suc-
cess (leader). As a result, some people will search
for ways to enhance the situation by investigating
alternatives that are somewhat similar to the best.
To implement the process mentioned above, the
BER employs the following equation.

S+ 1) =rS* @) +k) (19)
ko 1g 22X (20)
N Max?

iter

where the best solution is denoted by S*(¢), which
is selected after Comparing S(z + 1) and S'(¢ + 1).
The following equation mutates the solution if the

best fitness is not changed for the last two iterations.

SCAl) =ks2—h—S2% o
1 — cos(x)
where z is a random number in the range [0, 1] and
t is the iteration number.

o Selection of the best solution: To ensure that the solu-

tions are of excellent quality, the BER chooses the best
to employ in the next cycle. While the elitism tech-
nique is more effective, it may lead to quick conver-
gence [58], [59]. The BER can deliver cutting-edge
exploration capabilities by taking a mutational approach
and scanning the explorers’ surrounding area. With its
robust exploration capabilities, the BER can stave off
convergence. First, parameters such as population size,
mutation frequency, and iteration count are input into
the BER. The BER then assigns individuals to either
the exploration or exploitation groups. The BER method
dynamically modifies the size of each group throughout
the iterative process of locating the best solution. Each
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group uses two approaches to complete their missions.
The BER ensures diversity and thorough exploration
by shuffling the order of responses between repetitions.
In one iteration, a solution may be part of the exploration
group, but by the next, it may be part of the exploitation
group. Due to the BER’s exclusive nature, the leader will
not be deposed during the procedure.

lll. THE PROPOSED METHODOLOGY

In this section, the methodology proposed for oral cancer
classification is explained. The steps of the proposed method-
ology are depicted in Figure 2. These steps include prepro-
cessing, feature extraction, classification, and performance
evaluation. In the preprocessing step, image resizing and
data augmentation are implemented. In the feature extraction
process, a set of features are extracted using a convolutional
neural network (CNN). Whereas the classification of the
input image is performed in terms of a deep belief network
(DBN). The key of the proposed methodology is the new
optimization algorithm developed to optimize the CNN and
DBN design parameters. This optimization algorithm is a
hybrid of two optimization algorithms: particle swarm opti-
mization and Al-Biruni earth radius optimization algorithms.
The idea behind using these two algorithms is to exploit both
advantages to improve the proposed optimization algorithm’s
exploration and exploitation process. More details about the
steps of the proposed methodology are explained in the next
sections.

A. DATASET PREPROCESSING

Preprocessing is applied to all input images of the dataset to
provide increased consistency in the extracted features and
the classification results. All images in the given dataset are
available in a dimension of 1100 x 825. Using image resizing,
the dimensions of the images are resized to 256 x 256. This
step targets preparing the input images to fit the input layer
of the CNN used in feature extraction. On the other hand,
due to the limited number of images in the given dataset, data
augmentation is employed to increase the number of images
in the dataset. Various transformation operations were used
to generate a new image to enrich the dataset. The applied
transformation operations are listed in Table 2.

B. FEATURE EXTRACTION

To extract the set of significant features from the input
image, the convolutional neural network (CNN) model is
employed [60]. In the CNN concept, the block is the basis for
construction, with several blocks working together to build
a single cellular structure. The CNN uses a factorization of
networks into cells and then separates those cells into blocks
as the searching space. There is no set standard for the size
or composition of the individual cells or blocks. They must,
however, be tailored to the specifics of the data being used.
The block likely uses operations like convolution, separa-
ble convolution, maximum pooling, average pooling, and an
identification map. In other words, the block can convert a
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TABLE 2. The settings of the transformation operations used in data
augmentation.

Transformation Setting
Zoom transformation [0.2 — 0.6]
Rotation transformation ~ [25° — 75°]
Scale transformation [0-1]

Shear transformation [25° — 75°]
Horizontal flip True

pair of inputs into a feature map. It is an adder that works
element by element. If a block of size H x W is sent to a
cell with a stride of 1, the resulting feature map will also
be H x W in size. When the stride length reaches 2, the
increment is halved. The structure of CNN used in this work
is selected based on the proposed optimization algorithm that
is discussed in the next section. The typical structure of CNN
used in feature extraction is shown in Figure 3.

C. THE PROPOSED PSOBER OPTIMIZATION ALGORITHM
To improve the classification performance, a new optimiza-
tion algorithm is proposed based on a hybrid of the particle
swarm optimization (PSO) [52] and Al-Biruni earth radius
(BER) [53] optimization algorithms. The proposed algorithm
is referred to as PSOBER. This optimization algorithm is
used to optimize the parameters of the convolutional neural
network used in feature extraction and the DBN used in clas-
sifying the input image. The steps of the proposed PSOBER
algorithm are listed in Algorithm 1. The main advantage of
the BER over the PSO algorithm is the fast convergence
as reported in [53], which adds merit when combined with
the PSO algorithm. The better exploitation of the search
space distinguishes the standard PSO algorithm. However,
the exploration process is time-consuming. On the other
hand, the BER algorithm is distinguished by the better explo-
ration of the search space. Therefore, the proposed PSOBER
optimization algorithm exploits the advantages of the PSO
and BER to achieve better exploration and exploitation of
the search space. During the optimization process for the
tested problem, the proposed PSOBER algorithm balances
the exploration and exploitation of the individuals in the
search space.

In the proposed method, 70% of the population is divided
into two groups: exploration and exploitation. Having a large
number of individuals involved in the exploration group helps
in finding new search regions. Individual fitness increases
when more individuals can increase their fitness levels,
but the percentage of individuals in the exploratory group
decreases rapidly from 70% to 30%. If a better solution
cannot be identified, then an elitism approach guarantees
convergence by keeping the process leader in subsequent
populations. PSOBER may raise the size of the exploration
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FIGURE 3. Architecture of Convolutional Neural Network (CNN) used in feature extraction.

group at any point so long as the leader’s fitness has not
increased sufficiently throughout three iterations.

D. FITNESS FUNCTION
The fitness function is used to measure the quality of the solu-
tions resulting from the optimization algorithm. The formu-
lation of the fitness function is represented by the following
equation.
Fi _ IS|

itness = viError + v2m (22)
where Error represents the classification error, |S| denotes
the number of selected features features, and |T'| refers to the
number of features. The factors v; and v, are in the range of
[0, 1], where vi = 1 — v».

E. CNN PARAMETER OPTIMIZATION USING PSOBER
Optimizing the convolutional neural network (CNN) hyper-
parameters starts with initializing the population of the
proposed PSOBER algorithm with a defined number of
dimensions (number of hyperparameters to optimize). There-
fore, images need to be normalized before being fed to CNN.
During the optimization process, the loss function (cross-
entropy) of the convolutional neural network is used as the
objective function. Therefore, the proposed PSOBER algo-
rithm’s iterations begin after the objective function has been
evaluated. The locations of individuals are then updated in a
way that is determined by the proposed PSOBER algorithm.
The best solution, defined as the hyperparameters that yielded
the smallest loss, is evaluated alongside the new positions.
Finally, it is checked if the stop condition (maximum number
of iterations) is reached; otherwise, the process is rerun until
a proposed solution is found.

F. DBN PARAMETER OPTIMIZATION USING PSOBER

To maximize the usefulness of any model, including deep
neural networks, parameter tuning is an essential step. The
PSOBER parameter optimization approach, described in the
previous section, is used in the proposed method to deter-
mine the best settings for the deep belief network. PSOBER-
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FIGURE 4. The coding scheme of population individuals.

DBN receives the dataset to train the model. PSOBER-DBN
receives the images from the dataset and uses them to con-
struct the model in two stages: pretraining, during which
DBN parameters are optimized with PSOBER, and training,
during which the DBN itself is constructed.

1) PRETRAINING PHASE
The dataset is fed to the proposed PSOBER parameter opti-
mization algorithm at the pretraining phase, at which point
the optimal parameters for the DBN being constructed are
determined. During this stage of PSOBER parameter tuning,
arandom particle population is established. A DBN’s connec-
tion weight and bias parameters, represented by a particle’s
location in the population, are defined by each individual
particle. There are several generations that PSOBER oper-
ates at. The position of each particle in the population is
updated when a new generation’s worth of data has been
collected, which includes an assessment of each particle’s
current velocity. After each generation, the DBNSs’ training
dataset is applied to the costs of each DBN in the population,
and the optimal individual and population costs are updated.
Connection weights in each RBM and neuron biases are
initialized randomly to provide a diverse population. Each
member of the population stands for one of the DBN model’s
parameters. Figure 4 represents the coding scheme of each
each individual in the population. Each individual is of length
ZZL:_ll Niy1(N; + 1), where (L) is the number of DBN layers
and (L — 1) is the number of RBMs in the DBN. For the ith
RBM, the number of neurons in the input layer is denoted by
N; and the number of neurons in the output layer is denoted
by Nit1. The biases and connection weights of the ith RBM’s
output neurons are represented by the vectors B; and W; in
this encoding scheme.
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Algorithm 1 : The Proposed PSOBER Optimization Algo-
rithm
1: Initialize BER population P;(i = 1, 2, ..., d) with size
d, iterations Max;,,, fitness function F,,, t = 1, n1, ny, a,
r, 12, 13,74, 15,76, I'7

2: Calculate fitness function F,, for each P;
3: Find best solution as P*
4: while r < Max;,, do
5. if t%2 == 0 then
6: for(i=1:i<n +1)do
7: Update r = hy Cocso(;‘)x)
8: Calculate D = r|(P(t) — 1)
9: Update positions to head toward best solution as
P(t+1)=Pt)+D2r,—1)
10 end for
11: fori=1:i<n+1)do
12: Calculate D = r3(L(t) — P(1))
13: Update positions of best solution as
Pt + 1) = r(P(t) + D)
14: Calculate k = 1 + 20
15: Investigate area around best solution as
P(t+ 1) = r(P*(t) + k)
16: Compare P(r + 1) and P'(r + 1) to select best
solution P*
17: if best fitness is not changed for last two iterations
then
18: Mutate solution as P(r+ 1) = k#z2—h : cis.ff()x)
19: end if
20: end for
21: Update the fitness function F), for each P(¢) using
BER
22:  else
23: Update Calculate fitness function Fn for each P(¢)
using PSO
24:  end if

25:  Update BER and PSO parameters, t = ¢ + 1
26: end while
27: Return P*

DBN’s connection weights and biases are evolved with
the help of the proposed PSOBER. Every new generation
improves upon the last by incorporating the current velocities
and locations of the individuals into the population as a
whole. In Algorithm 2, every generation is run on the training
data to determine which of the potential models the popula-
tion represents is the best to prepare for the development of
the following generation. Each individual in the population is
used to construct a DBN according to the encoding method,
and then the cost of each DBN is calculated using the avail-
able training data. When the current generation’s costs have
been evaluated, the evolution process moves on to the next
generation. At this point, each individual’s best position and
the whole population are updated.
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Algorithm 2 : Cost Evaluation of Individuals in PSOBER
1: Input Training dataset, population individuals
2: for each individual i in population do
3:  Transform individual / into a DBN
4:  Construct the DBN D; using the individual i
5
6

Train the DBN using the dataset
Evaluate Cost (Mean square error) using: Cost(D;) =
20— 0)>/M, where M is the number of training
samples, y is the predicted output, and o is the actual
output

7: end for

2) DBN TRAINING

In this stage, the parameter values determined in the previous
stage are fine-tuned using the backpropagation approach (see
Algorithm 3). In DBN, the input layer receives the training
data and sends it on to the output layer. The error is deter-
mined at the output layer and sent via the layers. Here are
the relevant equations: Derivative of the loss function (mean
square error) is used to determine the error at the output layer
(L), which is provided by the following equation.

57 =y (1 =y} — o) (23)

On the other hand, the error propagated to the hidden layers
Il =L —1,L —2,...2is calculated using the following
equation.

=y —y,)Z wirlst! (24)

Based on the following negative gradients, the biases and

network weights for layers [ = L,L — 1,L — 2,...2 are
updated:
Abf = — 54“ (25)
Aw l —yy,al“ (26)

where the /71 RBM output layer is denoted by y'. For the layer
[ 4 1, the neuron connection weight from ith neuron to jth
neuron is denoted by wl‘H and the learning rate is denoted
by y. The full process of optimizing the design parameters of
the DBN is depicted in Figure 5.

Algorithm 3 : DBN Construction and Fine-Tuning Based on
the Best Individual
1: Input Training dataset, best population individual
2: Build the DBN using the parameters of the best individ-
ual

3: for i = 1 to Itery,, do

4:  Feed the DBN with the training dataset

5:  Calculate the prediction error

6:  Backpropagate the error from the output layer to the
previous layers

7. Update the weights and biases

8: end for

23689



IEEE Access

H. Myriam et al.: Advanced Meta-Heuristic Algorithm Based on Particle Swarm and BER Optimization Methods

TABLE 3. Key performance indicators.

No.  Metric Formula
1 Accuracy = %
2 Sensitivity = %
3 Specificity = FxTEp
4 Precision = T;:riPFP
5 NValue = %
6 Fl-score =92 % Precision X Sensitivity

Precision+Sensitivity

G. PERFORMANCE METRICS

Several necessary measures, such as accuracy, sensitivity,
specificity, precision, negative predictive value (N'Value), and
Fl-score, are used to evaluate the effectiveness of the pro-
posed methodology. TP denoted True Positive value in these
measures, representing the proportion of samples correctly
labeled as expected. Another quality control measure is the
rate of false positives, which FP denotes. In addition, the num-
ber of instances that were wrongly labeled as non-defective
is indicated by FN, or false negative rate. The percentage of
correctly diagnosed cases as non-defective is denoted by True
Negative (TN). Table 3 summarizes the metrics employed
in the conducted experiments along with the corresponding
formulas.

IV. EXPERIMENTAL RESULTS

A set of experiments was conducted to evaluate the pro-
posed approach’s effectiveness. These experiments are run
on a machine with Nvidia GPU (8 GB), Intel Core i7 CPU,
and 16 GB of main memory. This section explains the
achieved results and provides a discussion on the recorded
comparisons.

A. DATASET

In the conducted experiments, the publicly available dataset,
on Kaggle repository [61], is employed to examine the pro-
posed model’s efficacy in classifying oral cancer. The images
of the mouth and tongue are included in the collection and
labeled as cancerous or non-cancerous. The dataset con-
sists of 87 cancerous images and 44 non-cancerous images,
totaling 131 images. Figure 6 depicts sample images from
the dataset. To enrich this dataset, data augmentation is
employed [62], [63]. The number of images in the dataset
after augmentation is 1310 images. This dataset of images
is split into two sets; the training set (90% with 10% of this
set used for validation) and 10% for the testing set.

B. CONFIGURATION PARAMETERS

The configuration parameters of the employed optimization
algorithms are listed in Table 4, and the configuration param-
eters of the baseline models are presented in Table 5. In addi-
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TABLE 4. Configuration parameters of the employed optimization

algorithms.
Algorithm  Parameter Values
PSO [52] Acceleration constants [2,2]
Inertia Winaaz, Winin [0.6, 0.9]
Particles 10
Iterations 80
BER [53] Iterations 80
Mutation probability 0.5
Exploration percentage 70
k (decreases from2to 0) 1
GWO [64] a 2to0
Iterations 80
Wolves 10
WOA [65] r [0, 1]
Iterations 80
Whales 10
a 2to0
GA [66] Cross over 0.9
Mutation ratio 0.1
Mechanism Roulette wheel
Agents 10
Iterations 80
DE [67] Similar to GA

TABLE 5. Configuration parameters of the baseline classification models.

Model Parameter Value
SVM [44] C 1
kernel rbf”
penalty 12
tol 1.0e-4
K-NN [46]  n_neighbors 5
weights ’uniform’
leaf_size 30
2
LD [47] solver *svd’
tol 1.0e-4
shrinkage [0-1]
DT [45] splitter “best’
min_samples_split 2
criterion *gini’ to 0

min_samples_leaf 1

tion, the run-time configuration parameters are set as learning
rate (0.001), epochs (40), and batch_size (32).

C. NETWORK STRUCTURE HYPERPARAMETERS

The structure of the CNN and DBN networks is optimized
using the proposed optimization algorithm. Table 6 shows
the structure hyperparameters of both networks along with
the optimized parameters. These structures are used in fea-
ture extraction and image classification. The structure of the
optimized networks is similar to the structure of the standard
networks. However, the optimized structure best suits the task
at hand as it is determined based on the best performance
these structures can achieve.

D. ACHIEVED RESULTS
This section compares the proposed optimized DBN model
to state-of-the-art machine learning models, including DBN,
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population, where each
individual represents a
DBN structure

l

Evaluate and update the
positions and speed of the
individuals in the search
space (Algorithm 1)

l

Evaluate the cost of each
individual (Algorithm 2)

Update the local best of
each particle and global
best of the population

Global best solution

Image Feature Extraction Split dataset into
Preprocessing Using CNN training/testing sets
Training set Testing set l_
s T - - - - = AN

Initialize the number of 4 Output \
layers and the number of

neurons in each layer of Hidden

the DBN Layer
RBM 2
!
Initialize the PSOBER |O O O A

Hidden
Layer

\\_____________________

“. Visible
Layer

Fine tune DBN parameters
using back propagation

Build DBN using the
optimized parameters
(Algorithm 3)

FIGURE 5. The steps of building DBN model using the proposed PSOBER methodology.

FIGURE 6. Sample images from the Kaggle dataset.

SVM-Linear, SVM-Gaussian, SVM-Cubic, K-NN, LD, and
DT. Table 7 presents the measured values of the evaluation
metrics based on the results achieved by each model. For
these adopted metrics, the model that achieves the largest
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values is consider better than others. This table shows that the
best accuracy (97.3%) is achieved by the proposed optimized
DBN (PSOBER-DBN). Similarly, the other metrics prove the
superiority of the proposed approach when compared with
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TABLE 6. Network hyperparameters with the corresponding optimized
values.

Network  Hyperparameter Range Optimized
CNN Number of Filters 1 [ 32, 64, 96] 64
Kernel Size 1 [3,4,5] 5
Number of Filters 2 [64, 96, 128] 128
Kernel Size [3,4,5] 5
Number of Filters 3 [64, 96, 128] 128
Kernel Size 3 [3,4,5] 4
Hidden Layer 1 [60, 100, 125,256] 125
Hidden Layer 2 [60, 100, 125,256] 125
DBN Number of RBMs [3,4,5,6,7] 6

TABLE 7. The measured values of the evaluation criteria based on the
results achieved by the proposed PSOBER-DBN and other competing
methods.

Accuracy  Sensitivity  Specificity ~ Precision  Nvalue  FIl-Score
PSOBER-DBN 0.973 0.943 0.986 0.963 0.977 0.953
DBN 0.935 0.943 0.917 0.963 0.875 0.953
SVM-Linear 0.912 0.909 0.917 0.940 0.875 0.924
SVM-Gaussian 0.909 0.903 0.917 0.936 0.875 0.920
SVM-Cubic 0.904 0.893 0.917 0.929 0.875 0.911
K-NN 0.888 0.857 0.917 0.905 0.875 0.880
LD 0.874 0.813 0.917 0.872 0.875 0.841
DT 0.860 0.750 0.917 0.826 0.875 0.786
TABLE 8. ANOVA test of the results achieved by the proposed
PSOBER-DBN compared to other models.
SS DF MS F (DFn, DFd) P value
Treatment  0.08942 7 0.01277 F(7,72)=4953 P<0.0001
Residual 0.001857 72 0.000026
Total 0.09128 79

the other seven machine learning models. In addition, the
non-optimized DBN model gives high measured values of
the adopted criteria. However, when it is optimized using the
proposed optimization algorithm (PSOBER) its performance
is improved as shown in Table 7.

In addition, the accuracy of the results achieved by
the proposed optimized DBN with comparison to other
standard models is shown in Figure 7. As shown in
this figure, the proposed optimized model could achieve
the highest accuracy which proves its effectiveness and
superiority.

The statistical difference between the proposed and
machine learning models is measured using the one-
way analysis-of-variance (ANOVA) statistical test. Like the
Wilcoxon test, the ANOVA test is based on two hypotheses,
namely, Hy and H;. For Hy, the means of all models’ accuracy
are assumed equal; uPSOBER—DBN = uDBN = uSVM —
Linear = uSVM — Gaussian = uSVM — Cubic = uK —
NN = puLD = uDT. The results of this test are presented
in Table 8, and the results of this test based on the objective
function are shown in Figure 8.

On the other hand, the results of the comparison between
the proposed optimized PSOBER-DBN and the other
machine learning models are presented in Table 9. This
test measures the significance of the proposed method
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FIGURE 7. The accuracy achieved by the optimized DBN compared to the
other standard models.

and the other models. If the achieved p-value of this
test is smaller than 0.5, this reflects the statistical dif-
ference of the proposed method. The formulation of this
test is based on two hypotheses; namely, null hypothesis
(denoted by Hp), in which the means (@) of all models
accuracy are assumed as follows: uPSOBER — DBN =
wDBN, uPSOBER—DBN = uSVM — Linear, uPSOBER —
DBN = uSVM — Gaussian, uPSOBER — DBN = uSVM —
Cubic, fPSOBER—DBN = uK —NN, uPSOBER—DBN =
uLD, uPSOBER — DBN = uDT, and the alternate hypoth-
esis (denoted by H1), in which the means of models accuracy
are assumed not equal. As presented in Table 9, the measured
p-values between the proposed model and the other com-
peting models are less than 0.5, which shows the proposed
approach’s statistical difference. In this case, the alternate
hypothesis H; is accepted.

More detailed results are shown in Figure 8. These results
include a residual plot, homoscedasticity plot, quartile-
quartile (QQ) plot, and heatmap plot. The residual and
homoscedasticity plots show the accuracy of the achieved
results when the values approach the zero level. In addition,
the QQ plot highlights the accuracy of the results when
aligned close to the red dotted line. On the other hand, the
heatmap is another perspective of results analysis. In this
plot, the Y-axis represents the number of runs, the X-axis
represents the employed model, and the cells represent the
error values colored using the color map shown on the right.
As the color of the cells gets black, this means minimum error
values and thus represents high accuracy. As these plots show
the performance of the proposed optimized model, it can be
noted that the residual and homoscedasticity plots depict tiny
errors in the recorded results, the QQ and heatmap show
accurate results when compared to the other models, and
finally the heatmap shows black cells corresponding to the
proposed model. Based on these results, it is obvious that
the proposed approach is superior to the other methods for
classifying oral cancer cases.

VOLUME 11, 2023



H. Myriam et al.: Advanced Meta-Heuristic Algorithm Based on Particle Swarm and BER Optimization Methods

IEEE Access

TABLE 9. Wilcoxon signed rank test of the results achieved by the proposed PSOBER-DBN compared to other models.

PSOBER-DBN DBN SVM-Linear SVM-Gaussian =~ SVM-Cubic ~ K-NN LD DT
Number of values 10 10 10 10 10 10 10 10
Theoretical median 0 0 0 0 0 0 0 0
Actual median 0.973 0.935 0912 0.909 0.904 0.888 0.874  0.860
Wilcoxon Signed Rank Test
P value (two tailed) 0.002 0.002 0.002 0.002 0.002 0.002  0.002  0.002
Exact or estimate? Exact Exact Exact Exact Exact Exact  Exact Exact
Sum of signed ranks 55 55 55 55 55 55 55 55
Sum of positive ranks 55 55 55 55 55 55 55 55
Sum of negative ranks 0 0 0 0 0 0 0 0
Significant (alpha=0.05)? Yes Yes Yes Yes Yes Yes Yes Yes
Discrepancy 0.9735 0.9354 0.9123 0.9091 0.9037 0.8884 0.874  0.8596
Residual plot Homoscedasticity plot
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FIGURE 8. Analyzing the performance of the proposed PSOBER-DBN compared to the other machine

learning models.

E. COMPARING THE PROPOSED OPTIMIZATION METHOD
WITH STATE-OF-THE-ART METHODS
The superiority and significance of the proposed optimization
algorithm are studied and analyzed in this section. Table 10
presents the results of the statistical measures calculated
to profoundly investigate the efficiency of the proposed
PSOBER-DBN in comparison with the other optimization
methods. It can be noted from the results recorded in this table
that the proposed approach is superior and can achieve better
results in classifying oral cancer cases. In general, the values
of the mean, standard deviation, median, ..., etc, calculated
from the accuracy values achieved by the proposed approach
are better than those of the other methods.

In addition, this study is based on statistical tests using
the ANOVA and Wilcoxon signed-rank tests. The results of
these tests are presented in Table 11 and Table 12. These
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tests are based on a similar hypothesis to those discussed
in the previous section. The HO hypothesis assumes the
means of model accuracy are equal, and the H1 hypothesis
assumes the means of model accuracy are different. The
results shown in these tables prove the statistical difference
of the proposed optimization algorithm compared to four
other optimization algorithms: BER [53], PSO [52], grey wolf
Optimizer (GWO) [64], and Whale Optimization Algorithm
(WOA) [65].

Additional analysis of the achieved results is visualized
in the plots depicted in Figure 9 based on a set of random
samples from the Kaggle dataset. In this figure, the accuracy
of the proposed approach is clearly shown based on the
residual, homoscedasticity, QQ, and heatmap plots compared
to the other meta-heuristic optimization algorithms included
in the conducted experiments.
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TABLE 10. Statistical results of the achieved results based on the proposed PSPBER-DBN.

PSOBER-DBN BER-DBN PSO-DBN GWO-DBN WOA-DBN DE-DBN GA-DBN
Number of values 13 13 13 13 13 13 13
Upper 95% CI of geo. mean 0.9735 0.9658 0.9608 0.9528 0.9489 0.9482 0.9447
Lower 95% CI of geo. mean 0.9735 0.9609 0.9559 0.9479 0.9433 0.9432 0.9375
Harmonic mean 0.9735 0.9633 0.9584 0.9503 0.9461 0.9457 0.9411
Upper 95% CI of mean 0.9735 0.9658 0.9608 0.9528 0.9489 0.9482 0.9447
Lower 95% CI of mean 0.9735 0.9609 0.9559 0.9479 0.9433 0.9432 0.9375
Quadratic mean 0.9735 0.9634 0.9584 0.9503 0.9461 0.9457 0.9411
Upper 95% CI of quad. mean ~ 0.9735 0.9658 0.9608 0.9528 0.9489 0.9482 0.9447
Lower 95% CI of quad. mean  0.9735 0.9609 0.9559 0.9479 0.9433 0.9432 0.9375
90% Percentile 0.9735 0.9694 0.9644 0.9563 0.9536 0.9517 0.9545
Upper confidence limit 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9419
Lower confidence limit 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9385
10% Percentile 0.9735 0.9574 0.9524 0.9443 0.9399 0.9397 0.9385
Geometric mean 0.9735 0.9633 0.9584 0.9503 0.9461 0.9457 0.9411
Upper 95% CI of harm. mean ~ 0.9735 0.9658 0.9608 0.9528 0.9489 0.9482 0.9446
Lower 95% CI of harm. mean  0.9735 0.9609 0.9559 0.9479 0.9433 0.9432 0.9375
Minimum 0.9735 0.9534 0.9484 0.9403 0.9359 0.9357 0.9385
25% Percentile 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9385
Median 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9385
75% Percentile 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9402
Maximum 0.9735 0.9734 0.9684 0.9603 0.9587 0.9557 0.9585
Range 0 0.02 0.02 0.02 0.02284 0.02 0.02
Std. Error of Mean 0 0.00113 0.00113 0.00113 0.00130 0.00113 0.00165
Actual confidence level 97.75% 97.75% 97.75% 97.75% 97.75% 97.75% 97.75%
Std. Deviation 0 0.00408 0.00408 0.00408 0.00469 0.00408 0.00595
Geometric SD factor 1 1.004 1.004 1.004 1.005 1.004 1.006
Coefficient of variation 0.000% 0.4238% 0.4260% 0.4296% 0.4960% 0.4317% 0.6328%
Mean 0.9735 0.9634 0.9584 0.9503 0.9461 0.9457 0.9411
Kurtosis 6 6 6 6.389 6 6.589
Skewness 0 0 0 0.8998 -4.821E-14  2.586
Sum 12.66 12.52 12.46 12.35 12.3 12.29 12.23
TABLE 11. The results of ANOVA test of the proposed (PSOBER-DBN) compared to the other models.
SS DF MS F (DFn, DFd) P value
Treatment  0.006099 4 0.001525 F (4,60)=1059 P<0.0001
Residual 0.0008643 60  0.0000144
Total 0.006963 64
TABLE 12. The results of Wilcoxon signed-rank test of the proposed (PSOBER-DBN) compared to the other models.
PSOBER-CNN BER-CNN PSO-CNN GWO-CNN WOA-CNN DE-CNN GA-CNN
Number of values 13 13 13 13 13 13 13
Theoretical median 0 0 0 0 0 0 0
Actual median 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9385
P value (two tailed) 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002
Exact or estimate? Exact Exact Exact Exact Exact Exact Exact
Sum of positive ranks 91 91 91 91 91 91 91
Sum of signed ranks (W) 91 91 91 91 91 91 91
Sum of negative ranks 0 0 0 0 0 0 0
Significant (alpha=0.05)?  Yes Yes Yes Yes Yes Yes Yes
Discrepancy 0.9735 0.9634 0.9584 0.9503 0.9459 0.9457 0.9385

On the other hand, the accuracy of the classification results
achieved by the proposed PSOBER-DBN and the other opti-
mization algorithms is shown in Figure 10. As shown in this
figure, the proposed method achieves the highest accuracy
compared to the other methods. In addition, the histogram
and the Receiver Operator Characteristic (ROC) are shown
in Figure 11 and Figure 12, respectively. The ROC curve is a
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convenient plot for analyzing two classification models as it
displays the trade-off between the sensitivity (proportion of
positive tuples that are recognized) and the specificity (pro-
portion of negative tuples that are incorrectly recognized as
positive) for the proposed (PSOBER-DBN) model compared
to another model (BER-DBN) as a proof of concept. In this
plot, the closer the ROC curve of a model is to the diagonal
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FIGURE 9. Analyzing the performance of the proposed PSOBER-DBN compared to the other optimization algorithms.
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FIGURE 10. Accuracy plot of the achieved results using the proposed PSOBER-DBN and the other

optimization algorithms.

line, the less efficient the model and vice versa. In Figure 12,
it is obvious that the ROC curve (blue line) is far from the
diagonal line (red dotted line), which proves the efficiency of
the proposed model. Overall, the results represented by these
figures show a clear superiority of the proposed approach in
solving the problem of classifying oral cancer in images.
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F. COMPARISON WITH DEEP LEARNING MODELS

To emphasize the superiority of the proposed approach,
an additional experiment is conducted to compare its perfor-
mance to the other deep learning models. In this experiment,
the VGGNet, ResNet-50, and AlexNet deep models are con-
sidered in the conducted experiments. Table 13 presents the
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FIGURE 11. Histogram of the accuracy achieved by the proposed approach compared to other methods.

TABLE 13. Performance comparison between the proposed approach and other deep learning models.

Accuracy  Sensitivity

Specificity ~ Precision ~ Nvalue  F-score

PSOBER-DBN 0.973 0.943
VGGNet 0.940 0.984
ResNet-50 0.944 0.984
AlexNet 0.945 0.984

0.986 0.963 0.977 0.953
0.845 0.932 0.962 0.957
0.871 0.932 0.969 0.957
0.879 0.932 0.971 0.957

TABLE 14. Analysis of the results achieved by the proposed and other deep learning models.

PSOBER-DBN  VGGNet  ResNet-50  AlexNet

Mean 0.9735 0.9406 0.9439 0.9458

Std. Deviation 0.0000 0.0015 0.0018 0.0022

Std. Error of Mean 0.0000 0.0004 0.0005 0.0006

TABLE 15. Two-way ANOVA test.
SS DF MS F (DFn, DFd) P-value

Row Factor 0.000073 12 0.000006 F(12,36)=4.576  P=0.0002
Column Factor  0.009007 3 0.003002 F(3,36)=2244 P<0.0001
Residual 0.000048 36 0.000001

calculation of the adopted criteria for the achieved results.
The largest values of these criteria indicate the superior
performance of the corresponding model. As presented in
this table, the accuracy of the proposed approach is 97.4%,
which outperforms the accuracy achieved by the other deep
networks. In addition, the sensitivity, specificity, precision,
and Nvalue, which are measured for the proposed approach,
outperform those of the deep learning models. These results
emphasize the superiority of the proposed approach when
compared to deep learning models.

On the other hand, the analysis of the results achieved by
the proposed model and the deep learning models is illus-
trated by the measurements recorded in Table 14. This table
presents the mean of the accuracy, standard deviation, and
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standard error mean when tested on different combinations of
test samples. The values in this table emphasize the superior-
ity of the proposed approach when compared to these deep
learning models.

Additional tests are performed using the popular two-way
ANOVA and Wilcoxon signed rank tests to assess the statis-
tical difference between the proposed approach and the deep
learning models. The results of these tests are presented in
Table 15 and Table 16. In these tables, the most significant
factor is the p-value which indicates the statistical difference
when its value becomes lower than 0.05. It can be noted
that this value satisfied both tests, which confirms the sta-
tistical difference between the proposed approach and the
approaches.
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TABLE 16. Wilcoxon signed rank test.

PSOBER-DBN  VGGNet ResNet-50  AlexNet

Number of values 13 13 13 13
Theoretical median 0 0 0 0
Actual median 0.97 0.94 0.94 0.95
Sum of positive ranks 91 91 91 91
Sum of signed ranks 91 91 91 91
Sum of negative ranks 0 0 0 0
P-value (two tailed) 0.0002 0.0002 0.0002 0.0002
Exact or estimate? Exact Exact Exact Exact
Discrepancy 0.97 0.94 0.94 0.95

TABLE 17. Evaluating the performance of the proposed optimization algorithm applied to various machine learning models.

Optimized Model ~ Accuracy  Sensitivity  Specificity  Pvalue = Nvalue  F-score
PSOBER-DBN 0.9735 0.9434 0.9856 0.9634 09774  0.9533
PSOBER-SVM 0.9315 0.6667 0.9429 0.3333  0.9851  0.4444
PSOBER-K-NN 0.9298 0.6000 0.9615 0.6000  0.9615  0.6000
PSOBER-LD 0.9125 0.6000 0.9333 0.3750  0.9722  0.4615
PSOBER-DT 0.9091 0.7500 0.9547 0.8257  0.9302  0.7860

ROC curve: (PSOBER-DBN:BER-DBN)

100
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FIGURE 12. The ROC curve of the mapping between the sensitivity and

specificity achieved by the proposed approach compared to BER-DBN
approach.

To emphasize the effectiveness of the proposed optimiza-
tion algorithm, additional experiment is presented in Table 17
of Appendix to show the effect of the proposed optimization
algorithm on the performance of the set of baseline classifi-
cation models.

V. CONCLUSION

In this work, a novel optimization algorithm is proposed to
optimize the design structure of CNN network for feature
extraction and the DBN network for oral cancer classifica-
tion. These networks are adopted in the proposed approach
after assessing other models such as SVM, KNN, LD, and
DT and noted a negative impact on the sensitivity of these
methods to the dynamic changes that occurred during the
optimization process. The proposed algorithm is based on
a hybrid of PSO and BER algorithms and is denoted by
PSOBER. After data augmentation, a dataset on Kaggle is
employed to evaluate the proposed approach. The features
necessary for classification are extracted using the optimized
convolutional neural network. The extracted features are clas-
sified in terms of the optimized deep belief network. To assess
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the proposed methodology, a set of experiments were con-
ducted. The recorded results confirmed the superiority and
effectiveness of the proposed when compared to state-of-the-
art machine learning models and optimization algorithms.
The best accuracy achieved by the proposed approach is
97.35% which is higher than all other models included in the
conducted experiments. The future perspective of this work
is to apply the proposed methodology to a larger dataset to
investigate its strength and weakness deeply.

APPENDIX. A

An additional experiment is conducted to prove the proposed
optimization algorithm’s effectiveness in optimizing the base-
line models’ parameters. In this experiment, the proposed
PSOBER is used to optimize the parameters of SVM, K-NN,
LD, and DT models. The optimized parameters are then used
to classify the images in the adopted dataset. The results of
this experiment are presented in Table 17. It can be noted in
this table that the classification results based on the optimized
models are better than the classification results without model
optimization. These results confirm the effectiveness of the
proposed optimization algorithm in improving the perfor-
mance of machine learning models for boosting classification
accuracy.
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