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ABSTRACT The offline signature verification system’s feature extraction stage is regarded as crucial and has
a significant impact on how well these systems perform because the quantity and calibration of the features
that are extracted determine how well these systems can distinguish between authentic and fake signatures.
In this study, we introduced a hybrid method for extracting features from signature images, wherein a
Convolutional Neural Network (CNN) and Histogram of Oriented Gradients (HOG) were used, followed
by the feature selection algorithm (Decision Trees) to identify the key features. Finally, the CNN and HOG
methods were combined. Three classifiers were employed to evaluate the efficacy of the hybrid method (long
short-term memory, support vector machine, and K-nearest Neighbor). The experimental findings indicated
that our suggested model executed satisfactorily in terms of efficiency and predictive ability, with accuracies
of (95.4%, 95.2%, and 92.7%) the UTSig dataset, and (93.7%, 94.1%, and 91.3%, respectively) with the
CEDAR dataset. This accuracy is deemed to be of high significance, particularly given that we checked
skilled forged signatures that aremore difficult to recognize than other forms of forged signatures like (simple
or opposite).

INDEX TERMS Offline signature verification, CNN, HOG, deep learning.

I. INTRODUCTION
Biometrics represents the most important technological
method used to identify people and determine their power
through the behavioral and physiological characteristics of
individuals. Measurements of biological traits, such as ears,
fingerprints, iris, and DNA, are used to make identifications
in the physiological category, while expression, voice, gait,
and signature are used to identify persons based on the behav-
ioral category. The handwritten signature is one of the most
accepted methods of biometric verification in the world [1].

Banks, credit cards, passports, check processing, and
financial documents use handwritten signatures as unique
behavioral biometrics. It is difficult to verify these signa-
tures, particularly when they are unclear. Therefore, a sys-
tem that can distinguish between a genuine signature and
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a fake signature is required to lower the chance of theft
or fraud. In the past thirty years, several studies have been
conducted in this field, from traditional verification based on
expert opinions to machine learning algorithms, then deep
learning algorithms today, despite all these studies, offline
signature verification systems still need a lot of development
and improvement [2].

There are two methods for automating signature verifi-
cation: online [3, 4, 5, 6, 7] and offline [8, 9, 10, 11, 12,
13]. According to previous studies [1, 2, 8, 10, 11], offline
signature verification is regarded as more challenging than
online verification because variables such as pen-tip pressure,
velocity, and acceleration are not available when employing
offline signature images.Moreover, the unique procedures for
obtaining signatures render the online technique inappropri-
ate in practice in several situations.

Although signature verification is considered the most
widely accepted and least extreme biometric method in

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 21873

https://orcid.org/0000-0002-0797-302X
https://orcid.org/0000-0002-4870-1493


F. M. Alsuhimat, F. S. Mohamad: Hybrid Method of Feature Extraction for Signatures Verification

society compared to other biometric methods, many previous
studies [12], [13], [14], [15] have indicated that signature
verification is not easy, given that handwriting signatures con-
tain special letters and symbols, which are often unreadable
and signer behaviors are dissimilar. Therefore, it is important
to analyze the signature as one image without analyzing it
as letters or words independently, and focus on building an
effective signature system that relies on a real-life situation.

Offline signature verification seeks to discover forged sig-
natures to reduce the danger of hacking and crime [14].
In addition, the techniques for checking signatures help
automatically distinguish between real and fake signatures
by assessing whether the signature used in the inquiry is
real or fraudulent. Although there are many systems for
verifying signatures offline, these systems have difficulty
distinguishing between real and forged signatures because of
the diversity in the degree of forged signatures, as there are
three types of forged signatures: random forgery, unskilled
forgery/simple forgery, and skilled forgery [15].

For the first two forms, the forged signature is made either
haphazardly or without knowledge of the name or signature
design. The imitator is presumed to be an expert in recreating
the form and style of the signature, and is aware of the
genuine signature style in the case of competent forgeries.
Without dynamic components, skilled forgery detection is
undoubtedly more difficult [16].

The offline signature verification system includes two
main phases: feature extraction and classification.Many stud-
ies [17], [18] have indicated that the feature extraction phase
affects the signature verification system performance, given
its importance and its main role in facilitating the work of
works to distinguish between original signatures and forged
signatures, where providing important features contributes to
improving and developing the ability of signature verification
systems and increasing their degree of accuracy.

Despite this, the feature extraction stage still faces many
issues, such as the quality and number of features extracted
from signature images, which has been confirmed by pre-
vious studies [17], [19], [20], [21], indicating the need to
improve the feature extraction stage to reach a set of features
capable of assisting classifiers in verifying signatures.

Based on the discussion, the current study seeks to improve
the feature extraction stage in offline signature verification
by developing a hybrid method for extracting features from
signature images and classifying them for authentic and
forged signatures using deep learning and machine learning
classifiers to ensure that the hybrid method can improve the
performance of various classifiers.

II. CONTRIBUTIONS AND NOVELTY
The use of offline handwritten signatures as a popular tech-
nique for biometric human identification has increased over
the past 10 years. Despite the significance of this technology,
it is not a simple undertaking; the difficulty in such a system
arises from the inability of any person to sign the same signa-
ture every time. In this work, we are interested in the dataset’s

features that could affect the model’s performance by iden-
tifying the most important features in the signature image
using Histogram Orientation Gradient (HOG) and Convolu-
tional Neural Network (CNN). Thus, the output of the feature
extraction process includes a specific set of features capable
of contributing to improving the performance of the signature
classification process and identifying the forger among them.

The key contributions and novelty of this work include:

1. Develop a hybrid method for feature extraction by
combining HOG and CNN algorithms for signature
verification. To overcome and go beyond the feature
extraction limitations, this study proposes the use of
the HOG feature extraction algorithm with a specific
cell size for a number of extracted features, which can
be suitable for the classification process. In this hybrid
model, we believe that we can further improve the ver-
ification precision while avoiding adjusting the system
parameters for each writer. Therefore, (HOG-CNN)
allows more flexible training and, thus, a verification
with many writers.

2. The hybrid model has a robust feature set and may
work in conjunction with a low-complexity classifier
to improve performance.

3. The use of three classifiers from machine learning
and deep learning will contribute to confirming the
importance of the hybrid method adopted in extracting
features, given that the evolution of the performance
of the three classifiers will ensure that the hybrid
method prepared in this study can improve the perfor-
mance of different machine learning and deep learning
classifiers.

III. RELATED WORK AND MOTIVATION
The collection of features used for the verification model
determines its performance. There has been a significant
amount of work on offline signature verification, which uses
several feature sets to operate the model. Topology, geometric
data, gradient, structural data, and concavity bases are the
features found in the majority of the works [9], [11], [22],
[23], [24]. For instance, an approach using a collection of
geometric properties described in the specification of the
signature envelope and the patterns of strokes was presented
by Ferrer et al. [9]. The hiddenMarkov model, support vector
machines, and Euclidean distance classifier are then used in
the verification process.

With the aim of improving signature verification offline
a variety of systems have been developed, A technique
for authenticating signatures was recently devised by
ZulNarnain et al. [25] based on the side, angle, and perimeter
of triangles that are formed after triangulating a signature
image. They used a voting-based classifier in addition to a
Euclidean classifier to categorize the data. Studies based on
characteristics related to curvature [10], directional run of
pixels [12], [26], [27], pixel surroundings [28], gray value
distribution [29], [30], [31], and pixel surroundings have been
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published. Further publications in the literature use grapho-
metric features [32]. To examine upper and lower signature
envelopes, the authors of [33] introduced a shape property
termed the chord moment. Chord moment-based characteris-
tics were combined with a support vector machine (SVM) for
signature verification.

Multiple features have frequently been combined to
increase the classification accuracy of the models. For
instance, minute information and a grey value distribution
were employed in [12], together with the directional char-
acteristic. The distribution of pixels in the thinned signature
strokes was utilized by the authors to create a 16-directional
feature. The feature extraction process is expensive because
many distinct types of characteristics are involved. With the
model being utilized for real-time applications, it is evi-
dent that computing moment information coupled with the
16-directional feature is computationally expensive.

Serdouk et al. [13] addressed feature extraction meth-
ods outside directed distribution. The longest runs were
considered in the horizontal, vertical, and two primary diag-
onal directions. In this case, a directional distribution-based
longest-run feature is paired with gradient local binary pat-
terns to expand the feature set (GLBP). Consequently, they
combined topological and gradient properties. The topolog-
ical property chosen was the length of the longest run of
the pixels. Using a Local Binary Pattern (GLBP) in the
neighborhood, the gradient information is collected. It can
be expensive to compute the GLBP for each pixel in the
signature image. They proposed an Artificial Immune Recog-
nition System-based Verification System. A template-based
verification method was also proposed [34]. They proposed
a method based on encoding the geometric structures of
signatures using grid templates.

Subramaniam et al. [35] used a CNN to improve signa-
ture forgery detection, indicating that CNN is more accurate
and faster in the detection of forged signatures. Kumar et al.
[36] used CNN to enhance signature verification and men-
tioned that using CNN obtained leading performance with a
3.56 average error rate (AER) on the GPDS synthetic, 4.15 on
CEDAR, and 3.51 on MCYT-75 datasets, respectively.

Jindal et al. [37] used two machine learning algorithms,
support vector machine and decision tree, to verify the signa-
ture and indicated that both algorithms achieved good results
compared to previous works. In addition, Jagtap et al. [38]
used a CNN to improve signature verification and forgery
detection and confirmed the effectiveness of CNN in detect-
ing forged signatures and developing an offline signature
verification system.

Ajij et al. [2] conducted a study to enhance offline signa-
ture verification using simple combinations of border pixel
directional codes, using SVM as a classifier, and found that
the proposed feature set has very good results, which are
supported by experimental data, and may be useful in real-
time applications.

Zhou et al. [39] aimed to enhance the feature extraction
phase in offline signature verification by extracting two types

of features (static and dynamic), combining a gray-level
co-occurrencematrix (GLCM)withHOG, and classifying the
output with a support vector machine (SVM) and dynamic
time warping (DTW), which indicated that improving the
feature extraction phase positively affected the classification
process.

Additionally, Arisoy [40] used deep learning algorithms
CNN and Siamese Network to improve signature verification,
and the proposed method was implemented on four datasets
(4NSigComp2012, SigComp2011, 4NSigComp2010, and
BHsig260) and achieved accuracies of 93.23, 90.11, 89.99,
and 92.35, respectively. In addition, Tahir et al. [16] used
artificial neural networks to improve offline signature verifi-
cation systems, and the proposed method used many features,
including Baseline Slant Angle (BSA), Aspect Ratio (AR),
andNormalizedArea (NA), and achieved an accuracy of 82.5.
Table 1 lists some methods used in existing studies on offline
signature verification.

Based on previous research, there is still a need to develop
an offline signature verification system, as there is a need
to improve the dataset quantity and quality to train the
model, use more types of algorithms when training the model
while including features extracted in different scenarios, and
enhance the feature extraction phase considering its signifi-
cant impact on the performance of the classification stage.

Despite the development of several techniques and recog-
nition models, the outcomes of these techniques confirm that
there is still much room for improvement in accuracy and
robustness. It also has the potential to provide a strong feature
set that can enhance the performance of a classifier with
minimal complexity. It would be advantageous if the feature
set could be readily determined from signature images.

Through the integration of two feature extraction methods,
a Convolutional Neural Network (CNN) and Histogram of
Oriented Gradients (HOG), we have suggested a fresh set of
features in this study. This new vector has a robust feature set,
andmaywork in conjunctionwith a low-complexity classifier
to become a better performer.

IV. PROPOSED METHOD
The feature extraction method and classification algorithms
utilized for the signature verification system are briefly
described in this section. The following are the two feature
extraction techniques and three classifiers that constitute the
recommended signature classification algorithm.

A. HOG ALGORITHM
In this study, features from the signature images were
extracted using the HOG approach. Trait shape representa-
tion, first discussed by Dalal and Triggs [45] at the CVPR
conference in 2005, was implemented using HOG. HOG,
or Histograms of Oriented Gradients, are mostly employed as
person detectors. In this study, HOG was used both alone and
in conjunction with the CNN method as a feature extraction
approach to detect and recognize signature pictures.

The HOG descriptor approach hypothetically records
events of angle introduction in specific areas of a photograph
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TABLE 1. Features and classifiers for the existing methods.

or a location of interest (ROI). The following is the main
use of the HOG descriptor, as shown in Figure 1 A his-
togram of the angle directions or edge orientations for the
pixels inside each area is generated after the image has been
segmented into tiny, related regions (cells). The resulting
gradient orientation was then employed. After discretizing
each cell into precise containers, nearby cells were gathered
into groups inside the spatial region. At this point, each
cell’s pixel provides a weighted angle to its precise canister.
Finally, the normalized gather of histograms talks to the piece
histogram, and the set of these square histograms speaks to
the descriptor, which forms the basis for histogram gathering
and normalizing [46].

This study defines HOG as having a [4 × 4] pixel block
size. The result is that each signature picture sample’s feature

FIGURE 1. Demonstrates the HOG algorithm implementation.

vector is 34596 bytes long overall. To better elucidate the
HOG implementation of offline signatures, When the cell
size is small, the number of shown gradients and orientations
often exists more clearly than when the cell size is large,
according to Singh et al. [47], becoming noticeable compared
with the large cell size. When the number of cells in the HOG
parameter increased, the directions and gradient gradually
decreased. The effects of HOG on offline signature images
are shown in Figure 2, with cells ranging in size from 2 to 16.

B. CNN ALGORITHM
In this study, offline signature verification was performed
using a deep learning technique. A Convolutional Nesural
Network (CNN) ad hoc model was employed as a deep learn-
ing technique. Krizhevsky et al. [48] originally presented a
convolutional neural network as a technique for processing
images, which included two key components: spatial pooling
and spatially shared weights.

CNNs are currently considered the most widely used
deep learning architecture in feature learning because of
their numerous successful applications in a variety of
fields, including autonomous vehicles [49], character recog-
nition [50], video processing [51], medical image processing,
and object recognition [45]. Figure 3 shows the core structure
of the CNN.

Figure 3 illustrates the three basic layers of a CNN: the
convolutional layer, subsampling layer (sometimes called the
pooling layer), and fully connected layer. CNN use convolu-
tional and pooling approaches to recognize the distinguish-
ing features of images. While the characteristics obtained in
the latter layers depict portions of forms and objects, those
obtained in the early stages are identified as edges or color
information [42].

The convolution process is performed at the convolution
layer by shifting the filter data matrix onto the input data
matrix and adding a bias to the multiplication of these
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FIGURE 2. HOG implementation on signature images with different cell
size.

matrices. Figure 4 shows the basic convolution approach.
Equation provides the fundamental formulation of convo-
lution process (1). The pixels from the input picture, filter
(kernel), bias term, and output image are represented by y, x,
w, and b, respectively.

yn =

∑9

n=1
(xn.wn + b0) (1)

Pooling is another tool used by the CNNs. By propagating the
highest activation of the preceding neuron groups, the pooling
tool [50] is utilized to spatially down-sample the activation of
the prior layer. The primary goal of pooling layers is to grad-
ually reduce the dimensionality of the representation, which
lowers the computational complexity [49]. At the end of each
layer, normalization can be performed upon request using a
rectified linear unit (ReLU) activation function. Equation (2)
represents the fundamental (ReLU) method.

ReLU(x) = f (x) =

{
0 if x < 0
x if x ≥ 0

(2)

Fully Connected Layers (FC), the foundational components
of conventional neural networks, constitute the last layer of

FIGURE 3. Basic structure of CNN.

FIGURE 4. Basic convolution operation.

the CNN. Fully linked layers are shaped by how the neurons
in one layer interact with each other. At that point, it is
normalized to the probability dispersion using a softmax
layer. Additionally, this implies that to convert the photos into
votes, high-level filters are required. Weights or connections
between each vote and category are used to express these
votes [49], [51].

C. FEATURES SELECTION AND INTEGRATION PROCESS
As previously mentioned, the number and quality of features
extracted from the signature image have a significant impact
on the performance of signature recognition systems. For
example, if there are insufficient features or the quality of
the features is low, the accuracy of the signature recogni-
tion system will decrease. Therefore, reducing the number
of features used in a statistical analysis may have various
advantages, including increased model explainability, less
risk of overfitting, faster training, greater data visualization,
and accuracy gains.

In reality, it has been demonstrated statistically that there
are an ideal number of features that should be employed
for each individual job while performing a machine learning
assignment (Figure 4). The model performance will simply
decline if more features than are actually necessary are intro-
duced (because of the added noise). Finding the right number
of features to employ is a true issue; this depends on the
amount of data we have at our disposal and the difficulty of
the task we are attempting to complete.

Several approaches can be used for feature selection. The
most significant is [52].
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FIGURE 5. Dimensionality and classifier performance relationship.

Filtering our dataset to only include a portion of it that
includes all the necessary features (for example, correlation
matrix using Pearson’s correlation coefficient).

Wrapper Technique: employs a machine learning model as
its criterion for assessment while adhering to the same goal as
the filter method (such as Forward, Backward, Bidirectional,
and Recursive Feature Elimination).

The embedded technique uses a machine-learning model
similar to the filter method. The Embedded Method analyzes
several training iterations of our ML model and rates the
significance of each feature depending on how much each
feature contributes to theMLmodel training, which is the dif-
ference between the two approaches (for example,. LASSO
Regularization).

We recognized the critical features, made use of them, and
dropped optional ones to carry out the feature selection pro-
cedure. A decision tree was used to identify the key attributes.
To rate the significance of the various attributes, decision
tree models that are based on ensembles (such as extra trees
and random forests) might be utilized. Understanding how
our model makes predictions and how to explain them better
depends on understanding which attributes our model values
most highly. The characteristics that do not aid our model in
any way or cause it to make a mistake may be removed at the
same time.

Detailed process of decision trees is described as follows
(Algorithm 1).

Algorithm 1 Features Selection by Decision Trees
Input: Set of Features
Output: Importance Features
Step1: Calculate Time
Step2: trained forest by trained random forest classifier
Step3: create a feature importance plot
Step4: make predictions
Step5: draw features figure
Step6: determine the most important
Step7: use the importance features

These steps were implemented on the results of the (HOG)
method and the results of the (CNN) method. The following

TABLE 2. Number of features with and without feature selection.

table lists the number of features extracted according to each
method and the number of important features.

After completing the process of identifying the important
features, merging between the HOG and CNN methods was
performed, and the algorithm explained the steps of the merg-
ing process.

Algorithm 2 HOG Combined With CNN
Input: HOG Features, CNN Features
Output: Integrated Features
Step1: Getting the number and type for each features set
Step2: Convert the features matrix to the same type (N ∗

Features value), where N is features number
Step3: create two empty matrixes
Step4: save features result for each method in different
matrix
Step5: combine both matrixes

The following table shows the final number of extracted
features.

In the HOG algorithm the feature vector for signature
images, where each image has labeled as genuine or forgery,
and each image have these types of features, magnitude, angle
of the gradient, and orientations of the gradient, features total
in this section were (34596) features. In the CNN algorithm,
the feature vector for signature images, where each image
is labeled as genuine or forgery, and each image has these
types of features, edges, color data, parts of shapes and lines,
and features in this section are (512) features. In the proposed
method, the feature vector for signature images, where each
image is labeled as genuine or forgery, and each image has
these types of features: magnitude, angle of the gradient,
orientations of the gradient, edges, color data, parts of shapes
and lines, and features total in this section were (23318)
features.

Based on the proposed method, the number of significant
features was improved for each signature image by selecting
the most important features extracted from the HOG and
CNN. Therefore, in this case, the feature vector will contain
only the significant features that positively affect the perfor-
mance of the classification process.

D. SIGNATURE CLASSIFICATION
In this study, we classified data using a variety of techniques,
including long short-term memory, support vector machines,
and K-nearest Neighbor.

This method of obtaining parameters is based on the most
accurate assessments of a variety of inner characteristics [53].
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TABLE 3. Number of features for each method.

One of the most common and straightforward classification
algorithms is KNN. The learning strategy coupled inter-
nal gathering activities while sparing distinctive vectors and
markers from the learning pictures.

This unmarked location might be assigned the designation
of its k-nearest neighbors. By using overwhelming part sur-
veys, this entity is often characterized based on the charac-
teristics of its k-nearest neighbors. According to the power of
the parameter closest to it, the parameters are grouped as k=1.
Only two segments are required in this case; therefore, k must
be an odd number. K can appear in a multiclass configuration
as odd numbers. As a related point separation capability for
KNN, this step uses the renowned distance equation (3),
Euclidean distance, after converting each image to a vector
and dropping the fixed length for true numbers claim:

d(x, y) = (
∑m

i=1
((xi − yi)

2))1/2 (3)

Support Vector Machine (SVM): This is used to evaluate
various signature characteristics [54]. During the training
process, we built a signature classifier using all the prepa-
ration data by applying a classification algorithm to specific
characteristics for signature photos. A signature prediction
outline uses training processes and an SVM algorithm to cat-
egorize the input signature picture. The characteristic vectors
are the inputs xi [55]: We used the Gaussian kernel K to set
the SVM parameters.

f (x) =

∑Ns

i=1
aiyiK (si, x) + b

K
(
xi, xj

)
= e

1
2σ2

|xi−xj|
2

(4)

Long Short-Term Memory (LSTM): A deep learning artifi-
cial recurrent neural network (RNN) structure consists of long
short-term memory (LSTM). In addition, LSTM integrates
feedback connections in contrast to standard feed-forward
neural networks, allowing it to generate both discrete infor-
mational units (such as pictures) and complete informative
arrangements (such as speech or video) [56].

The Long Short-Term Memory (LSTM) structure for
recurrent neural networks has been advocated since it was
first introduced in 1995. These methods have been devel-
oped into cutting-edge models for several machine learning
problems over time. This has sparked attention once again in
determining the value and function of different computational
elements in typical LSTM versions [57].

The long-term conditions are intended to be preserved
while designing RNN nodes with LSTMs. They consist of
a self-connected memory cell that resembles a conventional
RNNnode and three gates that control the hub yield and input.
An LSTM hub input may be a sigmoid function for each

FIGURE 6. The structure of the long short-term memory (LSTM) neural
network. Reproduced from [59].

gate. An input door is the main door that controls whether
fresh input for the hub is available. The hub can modify
the memory cell’s activation values by using the moment
door as a disregard entry. The last entrance, known as the
yield entryway, controls which parts of the cell yield are
made available to the other nodes [58]. Figure 6 depicts the
organization of Long Short-Term Memory.

E. DATASET
The (UTSig) and CEDAR datasets were used in the
experimental procedure. The UTSig dataset has (115) clas-
sifications, including (27) authentic signatures, (3) opposite-
hand forgeries, (36) easy forgeries, and (6) skill forgeries,
as illustrated in Figure 7. Each class has a specific real person
assigned to it. Students from the University of Tehran and
Sharif University of Technology who signed up for UTSig
had their signatures scanned at a resolution of 600 dpi and
saved as 8-bit Tiff files [60].

A total of (1350) signature photos from the UTSig dataset
were utilized in this study to train a set that included 50 real
signatures and each of the six expertly forged signatures.
We favor expert forgeries because they are more challenging
to detect than other forgery categories, and we tested our
classification method using (300) signature photos.

The signatures of 55 signers from various professional
and cultural backgrounds were included in the CEDAR data
collection. Each of these signers verified 24 documents at
intervals of 20 minutes. To create 24 fake signatures for each
real signer, each forger made an eight-time effort to copy the
signatures of three different signers. Consequently, there were
1,320 legitimate signatures and 1,320 fake signatures in the
dataset (55 24) [20].

In this study, we trained our classification algorithms on
1200 signature shots from the CEDAR dataset and tested
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FIGURE 7. Forger and Genuine signature examples from UTSig and CEDAR
dataset.

TABLE 4. The differences between training and testing sets.

TABLE 5. The values of Run-Time and accuracy for each method.

them on 400 signature images. Figure 7 depicts examples of
both phoney and authentic signatures.

In this study, the original and forged signatures of the first
50 participants were selected from the UTSig database, and
the original signatures and eight fake signatures for each
participant were selected from the CEDAR database. table
displays the many signature photos taken from each dataset.

TABLE 6. Results of our proposed model compare to other models.

TABLE 7. Results of our proposed model comparing to other models.

V. RESULTS AND DISCUSSION
The accuracy attained after each method was performed on
(300) signature pictures from the UTSig dataset, and (400)
signature images from the CEDAR dataset were used to
measure the efficiency of each algorithm. The effectiveness of
each approach was assessed based on the accuracy achieved
after each techniquewas applied to the (300) signature images
from the UTSig dataset and (400) signature images from the
CEDAR dataset. Table 5 lists the accuracy and runtime of the
categorization algorithms.

Table 5 summarizes the experimental findings along with
the runtime and classification accuracy of each classi-
fier. With an LSTM accuracy of 92% and a run-time of
1.67 seconds for the USTig dataset and 76% and a run-time of
20.3 seconds for the CEDAR dataset, respectively, we found
that our proposed model performs well on both datasets.

Based on the accuracy results for each approach, Table 6
displays the results of the compression process between the
proposed method and a few other methods for offline signa-
ture verification.
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Additionally, we assessed the effectiveness of the proposed
approach using the following metrics: False Acceptance Rate
(FAR), False Rejection Rate (FRR), and Equal Error Rate
(EER). The values at which the FAR and FRR are equiv-
alent are used to compute the EER. The EER is the most
effective and widely recognized explanation of the error rate
of the verification algorithm, and the lower the EER, the
less frequently the algorithm makes mistakes. It is believed
that the most accurate strategy is that with the lowest ERR.
Therefore, the results in Table 7 show that our approach
was the most effective strategy for precisely confirming the
signature attributes of offline handwritten signatures.

VI. CONCLUSION
In this work, we presented a new method for extracting
features from signature images by selecting the important fea-
tures in both the HOG and CNN methods, then merging the
output of the two methods together, and testing the extracted
features. Three classifiers (LSTM, SVM, and KNN) were
used.

With an accuracy of (95.4%, 95.2%, and 92.7%, respec-
tively) with the UTSig dataset and (93.7%, 94.1%, and
91.3%) with the CEDAR dataset, the testing findings showed
that our suggested model worked well in terms of per-
formance and predictive capacity, which is regarded as a
high value, especially considering that we evaluated sophis-
ticated forgeries, which are more difficult to spot than other
kinds of forgeries, such as basic or opposite-hand forgeries,
because skillful forgeries are usually very close to the original
signatures.

Future signature verification performance and prediction
capability are anticipated to be improved by refining the
feature-extraction process.
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