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ABSTRACT A company’s benchmarking strategy is significantly determined by how it measures technolog-
ical similarity. Researchers have measured the technological similarity between companies using a vector
composed of the classification codes of patents that each company owns. However, patent classification
code-based company comparison methods do not consider the text in patents and thus may not find similar
companies accurately. To solve this problem, this study suggests a patent embedding-based company
comparison method. The suggested method uses a text embedding model to vectorize the text in patents
and calculates technological similarity based on the embedding vector. We examine the effectiveness of the
suggested method by comparing it with the conventional patent classification code-based method. From the
validation results for 11,227 Korean companies listed in the Korea Data Analysis, Retrieval, and Transfer
system (DART), we find that the suggested method effectively retrieves technologically similar companies.

INDEX TERMS Patents, R&D benchmarking, text embedding, technological similarity.

I. INTRODUCTION
The level of technology plays an important role in determin-
ing the competitiveness of a company. Among the various
items that represent the research and development (R&D) per-
formance of a company, previous studies havemainly focused
on patents. Patents legally protect the right to technology use
and help to occupy an exclusive position of a company. Thus,
companies have tried to enroll patents by describing their
novel technologies and specifying their rights based on the
patents. People have utilized patents to measure the R&D
performances of companies and to analyze the technological
competitors of a company. Based on the precise identification
of the R&D performance and the technological competitors
of a company, stakeholders can consider an effective strategic
approach to improve their technological competitiveness.

Focusing on the importance of patents, previous stud-
ies have suggested various methods for analyzing patents.
Roughly, these studies can be classified as relation-based
and attribute-based approaches. The relation-based approach
mainly focuses on the citations of patents. Because this
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approach does not require the attributes of patents, patents
with insufficient descriptions can be analyzed if their citations
are identified. While analyzing patent citations, researchers
identified significant changes in certain technology fields [1].
However, this approach was not effective for the latest
patents because the patents did not have an adequate num-
ber of citations to represent their characteristics. Contrary
to the relation-based approach, the attribute-based approach
focuses on the attributes of patents such as the title, abstract,
claim, and classification codes. Because this approach does
not rely on citations, the latest patents can be analyzed by
focusing on their content. Previous studies have shown that
the attributes of patents can be utilized to discover prominent
patents and emerging technologies (e.g., [2], [3]). However,
due to the lack of precise methods for analyzing the descrip-
tion of patents, their performances were limited to a certain
level.

The limitations of the attribute-based approach have been
overcome by a notable advance in text embedding techniques.
Mikolov, Chen, Corrado, and Dean [4] suggested an effective
technique for representing the semantics of words in the vec-
tor space namedWord2Vec, and Le andMikolov [5] extended
the word-level approach to a sentence-level approach named
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Doc2Vec. Later studies considered a more effective way to
train the embedding model. Peters et al. [6] found that the
embedding model could be trained more effectively when
the model was initially trained on general texts (e.g., news
articles) and retrained on task-oriented texts. This embedding
model was named Embedding from the Language MOdel
(ELMO), and its pretraining and fine-tuning approach has
become a major text embedding technique. Devlin et al.
[7] employed the pretraining and fine-tuning approach and
suggested a more precise embedding model named Bidirec-
tional Encoder Representations from Transformers (BERT).
BERT has facilitated the analysis of complex texts and
has been utilized in various fields including chemistry [8],
biomedicine [9], and general science [10]. However, only
a few studies employed the technique to analyze the R&D
performance of companies in terms of patents.

The text embedding technique can find technologically
similar companies accurately and can be used to develop an
effective R&D benchmarking service. Our study developed a
patent embedding model and examined its effectiveness for
retrieving technologically similar companies. We designed
BERT models with different settings and trained them on
the descriptions (i.e., titles, abstracts, and claims) and clas-
sification codes of Korean patents. The model that showed
the best performance was selected and used to develop a
patent embedding-based company comparison method. For
11,227 Korean companies listed in the Korea Data Analy-
sis, Retrieval, and Transfer system (DART), we compared
the performance of the suggested patent embedding-based
company comparison method and conventional patent clas-
sification code-based company comparison method, and we
present the effectiveness of the suggested method.

II. BACKGROUND
A. PATENT ANALYSIS
Patents contain descriptions of inventions. The forms of
patents are somewhat different by country, but in gen-
eral, patents are described by their title, abstract, and claims,
and their classification codes follow the International Patent
Classification (IPC) or Cooperative Patent Classification
(CPC) system. Like other general documents, the titles and
abstracts of patents describe their overall contents. However,
unlike other documents, patents have a unique entry named
claims. Claims specify the idea that patentees want to claim
their rights by the patent. Claims consist of independent
and dependent claims that describe the points of the claims,
generally and in detail, respectively. To facilitate the iden-
tification of patents, the IPC system was established by the
Strasbourg Agreement in 1971. This system is composed of
approximately 70 thousand codes and is renewed annually.
However, because the system is limited to covering a broad
range of technology, the United States Patent and Trade-
mark Office (USPTO) and European Patent Office (EPO)
developed a new classification system in 2012 named CPC.
The CPC system provides approximately 250 thousand codes

with a hierarchy architecture that consists of sections, classes,
subclasses, groups, and subgroups.

Previous studies have used patent classification codes to
find technology competitors and alternatives. Jaffe [11] sug-
gested that the distribution of patent classification codes can
be used to find similar companies in terms of technology.
He calculated cosine similarity for the distributions of patent
classification codes and defined it as the technological prox-
imity between two companies. Kay et al. [12] used IPC
codes to build patent overlay maps between two companies
and showed that the maps were effective in benchmarking.
Lee and Lee [13] also employed IPC codes to measure the
technology similarity of companies and used them to draw a
patent analysis map for the purpose of benchmarking. As the
CPC system was launched to replace the IPC system, several
studies have suggested that CPC codes are a better tool with
which measure technological similarities among companies.
Kapoor et al. [14] examined patent portfolios in the wind
industry and found that the CPC system was more effective
in capturing the technological features of wind power com-
panies than was the IPC system. Leydesdorff et al. [15] also
demonstrated the effectiveness of CPC codes for capturing
similar patent portfolios. Kim and Bae [16] used CPC codes
to measure the similarity of patents and constructed technol-
ogy clusters to capture emerging technologies. Jee et al. [17]
employed CPC codes to find different types of technology
clusters among patents.

On the other hand, other researchers have tried to
reflect the contents of patents, such as titles, abstracts,
and claims, to retrieve similar patents. For example,
some studies used Term Frequency and Inversed Docu-
ment Frequency (TF-IDF) to find emerging technologies
(e.g., [18], [19]). Singular Value Decomposition (SVD, [20]),
Latent Dirichlet Allocation (LDA, [21]), Support Vec-
tor Machine (SVM, [22]), and Artificial Neural Network
(ANN, [23]) have been employed to find technological trends
and opportunities. However, because of the high complexity
in the text of patents, these approaches have limited accuracy.
Other studies have tried to overcome the limitation by consid-
ering additional features such as numbers of claims, citations,
classification codes, and inventors of patents (e.g., [2], [3]).
However, as the number of features increases, some of the
featuresmay not be available for some patents, and overfitting
problems can occur.

B. TEXT EMBEDDING
Recent advances in text embedding techniques have notably
increased the accuracy of Natural Language Processing
(NLP). With the use of the text embedding technique, unique
characteristics of patents can be captured even if the patents
are recent. Early text embedding techniques were only able
to consider word-level semantics, but later techniques were
able to consider sentence-level semantics. Several techniques,
including Word2Vec [4], Doc2Vec [5], and ELMO [6],
have been suggested for achieving high accuracies on NLP
tasks. In particular, BERT [7] has shown state-of-the-art
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performances on several NLP tasks and has been employed as
a base model for later extendedmodels. Based on a pretrained
BERT model, several researchers have suggested fine-tuned
BERT models with different fields of research in chemistry
[8], biomedicine [9], and general science [10].

In the context of patent analysis, several studies have uti-
lized text embedding techniques to extract feature vectors
from the patent text. Li et al. [24] designed a Convolutional
Neural Network (CNN) model to embed the text of patents
in the USPTO dataset and showed that the model performed
better than naïve Bayes, random forest, decision tree, and
simple ANN methods. Chen et al. [25] used topic modeling
and word embedding techniques to develop a patent recom-
mendation system and reported that the model performed bet-
ter than did the Latent Semantic Analysis (LSA), Word2Vec,
and Doc2Vec models. Some studies examined the patents of
other countries. For example, Kim et al. [26] used a Korean
patent dataset to examine a novel clustering method based
on Doc2Vec and showed that the method performed better
than clustering based on the TF-IDF, K-means, and Doc2Vec
methods. Zhu et al. [27] considered a Chinese patent dataset
to examine the performance of a CNN-based patent clas-
sification model and reported superior performances of the
model compared with the Recurrent Neural Network (RNN),
SVM, Bayesian, and regression models.

However, despite the cases, only a few cases employed a
BERT model to compare companies in terms of patents and
then developed an R&D benchmarking service based on the
model. Lee and Hsiang [28] examined the performance of
BERT with USPTO patent datasets and showed that training
BERT on patent claims and CPC codes achieved the best
performance compared with cases using titles, abstracts, and
IPC codes. Kang et al. [29] tested BERT on a patent dataset
for dual-camera technology and found that BERT could be
utilized for searching patent prior art. These studies demon-
strated the potential of BERT as a useful tool for patent anal-
ysis. However, none of them considered the use of BERT for
finding similar companies in terms of patents. A company’s
patents can be vectorized using BERT and utilized for com-
parison purposes. This can be especially useful for finding
certain companies to benchmark and identify technological
competitiveness.

III. METHODS
We designed a stepwise approach to develop a patent
embedding-based company comparison method, and we val-
idated its effectiveness. At first, we examined BERT models
with different settings, and we selected the best one. Then,
we devised a patent embedding-based company comparison
method that extracts patent embedding vectors and calculates
technological similarity based on the embedding vectors.
Lastly, the devised method was compared with the conven-
tional patent classification code-based company comparison
method in terms of its effectiveness in retrieving techno-
logically similar companies. Figure 1 shows the stepwise
approach in detail.

A. DATA COLLECTION AND PREPROCESSING
Korea Institute of Patent Information (KIPI) provides a
Korean patent database named Korea Intellectual Property
Rights Information Service (KIPRIS). We secured 1,533,915
patents that were registered by 2020 for 32,209 companies
listed with the KOrea Industrial Technology Association
(KOITA). The titles, abstracts, and first claims of patents
were considered as the input sources of the BERT models
(although patents have multiple independent and dependent
claims, we only considered the first claim because of the sim-
plicity issue [28]). We cleaned texts in the dataset using the
Natural Language ToolKit (NLTK) package and we checked
for any misused expressions and excluded them from the
dataset. For the supervised learning of BERTmodels, we con-
sidered the CPC classification codes of patents as output
sources. Because the CPC codes consisted of approximately
250 thousand codes, we only considered the subclass level
CPC codes (four digits). Similar to the preprocessing of
patent texts, we manually checked the CPC codes of patents
and excluded misused expressions. Indexing scheme codes
were also removed from the dataset because they were not
functional in terms of patent classification. Table 1 shows the
basic statistics of the dataset.

B. MODEL TRAINING AND VALIDATION
Google research provides a basic BERT model pretrained on
English texts and other BERT models pretrained on multilin-
gual texts. However, thesemodels were not generally oriented
to Korean. We employed a different BERT model named
KoBERT. KoBERT was pretrained on 5 million sentences
and 54 million words fromWikipedia in Korean and released
by SKT Brain (https://github.com/SKTBrain/KoBERT).
KoBERT has been employed in various studies for
embedding texts in different contexts (e.g., [30], [31]).
We trained seven KoBERT models on different sets of
texts consisting of (1) titles, (2) abstracts, (3) claims,
(4) titles+abstracts, (5) titles+claims, (6) abstracts+claims,
and (7) titles+abstracts+claims as input sources, and CPC
codes as an output source. The parameters of the KoBERT
models, which consisted of maximum sequence length, batch
size, and learning rate, were set to 128, 256, and 2e-5,
respectively.

To conduct fine-tuning with KoBERT using supervised
learning, a proper fully connected layer and loss function had
to be applied to the basic KoBERT model. We added a 768 ×

651 fully connected layer to the end of the basic KoBERT
model. Because each patent can have multiple CPC codes,
we regarded the fine-tuning task as a multilabel classifica-
tion problem, and we used binary cross-entropy and sigmoid
functions to calculate losses in the training and test processes.
The Adam optimizer was employed for training the models.
We divided the dataset into 70% data for training and 30%
for testing and used them to measure performance. From
among the trained KoBERT models with different settings,
we selected the best one in terms of F1 and accuracy score.
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FIGURE 1. Method development and validation process.

TABLE 1. Basic statistics of the dataset.

Accuracy was calculated based on cases of correctly pre-
dicted (i.e., all CPC codes of patents are correctly predicted)
or not (i.e., at least one CPC code is wrongly predicted).
Thus, the accuracy score was expected to be lower than that
of normal classification problems.

To check whether the model learned the patent infor-
mation correctly, we evaluated its effectiveness in finding
technologically similar companies. Previous studies have
employed patent classification code-based methods to find

technologically similar companies (e.g., [11], [12], [13]).
The methods identify companies’ patents and their classi-
fication codes to construct code vectors and sum vectors
for measuring technological similarity between companies.
However, the methods have resolution and sparsity problems.
Depending on the level of classification codes, the vector
dimension can be too high or too low (e.g., the number of
CPC codes is approximately 250 thousand). Also, if a com-
pany’s patents were focused on specific technology fields,
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TABLE 2. Model performances.

only a few classification codes would appear, and this can
cause the sparsity problem. We considered that the trained
KoBERT model with patent information could address the
problems effectively, and we devised the patent embedding-
based company comparison method.

The patent embedding-based company comparison
method extracts embedding vectors for companies’ patents
(e.g., 761-dimensional vectors in the case of our trained
KoBERT model) and uses sum vectors to calculate the tech-
nological similarity between companies (cosine similarity).
We compared the effectiveness of the method with that of the
CPC-based company comparison method. In detail, we used
11,227 companies listed in the KOITA and DART databases
and identified their industry codes using DART. DART is a
system that is managed by the Financial Supervisory Service
(FSS) in Korea, and it provides detailed information about
companies such as name, stock code, representative name,
corporate and business registration codes, and industry code.

With the patent embedding-based and CPC-based meth-
ods, we checked the top 100 and 10 results for similar com-
pany retrieval, and we examined how many different industry
codes appeared in a result (homogeneity) and how many
codes in a result were congruent with the target company
(congruency). If the technological features of companies in
a retrieval result were homogeneous and congruent with the
target company, only a few industry codes would appear,
and many industry codes would be congruent with the tar-
get company. In contrast, if the technological features were
heterogeneous and incongruent with the target company, var-
ious industry codes would appear, and only a few would be
congruent with the target company.

The company industry codes are based on the Korea Stan-
dard Industry Code (KSIC). KSIC is composed of four-level,
five-digit codes. The first two numbers of the code indicate
the first-level classification, and the third, fourth, and fifth
numbers of the code indicate the second-, third-, and fourth-
level classifications, respectively. For example, industry code
25931 represents that the company is hierarchically clas-
sified into 25 (manufacture of fabricated metal products,
except machinery and furniture), 259 (manufacture of other
fabricated metal products; metalworking service activities),
2593 (manufacture of cutlery, hand tools and general hard-
ware) and 25931 (manufacture of cutlery). Considering the
hierarchical structure of industry codes, we examined the

homogeneity and congruency scores at different levels of
industry codes.

IV. RESULTS
Among the seven models examined, we found that the
KoBERT model fine-tuned with abstracts and claims per-
formed the best in training data and the model fine-tuned with
titles and abstracts performed the best in test data. We consid-
ered that the latter model showed better generalization perfor-
mance, and we used it to develop a patent embedding-based
company comparison method. Table 2 shows the result. The
effectiveness of the developed method was compared with
the CPC-based company comparison method, and Table 3
and Table 4 show the results. As shown in the table, the
patent embedding-based method presented lower means for
the number of unique industry codes and higher means for the
number of congruent industry codes than did the CPC-based
method at the two-, three-, four-, and five-digit industry
code levels. This tendency was presented consistently for
all levels of industry codes and top 100 and 10 results.
This implies that the patent embedding-based method found
technologically similar companies more effectively than did
the CPC-based method. The industry codes retrieved by
the patent-embedding method were less dispersed but more
congruent with the target company than the codes of the
CPC-based method.

V. DISCUSSION
We considered KoBERT with different settings to find a
proper patent embedding model, and the results showed that
title+abstract was the best source of patent information for
training the KoBERT model. Our model showed accuracies
of 0.452 and 0.397, and F1 scores of 0.668 and 0.556 on
the training and test data, respectively. Lee and Hsiang [28]
reported that a BERT model fine-tuned with claims and four-
digit CPC codes of patents achieved an F1 score of 0.668,
which is very close to the performance of our model. Con-
sidering that the previous study mainly used English patents
to train the model, this implies that the language issue may
not present a major problem in training the patent embedding
model. We were not able to fully compare our model eval-
uation results with those of the previous study because the
previous studies did not examine the effect of patent text type
(they only focused on claims rather than titles and abstracts).
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TABLE 3. Comparison of CPC and patent embedding-based methods (top 100).

TABLE 4. Comparison of CPC and patent embedding-based methods (top 10).

However, we found only small differences in the performance
of models that were fine-tuned on different text types. This
suggests that not the patent text type, but other issues in the
data, such as the quantity of data and the coverage, could be
more important in training a patent embedding model.

The effectiveness of patent embedding models has been
investigated in several studies. These studies have reported
that text embeddingmodels can be used effectively to classify
patents into certain patent classification codes ([24], [28]).
However, these studies did not explain how the models could
be utilized to retrieve technologically similar companies and
how effective this method is compared with existingmethods.
To address this issue, we devised a patent embedding-based
company comparison method and compared its effectiveness
with the conventional patent classification code-based com-
pany comparison method. The effectiveness of the methods
was measured in terms of homogeneity (how many different
industry codes of companies appeared in the retrieval results
of the target company) and congruency (how many com-
panies had the same industry code as the target company).
The results showed that the devised patent embedding-based
method performed better than the conventional one. How-
ever, we need to note that this validation could be limited
because only a single industry code was assigned to a com-
pany even if the company had a broad technology portfolio.
For example, industry code 26400 (telecommunication and
broadcast equipment manufacturing) is assigned to Samsung
Electronics, but other industry codes such as 26100 (semi-
conductor manufacturing) and 46520 (wholesale business of
home appliance and telecommunication equipment) could be

assigned too. In other words, the validity of the method can
be perceived differently depending on what people judge to
be the company’s main technology area.

We also note that the properties of patents may be different
depending on how patentees describe their ideas and claims
in the patents. If they describe key ideas using figures, the
patent texts provide less important information. In this case,
the patent classification code-based method could be more
effective than the patent embedding-basedmethod. One could
consider a hybrid approach to cover various types of patents.
The approach constructs a vector combining patent embed-
ding and classification code vectors and utilizes it to find
technologically similar companies. The number of figures
or the length of the title, abstract, and claims in the patents
can be utilized to determine a proper ratio that combines the
patent embedding and classification code vectors. In addi-
tion, researchers can consider different models for embedding
patent texts and examine their classification performance
and effectiveness in retrieving technologically similar com-
panies. Extended patent data that contains more data for a
broader range of patents would help improve performance
and effectiveness.

VI. CONCLUSION
In this study, we examined the effectiveness of a patent
embedding-based method for finding technologically similar
companies. To devise the patent embedding-based method,
we examined KoBERT models that had different settings
and selected the best model. The examination results showed
that title+abstract was the best source for training the
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patent embedding model. The devised patent embedding-
based method was compared with the conventional patent
classification code-based company comparison method. The
validation results demonstrated that the devised method more
effectively found technologically similar companies than the
conventional method. Although we found that title+abstract
was the best source for training the model, we observed only
small differences between the performances of the examined
models. This implies that the type of patent texts did not
significantly impact the performance. We suggest that other
properties of patent data, such as size and coverage, could
be more important for determining performance. In addition,
advances in embedding models and techniques would con-
tribute to establish the patent embedding-based method suc-
cessfully. Future studies can address the issues and suggest
an improved approach.
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