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ABSTRACT Network intrusion detection is an important technology in national cyberspace security strategy
and has become a research hotspot in various cyberspace security issues in recent years. The development
of effective and efficient intelligent network intrusion detection methods using advanced machine learning
algorithms is of great importance for defending against various network intrusions in complex network
environments. In this study, a network intrusion detection method based on decision tree twin support vector
machine and hierarchical clustering, named HC-DTTWSVM, is proposed, which can effectively detect
different categories of network intrusion. First, the hierarchical clustering algorithm is applied to construct
the decision tree for network traffic data, where the bottom-up merging approach is used to maximize the
separation of the upper nodes of the decision tree, which reduces the error accumulation in the construction
of the decision tree. Then, twin support vector machines are embedded in the constructed decision tree
to implement the network intrusion detection model, which can effectively detect the network intrusion
category in a top-down manner. The detection performance of the proposed HC-DTTWSVM method is
evaluated on NSL-KDD and UNSW-NB15 intrusion detection benchmark datasets. Experimental results
show that HC-DTTWSVM can effectively detect different categories of network intrusion and achieves
comparable detection performance compared to some of the recently proposed network intrusion detection
methods.

INDEX TERMS Network intrusion detection, twin support vector machine, hierarchical clustering, decision
tree.

I. INTRODUCTION
The wide application of information technology and the rise
and development of cyberspace have greatly contributed to
the prosperity and progress of the economy and society,
but also brought new cyberspace security risks and chal-
lenges [1], [2]. With the increasing improvement of computer
networks and communication networks, cyberspace security
faces complex and diverse security threats such as network
intrusions and attacks [3], [4]. The issue of cyberspace
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security has been elevated to a national strategy in China [5].
Network intrusion detection is an important security defense
technology in cyberspace security for monitoring and
detecting security events. It helps to ensure network and
data security by analyzing the characteristics of network
traffic data, discovering and detecting malicious network
behavior, and formulating reasonable defense strategies
[6], [7]. According to the requirements of cyberspace security
protection, it is necessary not only to quickly detect network
intrusions in network traffic data, but also to accurately
identify the specific categories of network intrusions, so as
to take targeted defense strategies and response dispositions
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to ensure network security. Network intrusion detection has
become a popular research topic in cyberspace security in
recent years. Due to the explosive growth of network traffic,
designing efficient and robust network intrusion detection
systems in a big data environment has become crucial but
difficult [8], [9]. Therefore, it is important to study fast
and accurate intelligent network intrusion detection methods
to defend against various network intrusions in complex
network environments.

The Twin Support Vector Machine (TWSVM) is a
powerful machine learning algorithm based on traditional
support vector machines (SVMs) [10]. TWSVM generates
two hyperplanes so that the samples of each class are as
close as possible to the hyperplane for that class and as
far away as possible from the other hyperplane [11]. That
is, TWSVM transforms a binary classification problem into
a problem of obtaining two non-parallel hyperplanes by
solving two quadratic programming problems of smaller
size compared to traditional SVMs. Compared to the
traditional SVMs, TWSVM has the following advantages
[12], [13]: (1) TWSVM improves the computational effi-
ciency by transforming the solution of large-scale classifica-
tion problems into smaller quadratic programming problems.
(2) TWSVM retains the advantages of traditional SVMs and
fully considers the prior information in the class. It is less
sensitive to the noise in the sample data and has a strong
generalization ability. (3) TWSVMhas a higher classification
accuracy and a training speed that is nearly four times faster
than the traditional SVMs, which has a great advantage in the
binary classification problems.

TWSVMs are effective in solving binary classification
problems, but usually cannot be used directly to solve
multi-class classification problems [14], [15]. A common
approach to solving multi-class classification problems using
TWSVMs is to combine multiple TWSVMs to form an
integrated classification model. A number of combinatorial
strategies have been proposed for individual TWSVMs
[15], [16], such as one-against-rest methods, one-against-one
methods, and decision tree-based methods. One-against-rest
TWSVM generates a hyperplane for each class of the sample
data, so that each binary TWSVM classifier corresponds to
a particular class. The classification hypothesis determines
whether the given feature vector belongs to the selected class
or to one of the remaining classes. One-against-rest TWSVM
is conceptually simple, but its runtime complexity is quite
high. One-against-one TWSVM is usually implemented
using a winner-takes-all strategy, where each binary TWSVM
classifier uses samples from only two classes. The final
classification results are determined by a voting procedure.
The main disadvantage of the one-against-one TWSVM
is that its training process is complex and slow. Both
one-against-rest TWSVM and one-against-one TWSVM
suffer from the problem of unclassifiable region (ambiguous
region). Decision tree TWSVM organizes binary TWSVM
classifiers into a reasonable decision tree structure, where
each non-leaf node is a binary TWSVM and the leaf nodes

are labeled by the classes so that the final decision can be
achieved directly. The decision tree TWSVM is faster than the
one-against-rest TWSVM and the one-against-one TWSVM,
and can solve the unclassifiable region problem well [15].
Therefore, in this paper, the decision tree TWSVM is applied
to design a network intrusion detection method.

Network intrusion detection systems should not only detect
network intrusions in network traffic data, but also accurately
identify the specific categories of network intrusions, which
is a typical multi-class classification problem. In this paper,
we apply the hierarchical clustering and decision tree method
to construct a TWSVM-based model that can be used for
multi-class classification, and propose a network intrusion
detection method based on the hierarchical clustering and
decision tree TWSVM multi-class classification model for
identifying different categories of network intrusions. The
proposed multi-class TWSVM classification model is called
HC-DTTWSVM. The key toHC-DTTWSVM is to determine
the structure of the decision tree. We apply the hierarchical
clustering algorithm to construct the decision tree, and
merge the two most similar categories of network traffic
data into one class by bottom-up stepwise merging until
all the data are merged, and then we get the decision tree
structure. This bottom-up merging method can maximize the
separation of the upper nodes of the decision tree, improve the
classification performance of the upper nodes, and effectively
reduce the error accumulation in the classification process
of the decision tree. When the proposed HC-DTTWSVM
method is applied to network intrusion detection application,
the top-down stepwise classification is used to identify the
network intrusion category according to the constructed
decision tree and the trained TWSVMs.

The main contributions of this paper can be summarized as
follows:

• A network intrusion detection method based on decision
tree TWSVM and hierarchical clustering is proposed,
which can accurately identify the specific categories of
network intrusions.

• The TWSVM algorithm is used to implement the
classificationmodel of network traffic data, which is fast
and accurate compared with traditional SVMs.

• The decision tree method is used to construct the
multi-class TWSVM classification model, which effec-
tively overcomes the unclassifiable region and improves
the computational complexity.

• The hierarchical clustering algorithm with bottom-up
merging is used to construct the decision tree, which
can reduce the error accumulation in the classification
process of the decision tree.

The rest of this paper is organized as follows. In section II,
the current network intrusion detectionmethods are reviewed,
including traditional machine learning based network intru-
sion detection methods and deep learning based network
intrusion detection methods. In section III, the basic
theory of TWSVM is first introduced, and then the
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proposed HC-DTTWSVM model is described in detail,
including its application in network intrusion detection.
In section IV, the flexibility and performance of the
proposed HC-DTTWSVM algorithm are demonstrated on
NSL-KDD [17] and UNSW-NB15 [18] network intrusion
detection benchmark datasets, and compared with other
relevant methods. Finally, the conclusion of this paper and
the future work are presented in section V.

II. RELATED WORKS
With the rapid development of artificial intelligence tech-
nology, machine learning algorithms have been widely
used in the design of network intrusion detection meth-
ods, and a series of research results have been achieved
[19], [20], [21]. The application of modern machine learning
algorithms to design efficient network intrusion detection
methods is an important research direction in the field of
cyberspace security [22]. According to the different machine
learning algorithms used in network intrusion detection
systems, the current network intrusion detection methods can
be roughly divided into two categories: traditional machine
learning-based network intrusion detection methods and deep
learning-based network intrusion detection methods.

Traditional machine learning algorithms, such as SVMs,
artificial neural networks, Bayesian networks, decision trees,
logistic regression, and random forests, are widely used in
the design of network intrusion detection systems [23], [24].
SVM and its variants are very important statistical machine
learning algorithms. SVMs have the advantage of minimizing
structural risk and having a relatively high generalization
ability, and can efficiently solve many pattern classification
problems [25], [26], [27]. By combining SVMs with
other techniques, researchers have proposed many network
intrusion detection methods. Teng et al. [28] presented a
self-adaptive and collaborative network intrusion detection
method using SVMs and decision trees. The experimental
results on the KDD CUP 1999 dataset show that this method
is effective in terms of detection precision rate and recall rate.
Gu et al. [29] applied the Naïve Bayes approach to transform
features of network traffic data to generate high-quality
new data, and further built a network intrusion detection
model using SVM, which achieved high detection accuracy.
Jing and Chen [30] proposed a network intrusion detection
method combining SVMs with a nonlinear scaling method,
and achieved superior classification performance compared
to other methods. Raman et al. [31] presented an SVM-based
network intrusion detection method, in which the hypergraph
method is used for feature selection of network traffic data
and the genetic algorithm is used to optimize the SVM
parameters. The experimental results show that this method
can achieve high detection accuracy and low false alarm rate.
Aburomman and Reaz [16] proposed a weighted one-against-
rest SVM algorithm and used it to identify multiple attack
categories in network intrusion detection. The experimental
results on the NSL-KDD benchmark dataset show that
this method outperforms the other related approaches in

terms of overall accuracy. Ponmalar and Dhanakoti [32]
proposed an intrusion detection approach using an ensemble
SVM based on the chaos game optimization algorithm
in a big data platform. Rashid et al. [33] proposed a
tree-based stacking ensemble intrusion detection model that
integrates decision tree, random forest, and extreme gradient
boosting. In addition, researchers have also used other
machine learning algorithms to design network intrusion
detection methods, such as Bayesian networks [34], decision
trees [35], and random forests [36]. Overall, these traditional
machine learning-based network intrusion detection methods
are relatively simple in methodology design and efficient
in computation, making them more effective in real-time
network intrusion detection applications.

Deep learning is an emerging machine learning technique
and has been widely used in many areas of pattern
recognition [37]. In recent years, many efficient deep
learning models have emerged, such as deep belief net-
works, deep convolutional neural networks, recurrent neural
networks, and deep generative networks. These models
have been used to develop network intrusion detection
systems [38], [39]. Shone et al. [40] proposed a novel
deep learning classification model constructed using stacked
non-symmetric deep auto-encoders that can correctly detect
network intrusion categories. Hassan et al. [41] proposed an
efficient network intrusion detection method in a big data
environment by combining deep convolutional neural net-
works andweight-dropped long short-termmemory networks
to extract meaningful features from network traffic data, thus
improving intrusion detection accuracy. Khan et al. [42] used
convolutional neural networks and recurrent neural networks
to capture local features and temporal features, respectively,
and proposed a hybrid intrusion detection framework based
on deep learning for predicting and classifying malicious
network attacks. Cao et al. [43] proposed a network intrusion
detection model that fuses a convolutional neural network
and a gated recurrent unit, which can well solve the
problems of low classification accuracy and class imbalance.
Kasongo [44] implemented an intrusion detection framework
using different types of recurrent neural networks, including
long-short term memory, gated recurrent unit, and simple
recurrent neural network. Similar methods are presented
in [45] and [46]. Although these deep learning-based
network intrusion detectionmethods can usually achieve high
detection accuracy, the algorithm design is more complex,
and the network training usually requires a large number of
iterations, which requires more computational resources, and
the training process is generally time-consuming.

III. MATERIALS AND METHODS
A. BASIC THEORY OF TWSVM
TWSVM is a widely used machine learning algorithm in the
field of pattern recognition. It is very effective in solving
binary classification problems. Given a training dataset of
data samples D = D+ ∪ D−, which consists of positive
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class data samples D+ = {(xi, 1)|xi ∈ Rn, i = 1, · · · ,N+}

and negative class data samples D− = {(xj, −1)|xj ∈

Rn, j = 1, · · · ,N−}, where N+ and N− denote the number
of positive and negative class data samples, respectively.
In binary classification tasks, the goal of TWSVM is to
solve the following two non-parallel hyperplanes in the
n-dimensional feature space Rn:{

xTw+ + b+ = 0
xTw− + b− = 0

(1)

It requires that each hyperplane be closer to one of the two
classes and as far away from the other as possible. A sample
point is assigned to class+1 or−1 depending on its proximity
to the two non-parallel hyperplanes.

The solution of these two non-parallel hyperplanes in
eq.(1) can be transformed into the solution of the following
two quadratic programming problems:

min
w+,b+,ξ−

1
2
∥X+w+ + e+b+∥

2
+ c+eT−ξ−,

s.t. − (X−w+ + e−b+) + ξ− ≥ e−, ξ− ≥ 0

min
w−,b−,ξ+

1
2
∥X−w− + e−b−∥

2
+ c−eT+ξ+,

s.t. − (X+w− + e+b−) + ξ+ ≥ e+, ξ+ ≥ 0

(2)

where X+ and X− denote the attribute values of all samples in
D+ and D−, respectively, c+ and c− are penalty parameters,
ξ+ and ξ− are slack vectors, e+ and e− are the vectors of
the ones of appropriate dimensions. These two quadratic
programming problems in eq.(2) can be solved by solving
their dual problems in dual space. By introducing four
Lagrangian multipliers α ∈ RN− , β ∈ RN− , γ ∈ RN+ , and
η ∈ RN+ , the Lagrangian functions corresponding to the
quadratic programming problems in Eq.(2) can be expressed
as follows:

According to the Karush-Kuhn-Tucker (KKT) condi-
tions [13] and the Lagrangian functions in Eq.(3), as shown
at the bottom of the next page, theWolfe dual of the quadratic
programming problems in Eq.(2) can be expressed as follows:max

α
eT−α −

1
2α

TG(HTH )−1GTα, s.t. 0 ≤ α ≤ c+

max
γ

eT+γ −
1
2γ

TH (GTG)−1HT γ, s.t. 0 ≤ γ ≤ c−

(4)

where H = [X+, e+] and G = [X−, e−]. By solving
the Wolfe dual in Eq.(4), the solution of the non-parallel
hyperplane in Eq.(1) is obtained as:{

[w+ b+]T = −(HTH )−1GTα

[w− b−]T = (GTG)−1HT γ
(5)

When TWSVM is used to solve the binary classification
problem, the classification decision function for the input
sample data x is expressed as

f (x) = argmin
k∈{+,−}

|xTwk + bk |
∥wk∥

(6)

That is, the sample data x is assigned to the class correspond-
ing to the hyperplane to which it is closest.

The main difference between TWSVM and SVM is that
when solving a binary classification problem, SVM creates
only one hyperplane, while TWSVMcreates two non-parallel
hyperplanes so that each hyperplane is as close as possible to
the sample points of that class and far away from the sample
points of the other class. Figure 1 illustrates the basic SVM
and TWSVM in two-dimensional space. Assuming that there
are n training data samples, the computational complexity of
SVM is O(n3). If the number of data samples in each class is
approximately n/2, then the complexity of TWSVM isO(2×

(n/2)3). The ratio of the computational complexity of SVM
and TWSVM is n3

2×(n/2)3
= 4. In other words, TWSVM is

theoretically four times faster than traditional SVM.

B. MULTI-CLASS CLASSIFICATION ALGORITHM:
HC-DTTWSVM
A single TWSVMcannot be used directly to solvemulti-class
classification problems. Embedding a single TWSVM in each
non-leaf node of the decision tree is a commonly usedmethod
to design TWSVM algorithms for multi-class classification
problems. Decision tree-based multi-class TWSVMs only
need to buildK−1 sub-classifiers for aK -class classification
problem. When K is very large, the number of non-leaf
nodes and the number of levels of the tree will increase, and
the complexity of the upper nodes will be very high [15].
That is, decision tree-basedmulti-class TWSVMs suffer from
cumulative errors. Therefore, the key to using decision trees
to design the TWSVM multi-class classification algorithm
is to construct the structure of the decision tree with less
classification error accumulation. On the one hand, if a
misclassification occurs at a non-leaf node at a certain
level, this error will be inherited by the classifier at the
next level, resulting in error accumulation. On the other
hand, the classification accuracy of the upper-level non-
leaf nodes directly affects the performance of the whole
classification model, so the structure of the decision tree
and the upper-level classifier should be reasonably designed
to reduce the downward transmission and accumulation of
classification errors.

Here we use the hierarchical clustering algorithm and
the decision tree algorithm to design our multi-class clas-
sification algorithm HC-DTTWSVM. The core idea of the
HC-DTTWSVM algorithm is to first apply the hierarchical
clustering algorithm to construct the structure of the decision
tree, then embed individual TWSVMs into the non-leaf
nodes of the constructed decision tree, and finally train
these individual TWSVMs to optimize the classification
performance of the whole model.

The first step of the HC-DTTWSVM algorithm is to apply
the hierarchical clustering algorithm to construct the structure
of the decision tree. For K class classification problems,
the training dataset D = {(xi, yi)|i = 1, · · · ,N }, xi ∈

Rn, yi ∈ {1, · · · ,K } containing N data samples belonging to
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FIGURE 1. Illustration diagram of (a) SVM and (b) TWSVM in
two-dimensional space.

K classes is first divided into K clusters C = {C1, · · · ,CK }

according to their labels, and the distance matrix Dist
between the K clusters is computed using the Euclidean
distance. Furthermore, the two most similar classes of the
samples are merged into a new class, and the distance
between the new class and the remaining classes is calculated.
The cluster paths are also saved. The merging process is
repeated until all the classes are merged into one class,
and then the clustering dendrogram is obtained through
the stored cluster paths. Finally, the decision tree structure
is obtained according to the clustering dendrogram. This
process of constructing the decision tree structure based on
the hierarchical clustering algorithm is a bottom-up, step-
by-step merging process based on the similarity between
samples, which allows the upper-level nodes to have greater
separation, so as to effectively reduce the accumulation
of errors in the classification process. The process of

constructing a decision tree using the hierarchical clustering
algorithm is shown in Algorithm 1.

Algorithm 1 Constructing a Decision Tree Using the
Hierarchical Clustering Algorithm
Input: Training dataset D = {(xi, yi)|i = 1, · · · ,N }, xi ∈

Rn, yi ∈ {1, · · · ,K }

Output: Decision tree DT
1: Divide D into K clusters C = {C1, · · · ,CK } according

to their labels
2: Dist ⇐ Euclidean(C) ▷ Calculate the Euclidean

distance matrix Dist between the clusters C
3: CP = ∅ ▷ Initialize cluster path CP as an empty set
4: while length(Dist) > 1 do
5: (i, j) ⇐ argmin

i,j
Dist ▷ Find clusters Ci and Cj such

that Dist(i, j) = min(Dist)
6: k ⇐ 2K − length(Dist) + 1
7: Ck ⇐ Ci + Cj ▷ Merge Ci and Cj into Ck
8: CP ⇐ Append(i, j, k) ▷ Append (i, j, k) into CP to

update the cluster path
9: C = C − {Ci,Cj} + Ck ▷ Remove Ci and Cj from
C , and add Ck into C

10: Dist ⇐ Euclidean(C) ▷ Recalculate the distance
matrix Dist between the updated clusters C

11: end while
12: DG ⇐ dendrogram(CP) ▷ Get the dendrogram

according to CP
13: DT ⇐ decisiontree(DG) ▷ Construct decision tree DT

according to DG
14: return Decision tree DT

After the decision tree structure is obtained, each non-leaf
node is embedded with a binary TWSVM and the leaf
nodes are labeled by the classes. That is to say, the
framework of the HC-DTTWSVM model consists of many
individual TWSVMs embedded in the non-leaf nodes of
the constructed decision tree. The main task remaining
is to train these individual TWSVMs so that the overall
classification performance of the model is optimal. For K -
class classification problems, only K − 1 TWSVMs need to
be trained. When training a TWSVM, the training dataset
is first divided into two subsets according to their labels
and the decision tree structure. Then the two subsets of
sample data are fed into the TWSVM to calculate its two
hyperplanes. The training process is repeated until all the
embedded binary TWSVMs are trained. The training process
of HC-DTTWSVM is shown in Algorithm 2. After training
all TWSVMs, the trainedHC-DTTWSVMmodel is obtained,
which can be used for network intrusion detection.

{
L+(w+, b+, ξ−, α, β) =

1
2 (X+w+ + e+b+)T (X+w+ + e+b+) + c+eT−ξ− − αT (−(X−w+ + e−b+) + ξ− − e−) − βT ξ−

L−(w−, b−, ξ+, γ, η) =
1
2 (X−w− + e−b−)T (X−w− + e−b−) + c−eT+ξ+ − γ T (−(X+w− + e+b−) + ξ+ − e+) − ηT ξ+

(3)
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Algorithm 2 Training HC-DTTWSVM
Input: Training dataset D = {(xi, yi)|i = 1, · · · ,N }, xi ∈

Rn, yi ∈ {1, · · · ,K }, untrained HC-DTTWSVM model
Output: Trained HC-DTTWSVM model
1: for each TWSVM do
2: Split D into 2 subsets D = {D+,D−

} according to
their labels and the decision tree structure

3: Calculate α and γ using Eq.(4)
4: Calculate the parameters of the hyperplanes using

Eq.(5)
5: Determine the hyperplanes using Eq.(1)
6: end for
7: return Trained HC-DTTWSVM model

C. HC-DTTWSVM FOR NETWORK INTRUSION DETECTION
The proposed HC-DTTWSVM model is applied to the
network intrusion detection task to accurately detect the
specific categories of network intrusion. The general process
of HC-DTTWSVM for network intrusion detection is shown
in Figure 2. There are four main steps in the network intrusion
detection process:

• Step 1: Data preprocessing. The network intrusion
detection benchmark dataset usually contains non-
numerical features, such as service types and protocol
types. In order to detect network intrusion categories
using the proposed HC-DTTWSVM algorithm, all the
non-numerical features and the label information of the
network traffic data must be converted into numbers.
Meanwhile, the feature values need to be normalized to
the interval [0, 1]. Finally, the sample data in the whole
dataset are randomly divided into a training set and a
testing set.

• Step 2: Training the HC-DTTWSVM model. The pro-
posed HC-DTTWSVM multi-class classification model
is trained with the network traffic data in the training
set. Specifically: (1) Generate the decision tree structure
using the training samples according to Algorithm 1;
(2) Generate the untrained HC-DTTWSVM model by
embedding a binary TWSVM in each non-leaf node and
labeling the class information in each leaf node of the
constructed decision tree; (3) Train the HC-DTTWSVM
model using the samples in the training set according to
Algorithm 2.

• Step 3: Testing the HC-DTTWSVM model. After
training the HC-DTTWSVM model, the sample data in
the testing set is used to test and verify the detection
performance of the trained HC-DTTWSVM model.
Starting from the top-level TWSVM classifier (the root
node of the decision tree), the classification decision
function f (x) of a testing sample x is calculated
according to Eq.(6). If f (x) > 0, the sample x is detected
by TWSVMs in the left subtree of the decision tree
(assuming the left subtree represents a positive class
sample), otherwise, it is detected by TWSVMs in the

FIGURE 2. The general process of HC-DTTWSVM for network intrusion
detection.

right subtree of the decision tree. If sample x is classified
into a leaf node, the detected intrusion category of the
sample x is assigned as a label on that leaf node.

• Step 4: Performance evaluation. The detection results
of all samples in the testing set are recorded, and the
detection performance of the proposed HC-DTTWSVM
model is evaluated by 6 metrics defined in Section IV-B
(accuracy, precision, recall, false positive rate, F1-score,
and G-mean).

IV. EXPERIMENTAL RESULTS
In this section, some experiments are performed to
demonstrate the detection performance of the proposed
HC-DTTWSVM algorithm on two network intrusion
detection benchmark datasets, NSL-KDD [17] and UNSW-
NB15 [18]. First, the details of these two datasets and
the performance evaluation metrics of the algorithm are
introduced. Then the experimental results of the proposed
HC-DTTWSVM algorithm on the two datasets are presented
and compared with some most recently proposed network
intrusion detection methods.

A. DATASET DESCRIPTION AND PARAMETER SETTINGS
The NSL-KDD and UNSW-NB15 datasets are currently two
widely used network intrusion detection benchmark datasets.
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The NSL-KDD dataset contains normal network traffic data
and four categories of abnormal network traffic data, namely
Probe, Denial of Service (DoS), User to Root (U2R), and
Remote to Local (R2L). Each sample has 42 features. The
UNSW-NB15 dataset contains normal network traffic data
and nine categories of abnormal network traffic data, and
each sample has 49 features. The samples in each dataset are
divided into a training set and a testing set. In the NSL-KDD
dataset, all the samples in the ‘‘KDDTrain+.TXT’’ file are
used as the training set, and 18794 samples are randomly
selected from the ‘‘KDDTest+.TXT’’ file to form the testing
set. The UNSW-NB15 dataset has been configured as a
training set and testing set, so we use all the samples in the
‘‘UNSW_NB15_training-set.csv’’ file and all the samples in
the ‘‘UNSW_NB15_testing-set.csv’’ file to form the training
and testing sets. For a fair comparison, as in many related
studies [40], [47], [48], [49], we use the same method of
splitting the training and testing sets. The data distributions
in the NSL-KDD and UNSW-NB15 datasets are shown in
Table 1 and Table 2, respectively.
All the non-numerical features and the label information

of the samples in the two datasets need to be converted to
numbers. The method is simply to replace the non-numeric
features and sample label information with numeric values.
For example, for the protocol_type attribute in the NSL-KDD
dataset, the value tcp is changed to 1, udp to 2, and icmp
to 3. The numerical labels of the samples in the NSL-KDD
and UNSW-NB15 datasets are shown in Table 1 and Table 2,
respectively. Additionally, all feature values are normalized
to the interval [0, 1] using the min-max scaling method
expressed as follows:

fnormalized =
f − fmin
fmax − fmin

(7)

where fnormalized ∈ [0, 1] is the normalized feature value, fmax
and fmin are the maximum and minimum values of feature f .

In the HC-DTTWSVMmethod, the main hyperparameters
are the kernel function and two penalty parameters. The
kernel function is the Gaussian kernel, which is expressed as
follows:

k(x, y) = exp

(
−

∥x − y∥2

2σ 2

)
(8)

The values of the parameter σ in the Gaussian kernel and the
penalty parameters c+ and c− in Eq.(2) are determined by
5-fold cross-validation. The parameter values of each binary
TWSVM in the HC-DTTWSVM model are given in the
following subsections.

B. PERFORMANCE EVALUATION
Intrusion detection accuracy and time efficiency are two
important aspects when evaluating intrusion detection sys-
tems. The time efficiency of intrusion detection algorithms
is affected by software and hardware platforms. The results
of the intrusion detection methods used for comparison in
this paper are mainly from the original literature, rather

TABLE 1. The data distribution in the NSL-KDD dataset.

TABLE 2. The data distribution in the UNSW-NB15 dataset.

than from our own implementation. Therefore, we evaluate
the performance of the proposed method only in terms of
intrusion detection accuracy. As in many network intrusion
detection studies [16], [43], [49], [50], we use accuracy,
precision, recall, false positive rate (FAR), F1-score, and
G-mean to evaluate the detection performance of the
proposed HC-DTTWSVM algorithm. These six metrics are
defined as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(9)

Precision =
TP

TP+ FP
(10)

Recall =
TP

TP+ FN
(11)

FAR =
FP

FP+ TN
(12)

F1-score = 2 ×
Precision× Recall
Precision+ Recall

(13)

G-mean =

√
Recall × (1 − FAR) (14)

where TP (true positive) indicates the number of abnormal
samples detected as abnormal samples, TN (true negative)
indicates the number of normal samples detected as normal
samples, FP (false positive) indicates the number of normal
samples detected as abnormal samples, and FN (false
negative) indicates the number of abnormal samples detected
as normal samples.

The Accuracy represents the ratio of the number of
correctly detected samples to the total number of samples.
The Precision represents the ratio of the number of correctly
detected abnormal samples to the total number of detected
abnormal samples. The Recall represents the ratio of the
number of correctly detected abnormal samples to the total
number of actual abnormal samples. The FAR represents
the ratio of the number of normal samples detected as
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abnormal samples to the total number of actual normal sam-
ples. The F1-score represents the harmonic mean between
Precision and Recall, which is a comprehensive performance
evaluation metric. The G-mean represents the geometric
mean of Recall and Specificity (Specificity = 1 − FAR),
which is a comprehensive performance evaluation metric
for unbalanced datasets. The values of these six metrics are
between 0 and 1. Large values ofAccuracy,Precision,Recall,
F1-score, G-mean and small value of FAR indicate that the
model has better performance in network intrusion detection.

C. RESULTS ON THE NSL-KDD DATASET
In the first experiment, the detection performance of
HC-DTTWSVM is tested and verified on the NSL-KDD
dataset. There are 5 classes of samples in this dataset, and
their labels are converted to 1-5 (see Table 1). The modeling
process of the HC-DTTWSVM algorithm on the NSL-KDD
dataset is shown in Figure 3. Figure 3(a) illustrates the
hierarchical clustering process. It can be seen that the two
most similar classes of samples, class 4 (U2R) and class 5
(R2L), are merged into a new class 6 (U2R + R2L), and
then the two most similar classes of samples in a new
round, class 6 and class 1 (Normal) are merged into a
new class 7. This bottom-up merging is repeated until all
classes of samples are merged into class 9. After hierarchical
clustering, the clustering dendrogram is obtained and used to
construct the decision tree. Figure 3(b) shows the multi-class
classification TWSVM model, where 4 binary TWSVMs
need to be trained. It can be seen that the earliest merged
class of samples is detected last in hierarchical clustering,
and the last merged classes of samples are detected earliest.
For example, class 3 (Dos) is detected earliest by TWSVM1,
while class 4 (U2R) and class 5 (R2L) are detected last by
TWSVM4. It just explains that the proposed HC-DTTWSVM
algorithm constructs a decision tree by bottom-up merging,
and realizes intrusion detection by top-down classification.
After 5-fold cross-validation, the parameter values of each
binary TWSVM for the NSL-KDD dataset are shown in
Table 3.

The detection results of the HC-DTTWSVM algorithm
on the NSL-KDD dataset are shown in Table 4. It can be
seen that Dos samples have the highest precision at 98.04%,
the highest F1-score at 96.08%, and the highest G-mean at
96.66%. Normal samples have the highest recall at 96.69%,
and R2L samples have the lowest FAR at 0.21%. Normal
samples have the highest FAR because there are too many
Normal samples in the testing set. U2R samples and R2L
samples have the lowest Recall because the fact that there are
too few U2R samples and R2L samples in the training set
compared to other sample classes, and the TWSVM4 used
to detect them is located at the bottom level of the decision
tree. Dos samples have the highest precision and F1-score
because the TWSVM1 used to detect them is located at the top
level of the decision tree. Overall, HC-DTTWSVMcan detect
different categories of network intrusions on the NSL-KDD
dataset, and the detection performance on Dos samples is

TABLE 3. Parameter values of each binary TWSVM for the NSL-KDD
dataset.

TABLE 4. The detection results of HC-DTTWSVM for each class on the
NSL-KDD dataset.

TABLE 5. The detection accuracy of different algorithms for each class on
the NSL-KDD dataset.

the best. The detection performance of the samples detected
by the top-level TWSVMs in the decision tree is generally
higher than that of the samples detected by the lower-level
TWSVMs.

The detection accuracy of HC-DTTWSVM for each class
of samples on the NSL-KDD dataset is compared with
other machine learning algorithms and the results are shown
in Table 5. The deep belief network (DBN) [40], stacked
non-symmetric deep auto-encoder (S-NDAE) [40], differen-
tial evolution and extreme learning machine (DE-ELM) [51],
one-against-one SVM (OAO-SVM) [16], one-against-rest
SVM (OAR-SVM) [16], directed acyclic graph SVM
(DAG-SVM) [16], and weighted one-against-rest SVM
(WOAR-SVM) [16] algorithms are used for comparison.
It can be seen that all these algorithms can detect Normal,
Probe and Dos samples relatively accurately, but only the
WOAR-SVM and HC-DTTWSVM algorithms can detect
U2R and R2L samples more accurately at the same time.
The detection accuracy of the HC-DTTWSVM algorithm
for Normal, Probe, Dos, U2R and R2L samples is 96.69%,
78.75%, 94.20%, 24.32% and 21.60%, respectively. The
detection accuracy of the HC-DTTWSVM algorithm for
Normal and Dos samples is second only to the S-NDAE
algorithm, but higher than that of other algorithms. The detec-
tion accuracy of the HC-DTTWSVM algorithm for U2R and
R2L samples is second only to the WOAR-SVM algorithm,
but significantly higher than that of other algorithms. This
indicates that the proposed HC-DTTWSVM algorithm has
some advantages in network intrusion detection.
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FIGURE 3. Modeling process of HC-DTTWSVM on the NSL-KDD dataset. (a) Hierarchical clustering
dendrogram. (b) Multi-class classification TWSVM model.

FIGURE 4. Modeling process of HC-DTTWSVM on the UNSW-NB15 dataset. (a) Hierarchical clustering dendrogram. (b) Multi-class
classification TWSVM model.

Table 6 shows the comparison of the overall classification
accuracy of different detection methods on the NSL-KDD
dataset. Recently proposed methods for comparison include
bidirectional long short-term memory (BLSTM) [45],
BLSTM with attention mechanism (BAT) [45], BAT with
multiple convolutional layers BAT-MC [45], bi-directional
long short-term memory (BiLSTM) [46], convolution neural
network and bi-directional long short-term memory (CNN-
BiLSTM) [46], adversarial environment with synthetic
minority over-sampling technique (AESMOTE) [52], deep
autoencoder and deep neural network (DAE-DNN) [53],
focal loss using deep neural network (FL-DNN) [54], focal
loss using convolutional neural network (FL-CNN) [54],
differential evolution and extreme learning machine (DE-
ELM) [51], long short-term memory (LSTM) [50], deep
neural network (DNN) [55], cost sensitive neural net-
works (CS-NN) [48], deep state action reward state

action (Deep-SARSA) [49], recurrent neural network with
extreme gradient boosting (RNN-XGBoost) [44], long
short-term memory with extreme gradient boosting (LSTM-
XGBoost) [44], and gated recurrent unit with extreme
gradient boosting (GRU-XGBoost) [44]. It can be seen that
the proposed HC-DTTWSVM algorithm achieves the highest
detection accuracy of 85.95% on the entire NSL-KDD
dataset. In general, the proposed HC-DTTWSVM algo-
rithm achieves higher overall detection accuracy than other
machine learning algorithms on the NSL-KDD dataset,
indicating that the algorithm is effective in network intrusion
detection.

D. RESULTS ON THE UNSW-NB15 DATASET
The second experiment tests and verifies the detection
performance of the proposed HC-DTTWSVM algorithm on
the UNSW-NB15 dataset. There are 10 classes of samples
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TABLE 6. Comparison of the overall classification accuracy of different
detection methods on the NSL-KDD dataset.

TABLE 7. Parameter values of each binary TWSVM for the UNSW-NB15
dataset.

in this dataset, and their labels are converted to 1-10
(see Table 2). Figure 4 shows the modeling process of
HC-DTTWSVM on the UNSW-NB15 dataset. The hierar-
chical clustering process illustrated in Figure 4(a) shows that
Analysis samples (class 2) and Backdoor samples (class 3)
are merged first while Generic samples (class 7) are merged
last. Figure 4(b) shows themulti-class classification TWSVM
model constructed from the clustering dendrogram. There are
9 binary TWSVMs need to be trained. It can be seen that
Generic samples (class 7) are first detected by TWSVM1, and
then the remaining 9 classes of samples are divided into two
classes by TWSVM2, and finally Shellcode samples (class 9)
and Worms samples (class 10) are detected by TWSVM9.
After 5-fold cross-validation, the parameter values of each
binary TWSVM for the UNSW-NB15 dataset are shown in
Table 7.

Table 8 shows the detection results of the HC-DTTWSVM
algorithm on the UNSW-NB15 dataset. It can be seen that
the Generic samples have the highest Precision, Recall,
F1-score, and G-mean, which are 94.04%, 98.18%, 96.06%
and 98.17%, respectively. This is because the TWSVM1 used
to detect the Generic samples is located at the top level
of the decision tree. The Worms samples have the lowest
FAR, which is 0.05%. This is because there are too few
Worms samples in the testing set. In general, the proposed
HC-DTTWSVM can better detect Normal, Exploits and

TABLE 8. The detection results of HC-DTTWSVM for each class on the
UNSW-NB15 dataset.

Generic samples, but has a lower detection accuracy for
Analysis and Backdoor attacks.

Table 9 shows the detection accuracy of different intrusion
detection algorithms on the UNSW-NB15 dataset. The detec-
tion accuracy of the proposed HC-DTTWSVM algorithm is
compared with the decision tree algorithm implemented by
the C5.0 algorithm [56], the Naïve Bayes algorithm [56], the
SVM algorithm [30] and the Deep SARSA algorithm [49].
It can be seen that the proposed HC-DTTWSVM algorithm
can achieve the highest accuracy for Analysis, Dos, and
Generic samples. In particular, the detection accuracy of the
proposed HC-DTTWSVM algorithm for Analysis and Dos
attacks is much higher than that of other algorithms. This
indicates that the proposed HC-DTTWSVM algorithm has
some advantages on large and complex network intrusion
detection dataset.

The overall detection accuracy of the proposed
HC-DTTWSVM algorithm on the UNSW-NB15 dataset is
compared with various machine learning algorithms, and the
results are shown in Table 10. Recently proposed methods
for comparison include feed-forward deep neural network
(FFDNN) [57], multi-layer perceptron neural network
(ANN-MLP) [58], non-dominated sorting genetic algorithm
II and logistic regression (NSGA2-LR) [59], decision
tree with extreme gradient boosting (DT-XGBoost) [47],
artificial neural network with extreme gradient boosting
(ANN-XGBoost) [47], logistic regression with extreme
gradient boosting (LR-XGBoost) [47], k nearest neighbour
with extreme gradient boosting (kNN-XGBoost) [47],
support vector machine with extreme gradient boosting
(SVM-XGBoost) [47], convolution neural network and
bi-directional long short-termmemory (CNN-BiLSTM) [46],
genetic algorithm with extra-trees (GA-ET) [60], deep belief
network (DBN) [61], deep belief network with kernel-based
extreme learning machine (DBN-KELM) [61], deep belief
network with enhanced grey wolf optimizer and kernel-based
extreme learning machine (DBN-EGWO-KELM) [61], one-
dimensional convolutional neural network 1D-CNN [62],
multi-label detection model based on deep learning
(MLD) [63], recurrent neural network with extreme gradient
boosting (RNN-XGBoost) [44], long short-term memory
with extreme gradient boosting (LSTM-XGBoost) [44],
and gated recurrent unit with extreme gradient boosting
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TABLE 9. Accuracy of different detection algorithms for each class on the UNSW-NB15 dataset.

TABLE 10. Comparison of the overall classification accuracy of different
detection methods on the UNSW-NB15 dataset.

(GRU-XGBoost) [44]. It can be seen that the proposed
HC-DTTWSVM algorithm achieves the highest detection
accuracy of 81.21% on the entire UNSW-NB15 dataset.
Overall, the comparison results indicate that the proposed
HC-DTTWSVM algorithm is effective in network intrusion
detection and can achieve higher detection accuracy than
some most recently proposed network intrusion detection
methods.

V. CONCLUSION
Network intrusion detection is an important research content
in cyberspace security. In this paper, we proposed a twin
support vector machine based multi-class classification
algorithm named HC-DTTWSVM for network intrusion
detection. The HC-DTTWSVM algorithm uses the hierar-
chical clustering algorithm to construct the decision tree
in a bottom-up merging manner, and the twin support
vector machines embedded in the constructed decision
tree to realize multi-class classification in a top-down
manner. The HC-DTTWSVM algorithm can reduce the
error accumulation in decision tree construction, and only
needs to train K − 1 TWSVMs for K class classification
problems. The HC-DTTWSVM algorithm is used to solve
the network intrusion detection problem, and its detection

performance is validated on theNSL-KDD andUNSW-NB15
datasets. Experimental results show that the proposed
HC-DTTWSVM algorithm can accurately identify different
categories of network intrusions and achieve higher overall
detection accuracy than some recently proposed network
intrusion detection methods on the entire dataset.

In future work, we will further improve the construction
of decision trees and TWSVM models to design more
efficient TWSVM-based multi-class classification models
with greater generalization capability, and evaluate the model
performance with the cross-validation scheme, and further
apply them to network intrusion detection and other pattern
recognition problems.
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