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ABSTRACT Image transmission is happening more frequently in this era of technologically sophisticated
digital information. Additionally, more individuals are becoming aware of its importance. In order to secure
images, many academics are participating in research, which is advantageous for guaranteeing data security.
In order to strengthen the security of images during transmission, we have investigated new encryption
algorithms to guarantee this. First, a current representing the Lorenz chaotic system is introduced into the
neuron model. The neuron model generates sequences after receiving the current signal. The next move
is made as the current shifts depending on whether the resulting sequences are chaotic or not. If so, the
subsequent operation is carried out; otherwise, the current is altered until chaotic sequences are produced.
Second, a global scrambling with de-duplication technique is used to scramble the image using the resulting
chaotic sequences. To complete the dislocation effect, the Latin square is used to dislocate the image after
the initial dislocation. Fourth, the image that has been scrambled is subjected to two rounds of additive mode
diffusion. They are diffusion in the forward additive mode and diffusion in the inverse additive mode. Lastly,
to improve the diffusion effect, the image is diffused in the finite domain. Eventually, the encrypted image
is obtained. After evaluation tests and comparison with related literature, it can be found that the algorithm
of this study has certain advantages. Also, the resistance to attack is good. It can protect the security of the
image.

INDEX TERMS Image encryption, Lorenz system, Hodgkin-Huxley model, Latin square.

I. INTRODUCTION

The development of technology has facilitated the advance-
ment of life quality [1]. High-tech electrical products are
gradually becoming more prevalent in everyday life. The fre-
quent use of intelligent devices is a notable performance [2].
As technology advances, electronic data are increasingly
the preferred form of communication with partners. The
study of data security is particularly crucial in this situation
of constant information exchange [3]. The security of the
images, in addition to the data, is crucial to the transmission
process [4]. Therefore, it follows that the study of network
security is also related to the security of images. Because
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of the limitations of data transmission technologies at the
beginning of technological development, image encryption
was not widely used [5]. Additionally, digital communication
did not gain much popularity. These caused the importance
of image encryption not to be adequately portrayed. As the
information era has progressed, it appears that user-to-user
communication can no longer be fully satisfied by straight-
forward data exchange [6]. Images appear to be better able to
convey the feelings that users want to express and to convey
more information. In this instance, visual communication
between consumers is becoming more common. Users may
not care whether image information is shared in some circum-
stances [7]. It is clear from various perspectives in life that
the exposure of information would harm the users’ privacy.
For instance, patient-related data, which contain personal data
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about the patient and any associated medical issues, is data
that relates to patients. Nobody wants other people to learn
about their trouble areas [8]. In biometric images, it is mainly
used for facial fingerprints and irises, which are used for
smartphone payments, ticket entry and so on. Sharing daily
life with friends is a regular occurrence for people. Unscrupu-
lous individuals may use it in the incorrect locations if they
know this. The safety will be in danger if someone learns
about the trip and tries to do a harm [9]. The military’s worth
is considerably evident. The national capital has anything to
do with a nation’s military secrets. The negative impact of
leakage is likewise impossible to calculate [10]. Thus, the
topic of image information security research is never out of
date.

Image encryption has made extensive use of chaos
encryption. The main reason is that some characteris-
tics of chaotic systems can be applied to encrypt the
image which can ensure the security of images. Besides,
Chai et al. [11] found that there are two categories of digital
images’ chaotic-based encryption systems. The one is low-
dimensional systems. A typical representative of this type is
the one-dimensional mapping. The other is high-dimensional
systems. It mainly including hyperchaotic systems. When
using, the low-dimensional chaotic mapping is more widely
used. This is due to its simple structure and ease of use. How-
ever, it also has the problem of small key space that makes
it low security [12]. In [13], it utilizes the Knuth-Durstenfeld
algorithm to encrypt digital images using a chaotic system
of hidden attractors. Because of the hidden attractor, the
attraction basin does not intersect any small neighborhood
of the equilibrium. It is hard for an attacker to make the
attractor in balance if it is reconstructed. The scheme uses
DNA sequence operations for diffusing image pixel values
and has good encryption performance. In [14], Hu and Li
designed a system. The system constructed on a certain unit
transformation. It combined two one-dimensional chaos sys-
tems to get better performance. But The randomness of this
system does not enable. Until today, researchers have not
stopped studying chaotic image encryption.

Image encryption is also used in other fields where related
technologies are used. A complex network is a good example.
In [15], it proposed a system that researched fractional-order
discrete Hopfield neural network and its dynamic behavior
and synchronization to apply in image encryption. In [16],
it used periodic self-triggered impulsive sampling to make
neural networks into a state of chaotic synchronization and
apply it in image encryption. In [17], the delaying time of
Markovian jumping is discussed. The bidirectional associa-
tive memory neural networks are discussed, too. Synchro-
nization criteria as well as their applications in image also
cannot be ignored. In [18], it designed an impulsive syn-
chronization by using coupled delayed neural networks and
actuator saturation and used it to encrypt the image. In [19],
it uses periodic self-triggered intermittent sampled-data con-
trol to investigates the exponential synchronization issue. The
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synchronization issue is based on time-varying multi-weights
network with time delays. And this paper applies it in image
encryption. To a large extent, applying research in these other
fields to image encryption provides new ideas for image
information assurance.

On the other hand, research on image encryption com-
bined with deep learning has also seen some. He et al. [20]
achieved good results by using the network structure of long
short-term memory (LSTM) for image dislocation. Though
they didn’t use the learning function of deep learning in
diffusion stage. The result of the experiment was tested that
has good resistance. Sangiorgio furtherly verified that using
LSTM to predict chaotic time series gives good results and
achieves good robustness [21]. This kind of technical tools
are also not yet developed enough. But it has encouraged
additional image encryption researchers to join it.

Aside from traditional chaotic digital encryption methods,
neuron models have also made some research results in image
encryption. Xu and Chen [22] use Hopfield neural network
applying in optical image encrypted. To generate chaotic
sequences and chaotic random phase masks, the algorithm
employs a Hopfield neural network. Initially, the initial image
is decomposed into subsignals by a wavelet packet trans-
form and after the scrambling, the adaptive classification is
performed on the subsignals again. And the subsignals are
divided into two categories. The dual random phase coding
encoded in the 4F system [23]. What’s more, the Fresnel
region is implemented on the two layers. Using their stan-
dard deviations, the subsignals are transformed differently
to ensure information security. In [24], it uses BP neural
network to compress and encrypt images. Xu and Chen [25]
proposed a remote sensing image encryption way which was
based on chaotic neurons and tent mapping. In this method,
it used the hash value of the plaintext image to generate the
initial key. As an example, the research uses GF-2 multi-
spectral image. And the experiment was carried out in the
actual site. It has good application value. The neuron model
has good application prospects. It is convenient to be built on
Field Programmable Gate Array. Neuron application to image
encryption has not been studied much. It still has places that
can be mined.

The Lorenz chaos system is classical in image encryption
and has excellent chaotic properties [26]. The HH model
is a biological model. It has been used in text encryp-
tion, showing a good effect [27]. Nevertheless, it has never
been used to encrypt images. In the traditional method,
the Lorenz system is used in image encryption to generate
direct chaotic sequences and perform other operations on the
image [28]. In this paper, in the first permutation process,
chaotic sequences are generated. Before confusion, a de-
duplication operation is performed on the generated chaotic
sequences, which can ensure the non-duplication of chaotic
sequences. The image is transformed into a one-dimensional
vector and performs a first-tail permutation operation. This
approach gives the effect of non-repetition to a certain
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extent, thus achieving the purpose of global dislocation. The
SHA-256 algorithm is used in the second scrambling stage to
construct the orthogonal Latin square to encrypt the image.
This method uses keys more resistant to attacks and con-
structs a more complex Latin square. In the diffusion phase,
in addition to the additive modulo-diffusion algorithm, finite
fields are also used in it. The finite domain is a piece of very
important knowledge in the field of information security. The
concept of domain is a generalization of the number field
and the quadratic operations. Its importance can be imagined.
Using finite domain can achieve a better diffusion effect.
A combination of these methods is used in this paper, which
possesses some innovation. After some relative evaluation
tests, it shows that the improvement of each technology
makes the total encryption effect, and it also presents well.

Il. PRELIMINARIES

A. LORENZ SYSTEM

The Lorenz system [29] was obtained in 1963 by the Ameri-
can scientist Lorenz during his research on weather forecast-
ing by three-dimensional reduction of the Rayleigh-Bernard
thermal convection problem for infinite-dimensional dynam-
ical systems. Lorenz chaos mapping is a three-dimensional
dynamical system that generates chaotic flows. Lorenz oscil-
lators are a kind of attractor known for their double-new line
shape. The equation of the Lorenz system is shown as Eq (1):

K =o(y—x)
& = ax—zx—y 6]
& =xy—pz

when the parameters o = 10, o =28, 8 = 8/3, the initial values
are [1,1,1]. The phase space diagrams of the system are shown
as Fig. 1:

() (b) (©

FIGURE 1. The projections of Lorenz attractor. (a) x-y plane. (b) x-z plane.
(c) y-z plane.

B. HODGKIN-HUXLEY MODEL

The Hodgkin-Huxley model (HH model) is a model applying
in computational neuroscience. It is the closest mold to the
biological reality [30]. The electrical activity of neuronal
which is at the ionic level is described. Ion channels are
found in the membrane of neuronal cells including sodium
and potassium. Besides there are also leaky channels. This
kind of channels can control a few inorganic salt ions. The
ability of ions to flow through the channel depends on the
gating protein. This property is the selective permeability of
the cell membrane. It is this property that allows neurons to
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generate abundant electrical activity. The ability of ions to
flow through the channel depends on the gating protein. This
property is the selective permeability of the cell membrane.
It is this property that allows neurons to generate abundant
electrical activity. Mathematically, the effect of ion channel
conductance is the same as the binding of gating proteins.
This has an effect on the state of the ion channel. The HH
model can be equated the cell membrane as a circuit diagram
which is shown as Fig. 2:
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FIGURE 2. HH model equivalent circuit diagram.
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This model can be expressed using a fourth-order differen-
tial equation as follows:

[4F = &I — @Nam*h(V — Vi)
—gKn*(V — Vi) — gI(V — V)
‘fi—’t” = (1 — m) — Bm 2
G = ay(1 = h) — Bih

A — a(1 —n) — Pun

where V is the transmembrane voltage; M is the activation
variable of sodium ion; h is the inhibition variable of sodium
ion; n is the activation variable of potassium ion; I is exter-
nal stimulus current; Vy, denotes equilibrium potential of
sodium ion.Vk and V; denote equilibrium potential of potas-
sium ion and equilibrium potential of leakage ion respec-
tively; gNa, gK and gl represent the maximum conductivity
of sodium ion channel, potassium ion channel and leakage
ion channel, respectively.ct;,, Bm,0n,B8n,0, and B, are derived
from experimental data. They can be described as follows:

- Gn(V — Vi)

) = A =V = VKo ] ©
Bu(V) = B exp(—V /K5, @)
ap(V) = ay eXP(—V/Kah) (5)
(V) = P ©)

1+ expl—(V — Vi)/Kp]
V) = &V = V) ™

G T Zexpl—(V — V)/Ka ]
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Ba(V) = Brexp(—V /Kg,) ®)

The study of chaos in this model can be approached from
two aspects. On the one hand, the effect of external chaotic
signals on the HH model can be studied. On the other hand,
the chaotic nature of the HH model can be investigated by
introducing periodic current stimuli. The chaotic sequence
generated by Lorenz system is used as the current input into
the HH model in this paper.

C. ORTHOGONAL LATIN SQUARE

There is a global game called Sudoku derived from the Latin
square. A Latin square is an n X n square in which there
are exactly n different elements. And each element appears
only once in the same row or column [31]. The term Latin
square comes from the Swiss mathematician and physicist
Euler. He used Latin alphabet as a symbol for the elements
in a Latin square. A common four-dimensional Latin square
and a common five-dimensional Latin square are shown as
Fig. 3 respectively:

4 1 2 3 s 1|2 3| 4

(a) (W)

FIGURE 3. (a) is a 4x4 Latin square. (b) is a 5x5 Latin square.

Two Latin squares which have the same placement can
combine into a tuple and combined into a new matrix. When
every element in this new matrix is unique, the sum of Latin
squares is orthogonal to each other. In this case, the sum
is a pair of orthogonal Latin squares. If the order is fixed,
orthogonal Latin square family is made up of a set of all two
orthogonal Latin squares. When n is 3, if there are two Latin
squares A1 and A5, they can form an orthogonal Latin square
Ajz. The process is shown as Fig. 4:

1| 2| 3 2 | 3|1 |lan|en|e
2 | 3|1 31| 2 |leywlen|a
31| 2 1| 2|3 [leap]|an|ed

(a) (b) (©

FIGURE 4. Construct a 3x3 orthogonal Latin square. (a) is A;. (b) is A,.
() is As.

There are various methods to despeckle the image with
the research of encryption algorithms. Some common desar-
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rangement methods are row desarrangement, column desar-
rangement, fractal desarrangement, etc. These strategies have
been used to encrypt images. In this paper, it uses such
methods for the second scrambling of the image. The speed of
image scrambling using orthogonal Latin square is very fast
[32]. This gives good security to the image during transmis-
sion.

D. ADDITIVE MODE DIFFUSION ALGORITHM

The additive mode diffusion algorithm is a diffusion algo-
rithm that is widely used in image encryption [33]. There
are two algorithm processes: forward encryption and reverse
encryption. Unlike ordinary calculations, the calculation of
pixel values in images cannot be done only according to
arithmetic values, as it cannot be displayed if the pixel value
exceeds 256. For this reason, the calculated pixel value is also
modulo 256 to ensure that the pixel value can be displayed
properly. The positive process is from i to MN, and its calcu-
lation expression is as follows:

Ci = (Ci—1 + Si + P;) mod 256 9)
The positive process reduction equation is as follows:
Pi=(2 x256+ C; — Ci—1 — §;) mod 256 (10)

The negative process is from MN to 1, the formula is as
follows:

Ci = (Cix1 + Si + P;) mod 256 (11)
The inverse process reduction equation is as follows:
Pi =2 x256+ C; — Ci+1 — S;) mod 256 (12)

where C represents the cipher text cipher, P represents the
plain text image, and S is the pseudo-random number vector.

E. FINITE FIELD

In cryptography, a finite field is an important domain. Its
representation is GF(p), where p is a prime number. The
modulo operation is the computational algorithm it implies.
It’s also a finite collection of integers. This paper’s diffusion
is based on finite fields GF (257). GF (257)=1{0, 1, ..., 256}.
In the multiplication operation,0 in easily gives loss of infor-
mation. Therefore, a better approach is to eliminate O before
performing the calculation. So, in the text the remaining
255 elements are used. This diffusion of finite fields allows to
diffuse all the pixel points at any position of the image. The
two-dimensional image matrix of the image is reshaped into
a one-dimensional vector in rows or columns, defined as P.
C and S are the cipher vectors. As for the forward diffusion
algorithm, 7 is from 1 to MN, and its inverse operation is
shown in Eq. (13) and Eq. (14):

Ci=Ci_1 xS8; xP; (13)
Pi=Ci+Ci—1+S; (14)

where M is the number of rows in the matrix and N is
the number of columns in the matrix. The reverse diffusion
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algorithm is i from MN to 1, and its inverse operation are
shown in Eq. (15) and Eq. (16), respectively:

Ci=Ciy1 X8 X P; (15)
P,' = C,' - Ci+1 - S,’ (16)

The multiplication used above is satisfied with finite field.
The division used above is also satisfied with finite field. It is
used in the diffusion phase of this paper.

IlIl. PROPOSED STRATEGIES

A. ENCRYPTION PROCESS

This research uses Lorenz system, Hodgkin-Huxley model,
orthogonal Latin square additive mode diffusion, and finite
field to realize an image encryption algorithm. The encryp-
tion process is described as follows:

Stepl: The Lorenz system generates a chaotic sequence
and inputs it to the HH model in the form of current. The
effects of external chaotic signals on the firing patterns of
Hodgkin-Huxley neurons were studied by Lorenz system
simulation and injected into neurons in the form of electric
current. Introducing external chaotic signals. The expression
of the HH model is as follows:

v _ 5
CME + gy h(V — Vig)
+8xn* (V = V) + 8V = VD) = Lehaos (17

where 1.4, = x(¢) is the chaos current.

Step2: The HH model discharges and judges whether the
HH model has entered a chaotic state by observing the value
of the Lyapunov exponent. If the conditions are met, proceed
to the next step. Otherwise, continue to discharge. To study
the relationship between the HH model’s discharge law and
the Lorenz system’s control parameter ¢, unbounded vari-
ables need to be fixed values. It makes that o = 10, 8 =
8/3, x9 = yo = zo = 1, starting from « = 0, the experiment
was performed on o €(0,100) continuously changing o with a
step size of 0.1, and the response curve of the transmembrane
voltage to the control parameter o was obtained and is shown
as Fig. 5:

SRS
S &

Extreme value point/mV
(=)

1
S
<)
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«

FIGURE 5. Plot of the distribution of extreme value points.

When o = 24, the external stimulus current I 4, = x(t)
generated by the Lorenz system is a chaotic current. The
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FIGURE 6. (a) is « = 24 v-t chart. (b) is o= 24 sequence chart.

neuronal firing pattern is chaotic firing. The transmembrane
voltage is taken as a random value. The diagram of this state
is shown as Fig. 6.

Step3: The values of the relevant parameters of the HH
model in the chaotic state are recorded. And the model will
generate chaotic sequences.

Step4: While receiving an image that needs to be
encrypted, scramble it according to the chaotic sequences
generated in Step3.

Step5: Use the scrambled image and the key hash value set
to construct an orthogonal Latin square using the SHA-256
algorithm, and perform further scrambling operations on the
image according to the constructed orthogonal Latin square.
The main approach can be seen as a three-step process. First,
calculate the hash value of the plaintext image input from the
previous step and the hash value of the key set by yourself
through the SHA-256 algorithm. Use these them to construct
two 16 x 16 Latin square matrixes. Then construct a large
256 x 256 orthogonal Latin square from these two small
Latin squares. Finally, according to the constructed Latin
square matrix, the image matrix, after being scrambled in the
previous step, is scrambled again to achieve the effect of a
fully scrambled image.

Step6: Use the pseudo-random sequence generated in
Step3 to perform two addition modulo diffusion on the image
after the operation Step5.

Step8: Perform a finite field diffusion operation on
the image diffused from last step to fully diffuse the
image.

Step9: The image obtained is the encrypted image.

The flowchart of the encryption process of this paper is
shown as Fig. 7.

B. DECRYPTION PROCESS

The decryption process is the inverse of the encryption pro-
cess. The steps are as follows and the flowchart is shown as
Fig. 8.

Step1l: Receive the Lorenz system discharge status parame-
ters recorded from the encryption process. The Lorenz system
generates a chaotic sequence and inputs it to the HH model
in the form of current

Step2: The HH model discharges and enters a chaotic state
and generates a chaotic sequence.
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Lorenz | Current | HH model H model enters a
systems discharge chaotic state?
Global sequence Add the lacking Remove repetitive .
. Chaotic sequence
scrambling sequence sequences

'

l

@xtemal KeD—' SHA-256

Latin square
scrambling

Positive mode

addition algorithm

Negative mode
addition algorithm

Finite field
diffusion

FIGURE 7. Encryption flow chart.

Discharge
parameters

Current

Lorenz HH model HH model enters
systems discharge a chaotic state?
Chaos reset Add the lacking Remove repetitive .
. «— Chaotic sequence
restoration sequence sequences
External SHA-256 Latin square Negative mode Positive mode Finite field
Key dislocation restoration addition algorithm addition algorithm diffusion

i

Small Latin
square size

FIGURE 8. Decryption flow chart.

Step3: Input the encrypted image, perform the operation of
removing duplicates from the generated chaotic sequences,
and add the missing sequences according to the specific
sequences.

Step4: The generated chaotic sequence is used to per-
form chaotic sequence dislocation reduction on the encrypted
image.

Step5: Receive the image generated in Step4 and perform
a second chaos reduction of the image using the key values
used and the size of the small Latin square.

Step6: The image in Step5 is subjected to the additive mode
diffusion inverse operation.

Step7: The image generated in Step6 is subjected to a finite
field diffusion inverse operation.

Step8: The cipher image finishes decrypting.
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IV. RESULT AND EVALUATION

A. CORRELATION COEFFICIENT

The correlation coefficient is a test of the correlation between
adjacent pixels. Usually, the adjacent pixels of encrypted
images are lower. In order to evaluate the correlation between
adjacent pixels, the correlation coefficient is used in the
experiment. It can’t be less than —1 and can’t be greater
than 1. The goodness of the algorithm depends on how close
the value of the correlation is to zero [34]. The calculation
formula is defined as:

cov(x, y)

™= /DmVDo)
1 N

cov(r,y) =+ > (i = E@)i = E@)  (19)
i=1

(18)
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FIGURE 9. Correlation of two adjacent pixels. (a),(c) and (e) are from
original image.(b),(d) and (f) are from cipher image.(a) and (b) horizontal
direction; (c) and (d) vertical direction; (e) and (f) diagonal direction.

1 N

E(x) = N Ex,- (20
1 N

DG =+ > (i — E()? @1

i=1

where ry, means the correlation coefficient. x is the gray
value of a pixel randomly, and y is near it. N represents the
number of selected sample points, E(x) is the mean, D(x) is
the variance, and cov(x, y) is the covariance.

An algorithm produces different results for different
images. Encrypt different images using this algorithm and
perform correlation tests. By comparing with other related
articles, the results are listed in Table 1. In the part of experi-
ment, the correlation coefficient of Lena and encrypted Lena
are shown as Fig 9.

Through the encryption algorithm in this experiment, the
correlation between adjacent pixels will be extremely low.
Compared with related literature, it can be found that the
scrambling effect is better than most algorithms.

B. NOISE AND DATA CUT ATTACK
Digital images are vulnerable to attacks during transmission.
Common attacks include noise attacks, clipping attacks and

VOLUME 11, 2023

so on [40]. For this case, a better treatment is to restore as
much of the original image as possible.

In order to test the effectiveness of the encryption algorithm
against attacks, this paper simulates the cipher image under
attack and tests the effect of restoring the original image
after being attacked. The pepper noise attacks of 0.002 and
0.005 and the cut attacks of 32 x 32 and 64 x 64 are used.
The results of the experiments are shown as Fig. 10.

Peak Signal to Noise Ratio (PSNR) is a quantitative metric
to evaluate the quality of the decrypted image. The value
needs to be big enough to ensure the high quality but no
more than 35. The mean squared error (MSE) can measure
the archival squared error. The Structural Similarity (SSIM)
are used for quantitative measurement. For an image, if the
size is MN, PSNR, MSE and SSIM values can be calculated
using the following relationship.

PSNR =10 x 1 255° db 22
=10 x logjp - SE( ) (22)

1 M .. )
MSE =~ ;leao(z,n —Ip(i,j)*  (23)
Quxpty + o, ))20wy + Ip(i, )
(13 + 13 + Lo, D)o + o + Ip(i, )))

(24)

SSIM (x, y) =

The PSNR and MSE when four attacks were tested on
“Lena” are listed in Table 2.

According to the images after the restoration of the attack
and on the parameter values, the information of the original
image can still be recovered to some extent even after some
attacks.

C. NPCR AND UACI

Number of Pixels Change Rate (NPCR) is a index to measure
the rate of change of pixel values. It changes a pixel value
from original image and encrypts it, and then analyzing
the effect with the original image after encryption. Unified
Average Changing Intensity (UACI) uses the same image as it
does. But the function of this index is to measure the average
intensity of the change between images. They can be defined
as follows:

M N

NPCR(Cy,C2)= D >
i=1 j=1

c o) Loif GG ) #F G )

Da.jy = I 0, if C1i.)) = Cali.j)

M N . .
|C1(, j) — C2(i, )
UACI = E E M XN xT x 100%

D
@D 009 (25)
M x N

(26)

i=1 j=I
(27)

where M, N, T are the width, height gray value of the image
respectively. C is the cipher image of original image. C; is
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TABLE 1. Correlation coefficient.

Lena Baboon  Pepper Plane Boat Average

Horizontal ~ 0.0082  0.0049  0.0033  0.0035 0.0034 0.00470

Proposed Vertical 0.0041 0.0032  0.0031 0.0052 0.0033 0.00383
Diagonal 0.0038  0.0039  0.0043  0.0034 0.003 0.00373

Horizontal ~ 0.0074  0.0113 0.0196  0.0055 0.0014 0.00904

Hua et al. [35] Vertical 0.0096  0.0005 0.0165 0.0014 0.0181 0.00922
Diagonal 0.0193 0.0136  0.0210  0.0083 0.0066 0.01376

Horizontal ~ 0.0037  0.0026  0.0016  0.0001 0.0001 0.00162

Wu et al. [36] Vertical 0.0032  0.0009  0.0059  0.0031 0.0031 0.00324
Diagonal 0.0041 0.0052  0.0034  0.0015 0.0015 0.00314

Horizontal ~ 0.0061 0.006 0.0049  0.0054 0.0085 0.00618

Niyat et al. [37] Vertical 0.0116  0.0058 0.0031 0.0089 0.0092 0.00772
Diagonal 0.0018  0.0016  0.0079  0.0021 0.0024 0.00316

Horizontal ~ 0.0023 0.0059  0.0037  0.0062 0.0073 0.00508

Enayatifar et al. [38]  Vertical 0.0019  0.0041 0.0258  0.0074 0.0109 0.01002
Diagonal 0.0011 0.0028 0.0079  0.0009 0.0016 0.00286

Horizontal ~ 0.0069  0.0065 0.0211 0.0229 0.0138 0.01424

Hosny et al. [39] Vertical 0.0479  0.0337 0.0129  0.0103 0.0093 0.02282
Diagonal 0.0075 0.0244  0.0013  0.0100 3.44(132 X 0.01080

10~

Horizontal ~ 0.0021 0.0005  -0.0025  0.0023 -0.0068 -0.00088

Wang X [32] Vertical 0.0060  0.0051  -0.0040 -0.0013 0.0041 0.00198
Diagonal -0.0005  -0.0034  -0.0015  0.0037 -0.0044 -0.00122
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FIGURE 10. (a) noisy encrypted image with 0.002, (b) noisy encrypted image with 0.005; (c) encrypted image with 32 x 32 data cut.
(d) encrypted image with 64 x 64 data cut. (e-h) the encryption image of (a-d).

also the cipher image but has change the value of one of pixels
of the image originally. The NPCR and UACI tested in the
experiment are shown in Table 3 including other papers which
also have used the same images.

The comparison of the tabular data shows that the algo-
rithm in this paper achieves a good level compared with other
related papers.
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D. HISTOGRAM ANALYSIS

Histogram analysis begins with statistics on the sample data
and ends with a two-dimensional graphic expressing the
distribution state of the data. The coordinates represent the
grayscale picture level as well as the quantity or probability
of the associated pixel appearing in the image. This indicator
is a critical assessment metric for the encryption algorithm’s
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TABLE 2. PSNR and MSE values for noise and data cut attacks.

Lena Baboon Pepper

Standard Grayscale Images PSNR MSE  SSIM  PSNR MSE  SSIM  PSNR MSE  SSIM

Salt and Pepper with noise level 0.002 ~ 31.441 26.6935  0.996  31.5539  26.8004 0.9961 31.7749  27.0427  0.9961

Salt and Pepper with noise level 0.005 ~ 27.7443  22.9968  0.9908  27.8204 23.0669 0.9898  27.6965 22.9642  0.9901

Data cut with block size 32x32 227471  17.9996 0.9839 228281 18.0746 0.9839  22.8507 18.1185  0.9838

Data cut with block size 64x64 16.7814  12.034 09364 16.7266 11.9731 09361 16.7496 12.0174  0.936

TABLE 3. NPCR and UACI of grayscale images for different image encryption algorithms.

) Lena Baboon Pepper Plane Boat Average
image NPCR  UACI NPCR  UACI NPCR UACI NPCR UACI NPCR  UACI NPCR  UACI
Proposed 99.615 33509 99.612 33487 99.610 33.488 99.613 33475 99.611 33483 99.612 33.488
Hua et al. [35] 99.585 33.558 99.631 33.453 99.623  33.681 99.603 33475 99.568 33363 99.602 33.506
Wau et al. [36] 99.620  33.417 99.593  33.382 99.608 33495 99.623 33.623 99.612 33.661 99.611 33.516
Niyat et al. [37] 99.622 33416 99.608 33.413  99.660 33.442 99.653 33.509 99.605 33.506 99.630  33.457
Enayatifar et al. [38] 99.519  33.585 99.105 33252 98.498 32948 99.418 33.525 99.251 33393 99.158  33.341
Hosny et al. [39] 99.625 33423 99.594 33461 99.603 33427 99.602 33505 99.608 33419 99.606  33.447
Wang X [32] 99.605 33472 99.593 33461 99.605 33.506 99.602 33460 99.607 33512 99.602 33.482
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FIGURE 11. (a-f) are the original images, (g-l) are the histogram of (a-f), (m-r) are the encryption images of (a-f), (s-x) are the histogram of (m-r)

respectively.

statistical performance. The higher the resilience to statistical
assaults, the more uniform the histogram distribution. The
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histogram of some images and their cipher images is shown

as Fig. 11.
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TABLE 4. The information entropy of plain image and cipher image.

image Lena Baboon Pepper Plane Boat
Plain image 7.3312 73312 73312 6.7131  7.2309
Cipher image 79973  7.9973  7.9973  7.9970 7.9971

When the histograms of the original image and the cipher
image are compared, it is clear that the former displays notice-
able variations while the latter is pretty uniform. Pixel values
cannot be identified directly. The confidentiality functions
admirably.

E. INFORMATION ENTROPY

Information entropy is an assessment metric that measures
the unpredictability of the data sequence to provide feedback
on the uncertainty of the response image information. The
higher the information entropy is, the larger uncertainty and
the bigger the amount of information is. But the value of this
parameter is typically thought to be no greater than 8 [4].
It can be defined by the following equation:

L
H=—=>"p(dlog,p(i) (28)
i=0
where L denotes the gray value of the image and P(i) repre-
sents the probability of occurrence of gray value i.

In this experiment, the different images and the information
entropy values of these images after using this algorithm are
calculated under the same conditions and they are listed in
Table 4.

It can be found that the image information entropy of the
ordinary image is significantly different from the theoretical
value after the encryption algorithm. The algorithm has good
performance.

F. KEY SPACE ANALYSIS

The key space needs to be big enough so that it can prevent
exhaustive attack. In this study, four control parameters, xq,
vo, zo and ExternalKey, are used in the proposed scheme.
Whereas in diffusion, the keystream has 128 bits, the master
keystream and the sub-keystream have four types to choose
from. If the precision of each parameter in computer lives up
to 1074, key space is 10'* x 4256, suggesting a large key
space. In summary, If the attacker uses an exhaustive method,
the likelihood that he will be able to crack the encrypted
image will be very low.

G. NIST TEST

A good encryption algorithm should be accompanied by a
high degree of randomness. Therefore, the algorithm uses
NIST SP800-22 to test the randomness of sequences gener-
ated by chaotic systems. This test set contains 15 test items.
The P-value is used to determine whether the test criteria are
met. Each of the test items contains a P-value. Each test would
get its own P-value. The value needs in [0, 1]. A threshold
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TABLE 5. NIST SP 800-22 randomness test for cipher images.

Test P-value  Proportion
Frequency 0.2909 Pass
Block frequency 0.2208 Pass
Cumulative Sums 0.3259 Pass
Runs 0.0834 Pass
Longest run of ones 0.3122 Pass
Rank 0.7558 Pass
FFT 0.4750 Pass
Non-overlapping lemplate 0.5054 Pass
Overlapping template 0.2461 Pass
Universal statistical 0.0473 Pass
Approximate entropy 0.3905 Pass
Random excursions 0.1102 Pass
Random excursions variant 0.0865 Pass
Serial 0.2504 Pass
Linear complexity 0.7602 Pass
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FIGURE 12. (a) is the original encrypted image. (b-f) are the decryption
result after changing ky, kj, ks, k; and ks respectively.

value needs to be set for the experiment. Only when p is
greater than this threshold « is the test passed [41]. In this test,
we make o = 0.01, and the length of the chaotic sequence is
10°. The result of the test is listed in TABLE 5.

H. KEY SENSITIVITY
During the encryption process, the initial parameters are
changed, creating changes in the decoded picture and testing
the algorithm’s key sensitivity. A successful method with high
key sensitivity requires a large movement in the cipher image,
even if it is a little change in the original value. The following
Fig. 12 shows the decryption images after changing an initial
key.

As for the result of the experiment, the encryption algo-
rithm designed has high sensitivity that can guarantee for the
security of image.

V. CONCLUSION
In this paper, an encryption algorithm based on neuron model
discharge is proposed. And it employs a combination of
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orthogonal Latin square confusion to enhance image confi-
dentiality. Firstly, a chaotic signal is generated using a chaotic
system, and a chaotic sequence is generated by injecting a
neuron model discharge in the form of a current. In this
process it is necessary to note whether the neuronal model
reaches a chaotic state. Secondly, the duplicate sequences
in the chaotic sequences are removed and the sequences are
complemented, and then the image is globally dislocated.
Thirdly, the image scrambles by an orthogonal Latin square
to achieve a fuller dislocation effect. The orthogonal Latin
square is composed using the SHA-256 algorithm. Fourthly,
the image after permutation in the previous step is diffused
twice by adding a modulus. Finally, one more finite field
diffusion is performed. By using this algorithm to encrypt
several images, the average NPCR and UACI values obtained
are 99.612 and 33.488, respectively. It is higher than the aver-
age effect of most studies. Adequate confidentiality measures
are performed on the image itself. The algorithm was tested
and found to be strongly resistant to noise attacks and cut
attacks. It has a good secrecy effect. In the next step, we can
study in terms of encrypted color images.
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