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ABSTRACT Recent developments in IoT-enabled cloud computing and interactive applications have made
researchers rethink how healthcare services are currently provided. The IoT-cloud-based systems facilitate
remote monitoring and support for patients. However, in the existing area, much emphasis has not been
given to making the healthcare systems green. So, in this paper, we present an integrated framework for
green healthcare and use cutting-edge technology to make an interactive user interface. We have also ensured
the system’s scalability and performance ratio. This system interface has been designed and developed for
patients and doctors, where patients can send their healthcare data using wearable sensors, and doctors can
receive those data in real-time. For data identification and analysis, we have adopted Hierarchical Clustering
Algorithms. Finally, we have come up with a solution for how to make the interactive healthcare experience
better for everyone.

INDEX TERMS Internet of Things, smart healthcare framework, cloud computing, interactive digital
healthcare, green healthcare.

I. INTRODUCTION
In recent years, a good number of research and development
has been carried out in the field of IoT-Cloud platforms
for providing healthcare services in smart cities. Every
day, almost 1.3 million individuals relocate to urban areas.
By 2040, cities will be home to almost 65% of the world’s
population. Smart and connected cities are rapidly becoming
a platform for innovation. IoT, AI, wearables, sensors, Big
Data, and BI all aid in meeting the evolving demands of the
healthcare environment [1]. IoT helps medical personnel be
more observant and responsive in their correspondence with
patients. From the standpoint of smart healthcare, the first
thing we can notice is a massive increase in the number of
gadgets and intelligent gadgets that can connect to an Internet
of Things (IoT) platform [2].

The focus of the research will be on an IoT-based scal-
able framework for smart healthcare systems that are inte-
grated with cloud-based mobile applications. The utilization
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of cloud-based services to enhance the cost-efficiency and
continuity of care has become increasingly popular among
healthcare organizations and providers, particularly in the
context of patient-centered medical services and system com-
patibility. The use of cloud services provides a secure and
efficient method for storing and managing health data [3].

In recent years, for a variety of reasons, a large amount
of research and technology development has been committed
to the IoT platform aimed towards smart city ideas, which
are mostly smart healthcare development-oriented [4]. The
networked things collect data at regular intervals and use it to
do what needs to be done. This creates a smart network that
can be used to analyze, organize, and plan for the future. Data
received from IoT devices may aid doctors in establishing the
appropriate medical method for individual healthcare seekers
and attaining the best result [5], [6].

The possibilities for IoT platforms in the healthcare indus-
try appear to be limitless, but by far, the most intriguing
areas include Interactive Healthcare, Online Patient Health
MentalMonitoring, Digital Medical Data History, Unsuitable
for Non-Technical Individuals, and Security & Privacy.
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There are still some significant and debatable concerns and
risks associated with such effective and helpful-oriented areas
of IoT-based smart healthcare, such as Inappropriate Activity,
Unsuitable for Non-Technical Individuals, and Security &
Privacy.

Inappropriate Activity: Since this system allows users to
post their issues, there is a concern that users might take
advantage of the system’s benefits. Even though patients’
posts are monitored, there is still a chance of encountering
an uncomfortable situation [7].

These concerns have the potential to jeopardize the whole
IoT healthcare system. So, it’s important to talk about these
problems and come up with ways to help users focus on the
benefits of IoT healthcare facilities instead of worrying about
their risks.

This paper will help anyone understand how important
IoT is in mobile cloud-based healthcare applications. The
paper will be about an independent mobile application system
that healthcare professionals and their patients can use to
update regular health conditions for monitoring and even
get a prescription from a doctor based on a regular illness.
In our country, IoT and cloud-based mobile applications,
interactive medical blogging, and patient monitoring have
been scarce, making it difficult for physicians and patients
to transact medical-related concerns, debate health situations,
and gather information [8], [9], [10]. Traditional testing at
specialist health facilities was the normal way for tracking
blood pressure and sugar level, and heart rate for many years.
Professionals in the healthcare industry, including doctors,
lab technicians, and others, can access a patient’s complete
medical history instantly, regardless of their location. With
the availability of patient data, data analytics will be able to
provide insights and/or projections about a patient’s health
status [11]. A smart healthcare system may lower on-time
treatment costs using real-time data connectivity for IoT
smart healthcare services. With a huge growth in the num-
ber of Internet-connected devices nowadays, IoT enables
medical professionals to be more attentive and responsive
to patients. Through our proposed system, Doctors will get
daily readings and prescribe medicine and exercise treat-
ments to help patients enhance their quality of life and battle
ailments [12], [13].

Further, medical professionals can advertise their services
and connect with potential patients through blog posts [14].
The use of this technology will make it easier for a patient to
receive follow-up therapy from a doctor because the health
reports will be stored. In addition, our proposed system can
set up a connection with the hospital to guarantee the pres-
ence of doctors and the prompt delivery of relevant clin-
ical data about these patients to the hospital, where they
can be admitted to undergo medical testing without having
to wait for extended periods of time [15]. They can also
monitor themselves on a daily basis, contrary to the popular
belief that traditional testing at professional medical centers
was the normal way for monitoring patient health for many

years [16], [17]. Technology has allowed for the development
of a variety of sensors that can detect vital signs, such as a
blood pressure monitor, body temperature sensor, electrocar-
diogram (ECG), and a sensor that measures oxygen saturation
(SpO2), making it easier for patients to take their medications
and keep track of their progress on a regular basis. Daily read-
ings are transmitted to doctors, who will propose medicine
and exercise methods to help them enhance their quality of
life and overcome such ailments [18].

This work seeks to reduce the potential for human error
in clinical documentation through the use of an Internet of
Things-based smart platform, with the ultimate goal of pro-
viding better care to patients. Managing patients over long
distances and over extended periods of time may be made
easier if their medical records are available electronically.

Recent years have seen a surge of interest in ‘‘green com-
puting,’’ which has become one of the most active research
areas. Systems for computing and communications rely heav-
ily on the system and software architectures that play a sig-
nificant role in Green Computing [19].

There has been a rise in the prevalence of smart devices due
to the widespread adoption of IoT technology in recent years.
By 2023, the Internet of Things (IoT)-connected devices
are expected to have surpassed 40 billion. That means there
will be a larger need for power. That’s not all; it’ll also
spur further carbon emissions. The idea of green computing
has been introduced and disseminated to address the above
difficult and critical environmental challenges. Murugesan
and Gangadharan [20] definitions of ‘‘green computing’’ or
‘‘green IT’’ refers to systems that are both environmentally
conscious and efficient. Information technology (IT) eco-
efficiency refers to the research and practice of designing,
manufacturing, utilizing, and disposing of IT hardware with
as little environmental impact as possible [21].

Sensors and actuators are the two primary components
of smart objects. Sensors can be found in everyday objects,
from surveillance cameras to healthcare devices and environ-
mental monitors. Electronic components such as microcon-
trollers, central processing units, graphical processing units,
transceivers, batteries, memory, and protocols are built into
these sensors and actuators [22].

Regarding the hardware side of green healthcare systems,
having a sleeping state in the sensors means less energy
is consumed when the sensors are not actively collecting
data. Most up-to-date microcontrollers provide both a shal-
low sleep model and a deep sleep model for when they’re
not actively being used [23]. All of the experimental smart
devices can be put into a sleep state. While there is some
energy loss due to the actual devices that make up the Internet
of Things, this is far outweighed by the energy required for
transmission. Selective Connectedness [24], Data Compres-
sion [25], and several Low-power needed Communication
Protocols for IoT are just a few methods for achieving
green network communication and hence the goal of green
and energy-efficient IoT. In particular, we have emphasized
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the Bluetooth Low Energy (BLE) protocol for this
work.

The major contributions of this paper are summarized
below:

• An integrated and scalable framework for IoT and
cloud-based platforms have been proposed for indi-
vidualized healthcare service and to monitor patients’
well-being.

• We have implemented an IoT and cloud-based mobile
application for patient monitoring and interaction to
collaborate with all the doctors, patients, and healthcare
centers all in one platform.

• Several techniques have been used during the imple-
mentation phase of the proposed system. The goal of
using numerous health monitoring sensors is to verify
each sensor is functioning with our cloud-based mobile
application.

• We have analyzed the ‘Green’ attribute of the pro-
posed system in terms of evaluating the energy effi-
ciency supported by experimental data. We have also
proposed some further enhancements to make the sys-
tem greener by using energy-efficient communication
protocols (Bluetooth Low Energy version 5 or higher)

• We have addressed the data availability issue faced
by the research community and have depicted a few
scenarios which show the main obstacle for healthcare
research, especially in developing countries.

The article has been organized as follows. Section II
introduces the literature reviews. Section III describes the
architecture of our proposed system. Section IV shows the
implementation. Section V includes simulation, optimization
techniques, results, and comparative performance analysis,
which especially discusses the green attribute of our pro-
posed system. Section VI describes the system’s scalability.
Section VII mentions the strengths and limitations of the
proposed system. Finally, Section VIII mentions some future
research prospects, which is followed by the conclusion in
Section IX.

II. LITERATURE REVIEWS
The research conducted by Gatouillat et al. [26] examined
the topic of IoMT-based systems and IoMT devices from
multiple angles. They provided an in-depth evaluation of
recent works that leverage formal methods established by
the cyber-physical systems (CPS) community to improve the
Internet of Medical Things (IoMT). They showed how the
CPS strategy improves not just system resilience, security,
and dependability but also verification and validation. CPS is
a well-known design approach for creating, building, testing,
and deploying such systems.

Yang et al. [16] presented a new perspective on the
homecare robotic systems that depended upon cyber-physical
systems (CPS-HRS) that emphasized closed loops. Evidence-
based deployment of CPS-HRS enabling technologies has
been looked at, which shows how well each CPS-HRS

method works. This research shows that the CPS-HRS pre-
sented here have the potential as useful tools for home care
services; nevertheless, they need to be expanded upon and
enhanced.

In order to forecast when an elderly person may fall,
Pinheiro et al. [27] recommended using a mobile network
robot equipped with mapping and positioning capabilities
in an indoor context. It uses sensor fusion, simultaneous
localization and mapping (SLAM), and wall-following to
see and map its surroundings. Breadth-First Search, DFS,
and Wall-Following were the algorithms investigated and
compared.

Bhuiyan et al. [28] developed an interactive system for pro-
viding effective and efficient treatment. An extensive medical
profile is provided through a unique healthcare system that
maintains vast volumes of patient data. They created a sys-
tem to collect and analyze unstructured data. In addition to
medical data, it may also deal with a patient’s emotional and
genetic data. They collected medical data probabilistically.
This data warehouse stores data and connects to an HPC or
cloud server. Finally, medical diagnosis is performed by a
remote server. They looked at the differences and similari-
ties between ANNs, Naive Bayes, C5.0, SVM, and Random
Forest.

Richards and Caldwell [12] proposed eADVICE, an inter-
active website. Chronic health problems that are not
life-threatening but affect the quality of life of a patient or
their family put a strain on specialists (doctors, etc.) and
make the treatment take longer. A virtual expert for patients
could help solve this issue. On the interactive website, we can
save individualized healing recommendations and personal
information about the patient.

Besher et al. [29] addressed security problems from the
start, preventing third-party data spying. In the past few years,
the Internet of Things (IoT) has become a common and useful
way to keep information safe. Things like mobile phones,
electrical gadgets, wearable devices, and so on are connected
via the Internet. As medical data is sensitive and confidential,
and security is crucial in the IoT network, they suggested
encrypted security for IoT sensor devices. It prevents data
from being decrypted before reaching the cloud. Before send-
ing patient health data packets, this system uses a method
of cryptography that is based on sensor devices. They talked
about the benefits of IoT for healthcare data transfer to help
with remote medical treatment, as well as the risks of sending
data without security, especially between IoT sensor devices
and network routers.

In this research, Santos et al. [30] proposed using
density-distance-centrality (DDC) to identify potential out-
lier prescriptions. Using data on 563,000 medications, they
compared the suggested solution to other cutting-edge ways
to find outliers. Compared to what was done before, this
method is more accurate at finding overdoses and under-
doses in prescriptions. Moreover, their algorithm’s majority
of false positives could be attributable to pharmacological
mistakes. Telehealth services give remote care to the elderly
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and medically challenged. In order to work right, telehealth
networks must meet many structural requirements, such as
security. The inclusion of patient papers in electronic health
records has greatly enhanced patient care. In reality, having
access to this data will help doctors avoid making mistakes
that could be fatal since they don’t know of any research
on how to automatically find prescriptions with a dose or
frequency that isn’t typical.

Márquez et al. [31] developed a systematic mapping study
(SMS) to identify, coordinate, and classify security concerns
in Telehealth systems. They selected and listed over 1,000
primary studies. They are (i) detecting assaults, (ii) avoiding
or mitigating attacks, and (iii) responding to attacks. Accord-
ing to the SMS results, software architecture, requirements,
and templates are crucial to establishing stable Telehealth
systems.

Zhu et al. [4] used a home-based cardiac rehabilitation
(CR) exercise program to look at the relationship between
the patient and the healthcare provider in the context of heart
management. The concept incorporates a wearable device,
a portable application, and a stationary medical facility. The
standard CR activities that can be done at home were added,
and their usefulness was discussed. In addition, they vali-
dated that the proposed approach will be a useful CR fitness
tool for the electronic transmission of CR exercise prescrip-
tions and activity records between a patient and a healthcare
professional.

IoT common standards are being actively studied and
adopted, and Bhuiyan et al. [2] laid out in detail all of
the main application, service delivery, and infrastructure
protocols. The security of the Internet of Things (IoT)
healthcare system was also investigated. Security for the
Internet of Things (IoT) systems was a topic of conversa-
tion. To address the existing security flaws in the Internet
of Things, a Blockchain-based solution was also described.
They then went on to discuss how IoT helps the healthcare
industry by talking about the applications and services it
makes possible. The investigation we conducted also found
this to be a possible advantage of the Internet of Things.

The Internet of Things (IoT) encompasses a vast network
of diverse devices that afford innovative applications and
services. However, device heterogeneity and lack of stan-
dardization present significant hurdles in the IoT domain.
Ali et al. [32], in their research article, endeavor to furnish
a thorough examination of the enabling technologies and
standards that constitute the IoT technology stack, including
the implementation of a layered architecture, the part played
by middleware platforms in IoT application development and
integration, and the interfacing between Fog/Edge Networks
and the IoT technology stack. The authors address the open
challenges in each aspect and proffer comprehensive steps
toward optimizing the IoT stack. The primary objective of
this study is to provide an in-depth analysis of the IoT tech-
nology, middleware, and networks that are imperative to the
development of future-proof applications.

The rapid growth of the Internet and the popularity of
the Internet of Things (IoT) have necessitated a compre-
hensive understanding of IoT technology and its many uses.
IoT technology can improve daily living and healthcare, but
its complexity and lack of standardization may prevent its
wider use. Islam et al. [33] have explored IoT technologies
and healthcare applications thoroughly in their research.
This research summarizes the most prevalent designs, pro-
tocols, and hardware and software platforms for IoT devices.
The authors reviewed IoT-based healthcare applications and
summarized current knowledge. They identified gaps and
suggested future research. This study also intends to help
researchers and practitioners comprehend IoT technology
and develop creative and practical healthcare solutions. The
study summarizes current information and suggests fur-
ther research to develop IoT technology and its healthcare
applications.

Patient care and quality of life can both be enhanced
by implementing Internet of Things (IoT)-based healthcare
monitoring systems, which are quickly gaining in popularity.
However, there are problems with confidentiality, privacy,
and QoS that need fixing. Abdulmalek et al. [34] have
reviewed the current state of healthcare monitoring systems
that utilize the Internet of Things. To compare the efficiency,
efficacy, data protection, privacy, security, and monitoring
of various systems, a literature analysis was conducted. The
authors not only outlined the constraints and outstanding
concerns related to healthcare security, privacy, and quality
of service, but they also gave a classification of healthcare
monitoring sensors. Finally, future perspectives for technol-
ogy developments and recommendations for IoT healthcare
applications were presented.

The increasing number of IoT devices causes a dramatic
increase in the carbon footprint of IoT networks, which is
already a major problem due to the devices’ lengthy expected
runtimes between battery changes. Benhamaid et al. [35]
have compiled an extensive and up-to-date survey of methods
for managing energy consumption in IoT networks. In this
paper, we discuss the issues surrounding energy consumption
in IoT networks and provide a thorough review of current
energymanagement solutions for the IoT ecosystem. Here we
provide both the lesser-known and more well-known energy
management strategies for the Internet of Things, with an
eye on the most up-to-date proposed solutions for each. The
authors also provided recommendations on how to make use
of the methodologies presented in the survey to meet the
QoS needs of IoT applications, as well as new trends and
research views that can be used for energy conservation in
IoT networks.

The proposed system encompasses the key techniques nec-
essary for the application, including algorithms designed for
efficient performance, monitoring systems integrated with
IoT technology, and a secure cloud server to store data.
The utilization of a cloud service in healthcare has become
increasingly popular due to its ability to securely store and
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manage health data while also reducing costs and facilitating
inter-system compatibility. In this regard, the system aims
to provide remote patient monitoring through the use of
smart body sensors and precise health tests. In the event
of a detected issue, IoT devices can trigger notifications to
healthcare providers. The proposed system also incorporates
clustering techniques for the effective utilization of classified
data. The literature review is summarized in Table 1, and a
comparison between the proposed system and other related
works can be found in Table 2.

A. GAP ANALYSIS OF ANALOGOUS WORKS
Following a study of the literature, themost important charac-
teristics and uses of cloud and Internet of Things (IoT) health-
care systems were identified and discussed. The Internet
of Things (IoT), cloud computing, and interactive applica-
tions are all important components of smart healthcare in
smart cities. IoT sensors may be used to monitor health
data remotely, and cloud-based application systems can be
utilized to store data safely and securely so that it can be
used effectively. This study focused on the development of
new and innovative strategies for Internet of Things (IoT)
healthcare systems. The main gap between this research and
other IoT-based Smart healthcare is a sustainable framework.
Through the literature reviews, we acknowledged that there is
some research conducted by Conceptual Frameworks, and we
found those frameworks have some implementation inequity.
But we got some ideas from those conceptual frames.

In Figure 1, we have shown the methodology for our
proposed system.

III. ARCHITECTURE FOR OUR PROPOSED SYSTEM
For our system, we have proposed a three-layered architec-
ture, where the first layer is an IoT-based data collection layer,
and the second layer is a sophisticated cloud system that
enables massive data analysis from individual patients and
hospitals for potential disease forecast and pattern discovery.
Finally, mobile application technologywill improve real-time
data exchange and treatment efficiency by analyzing data
using interactive patient monitoring ways. To illustrate our
three layers all in one detailed view and their ways of inter-
connection between the three layers, Figure 3 presents how
our proposed architecture for IoT and a cloud-based mobile
platform makes the interaction between patients and doctors
more efficient and effective [28].

From the sensing layer, the system collects biomedical data
by using healthcare sensors presented in Figure 2. It includes
different types of sensors such as temperature, blood pressure,
SpO2, ECG, etc. These sensors are wearable and can be used
to monitor different vital signs of the patients. The sensing
devices send data to the NodeMCU ESP8266 microcon-
troller. The ESP8266 is a low-cost system-on-a-chip (SoC).
NodeMCU is an open-source software and hardware devel-
opment platform based on the ESP8266. Medical-based IoT
solutions are crucial to offering advanced results when it
comes to collecting healthcare data [36].

FIGURE 1. Methodology of proposed system.

FIGURE 2. Sensors setup and components connection block diagram.

Clustering algorithms are a crucial component of an
IoT-Cloud-based healthcare system as they facilitate the anal-
ysis and organization of data generated by a large number
of connected devices. The ability to categorize and group
similar data points enables healthcare providers to identify
patterns and correlations in the data that would otherwise
be difficult to uncover. By utilizing clustering algorithms,
the system can perform data-driven predictive modeling,
supporting informed decision-making processes related to
patient care. Furthermore, clustering algorithms can also be
used to optimize resource allocation by grouping patients
based on their health conditions and needs. Additionally, clus-
tering algorithms can reduce the amount of data that needs to
be stored and transmitted, improving system efficiency and
reducing costs. The results of clustering algorithms can also
be visualized to provide a clear and intuitive understanding of
the data, making it easier for healthcare providers to under-
stand and interpret the information. So, clustering algorithms
are an essential aspect of an IoT-Cloud-based healthcare
system as they support data analysis, decision-making, and
resource allocation, ultimately leading to improved health-
care delivery.

Figure 4 shows the cloud layer, which can be used in a
healthcare setting to access data stored in a continuous-time
domain and analyze it using hierarchical clustering
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TABLE 1. Summary of literature review.

algorithms (HCA) [37], [38]. The proposed framework can
be deployed using large-scale public cloud infrastructure

or on-premise private cloud-like infrastructure, making it
scalable on demand.
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FIGURE 3. A Framework for cloud and IoT-based interactive healthcare.

TABLE 2. Comparison between contemporary research.

HCA works by clustering collected data into a tree-like
structure. Algorithm 1 illustrates its pseudo code. The origi-
nal set of data from IoT sensors is used as the input space;
Data Acquisition Network (DAN) collects the uncatego-
rized and unorganized health data, which results in a large
number of unique features that must be considered as a
hierarchical clustering algorithm being used, which does
not require the number of clusters to be specified before-
hand. Clustering data hierarchically permits the discovery
of groupings of data while acquiring information about the
relationships between those groups of data. As a result,
these algorithms provide more information than flat clus-
tering methods. Although additional hierarchical clustering

algorithms (HCAs) exist, we shall be primarily concerned
with the AGNES (agglomerative nesting) algorithm, which
sequentially clusters data based on the closest distance mea-
sure of all pairwise distances between points [39]. Again,
the distance between data points is computed, after which
the distances are considered, and sub-clusters are generated.
These are then sorted and assigned unique classified identi-
fiers depending on individuals [40].

The clustering scenario has a set of objects that coincide
with the set of users and the set of feasible places. Selecting
an object as a representative object (or a median) of a cluster
is analogous to deciding where to put a service center. At last,
it is possible to ignore user needs by substituting an object’s
distance for the representative object of the cluster to which
it belongs for the distance traveled by a user. These notations
and definitions will be used to formally describe the cluster-
ing model:

• We will refer to the collection of n items as X from here
on out: X = {1, 2, 3, . . . , n}

• Each object is characterized by the values of variables,
an object is denoted by an index i(i = 1, 2, . . . ,m) and
a variable by an index j(j = 1, 2, . . . , n)

• Themeasurementminimum value of variable j for object
i is called mind [(i), (j)]

• The distance between two objects i and k is called
d[(k), (r, s)].

The mathematical model can then be written as:

f (p) = Min
m∑
i=1

m∑
k=1

dikxik (1)
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Algorithm 1 Hierarchical Clustering Algorithm
1: Input: Dataset D, Distance metric d
2: Output: Cluster hierarchy represented as a dendrogram
3: distance_matrix[i][j] = d(D[i],D[j]) for i ̸= j,

distance_matrix[i][i] = infinity
4: for i in range(len(D)):
5: cluster_list[i] = D[i]
6: min_distance = infinity
7: for i in range(len(cluster_list)):
8: for j in range(i+ 1, len(cluster_list)):
9: avg_distance = average distance between all data

points in cluster_list[i] and cluster_list[j]
10: if avg_distance < min_distance:
11: min_distance = avg_distance
12: closest_cluster1 = i
13: closest_cluster2 = j
14: new_cluster = union of cluster_list[closest_cluster1]

and cluster_list[closest_cluster2]
15: cluster_list.remove(cluster_list[closest_cluster2])
16: cluster_list.remove(cluster_list[closest_cluster1])
17: cluster_list.append(new_cluster)

subject to:
m∑
i=1

xik = 1 (2)

xik ≤ yi (3)
m∑
i=1

yi = ρ (4)

yi, xik ∈ {0, 1} (5)
m∑
i=1

dikxik (6)

m∑
k=1

m∑
i=1

dikxik (7)

The hierarchical clustering algorithm is more efficient than
the HadoopMapReduce algorithm which is another data pro-
cessing algorithm useful to process huge amounts of data in
parallel, reliably, and efficiently in cluster environments [41].
Input tasks are broken down into more manageable chunks,
allowing for parallel processing. The MapReduce method-
ology relies on physically moving the system that does the
processing to the location of the data being manipulated [42].
In order to create a structured distributed database from
raw unstructured and semi-structured data, the MapReduce
algorithm relies on two core classes: the mapper class and
the reducer class. The data record is stored as input in the
mapper class, and each key is given a value from the data
record. The records are then shuffled, sorted, and sent to the
reducer class using the Map function. The reducer class takes
the instruction from the algorithm and combines the same
keyed data to produce the HDFS-stored structured database.
Let’s say we want to use the MapReduce framework, and

Algorithm 2 Pseudo Code for Map 1 Function
1: Procedure: Mapper. (Key, value = Ti)
2: If Ti ≤ Bo Then
3: For each item ai in Ti do
4: (< key = ai, value = 1 >)
5: end for
6: end if
7: end
8: Output: F1−list{set of Frequent one Itemset list in

descending order from sensor data}

Algorithm 3 Pseudocode for Reduce1 Function
1: Procedure: Reducer (key = ai, value = S(ai))
2: count = 0
3: For each 1 in Sai do
4: count += 1
5: end for
6: If (count ≥ M (S) Then)
7: call function Sort(F1)
8: Output (< key = ai, value = count >)

HPC supplies a cluster of servers represented by a set S =

{S1, S2 . . . . . . Sθ }. In the MapReduce framework, the server
group is responsible for carrying out the parallel processing
in the application layer. There is a lot of data that has to
be analyzed. Each server gets a copy of the input data set
and divides it up into numerous parts for parallel processing.
Assume k is the number of divisions or chunks used to divide
the input data collection. Because of this, the size of each
partition will be C ,

C = |
β

K
| (8)

For this reason, C data quantities are split up across all
the partition blocks on all the servers, analyzed, and then
given to the group of Mapper classes M where M = {M1,
M2. . . . . . ..Mm} also m is the total number of map functions.
All the key-value pairs in the input records are then tokenized
by map() before being sent on to the reducer class. Let r
denote the reducing function’s position in a set of reducers of
class R where R = {R1, R2. . . . . .Rr} and R ≤ M . In order to
transfer the mapped data to the data warehouse along with all
of the associated information and log files, reducer() receives
the data, shuffles and sorts it, and then returns a structured
database.

Information, such as medical records, pictures, health
records, etc., is transferred to the Flow Processing phase
via the Communication Manager for an initial examination
before moving on to the Data Processing phase. Flow Pro-
cessing’s ‘‘Pre-Processing’’ section transforms raw data into
anApplicationOriented Service (AOS). The data are then dis-
persed via Open Grid Service Architecture Data Access and
Integration (OGSA-DAI) Core [43], [44] to many storage dis-
tributions, after which the Disseminator portion trades them
with AOS. This data is then transferred to the Data Processing
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FIGURE 4. Cloud management.

phase, where it is compiled and sent to the Resource Broker,
where it is split into two clusters: cluster A (for patients
whose health is improving) and cluster B (for patients whose
health is deteriorating). These clusters are useful for creating
a structured group of log files and metadata that can be used
for fast searching and analysis.

In Figure 3, we see the application layer, which is a web-
based service. The cloud’s rapid processing speeds make it
possible to use it for everything from making a diagnosis to
making predictions about the spread of disease in the future
and activating additional services based on those forecasts.
In order to use the system, users must first register an account
on a cloud server and supply the relevant information. This is
the foundation of the Application layer. This is critical for
connecting users to their relatives, which is necessary for the
system to obtain genetic data from all users. This interactive
app can also be used to compare different e-prescriptions
using smart attestation to find similar instructions from var-
ious doctors, as well as upload several details about the
patient’s health condition and receive feedback from doctors
by bridging the vocabulary gap between doctors and patients.
As a result, the patient doesn’t have to waste time and money
traveling to the clinic or emergency room to get the results of
any necessary tests; instead, the hospital receives the infor-
mation immediately.

IV. IMPLEMENTATION
To collect healthcare data that can be instrumental in offering
complex outcomes, we apply our three-layer design with a
primary focus on the initial data-collection IoT layer.We con-
duct our tests with a concentration on traditional, widespread
forms of sense. Our proposed IoT framework centers on
both patient-specific and hospital-wide data sets. As a result,
we dig deeper into the diagnostic process by focusing on the
primary layer, which is the patient’s interface with a smart
device [28]. Numerous Internet of Things (IoT) gadgets,
motion sensors, and wearable devices, such as smartphones

and smartwatches, are currently in development to monitor
a patient’s vital signs, body temperature, respiration rate,
electrocardiogram (ECG), back pain, and other symptoms.
A user’s biological state can be calculated by such a gadget
and sent to any server. Information about the patient’s health
will be retrieved from the hospital’s network. Electronic
prescriptions are used to obtain a medical note. Moreover,
the electronic health record (EHR) offers a great deal more
information regarding a specific patient. The hospital and
medical practice also provide valuable information. These
medical center records are obtained from the hospital’s com-
puter system. The patients and medical facilities that care for
them are the key sources of information for us. A patient
creates data when they interact with a healthcare provider,
either by making regular hospital visits or by using a wear-
able gadget. Medical records, medical billing data, and the
findings of scientific studies and diagnostic tests all con-
tribute to a hospital’s data pool. Our suggested approach uses
patient-generated data analysis to improve medical outcomes
and facilitate productive doctor-patient dialogue. Patients and
hospitals provide the bulk of our data, with patients gener-
ating their own data via a wearable gadget. The minimum
output from a single patient is:

σt =

u∑
u=1

(Vu + Vρu) + r + s (9)

amount of data in an IoT device.
Let’s assume a patient’s IoT-connected wearable device

generates r data points. Since a person’s biological factors
evolve with time, we use the most up-to-date information
available from the connected device. A patient’s IoT usage
frequency is denoted by u over the period t . Some medical
tests, health data, and patient information are received via IoT
devices V , and some data can be generated by the patient
via the doctor’s e-prescription generated when the patient
contacts the doctor virtually. When we consider the intersec-
tion between medical professionals and Internet of Things
gadgets, we get:

Vkij = Vk1j ∪ Vk2j ∪ Vk3j . . . .. (10)

and:

Vρi = Vρ1 ∪ Vρ2 ∪ Vρ3 . . . . . . . (11)

Since a patient’s vital signs rarely deviate from their usual
rate of fluctuation, we will assume that every sequence of
health data changes is constant s.
Access to data is made possible in the second layer by

a cloud-based healthcare environment hosted by Amazon
Web Services (AWS). This is advantageous because AWS
is adaptable, letting users choose their preferred operating
system, programming language, web application platform,
database, and other services. Additionally, AWS is inexpen-
sive, scalable, reliable, secure, and capable of high perfor-
mance in a continuous time domain and deep analysis by
means of high-performance computing (HPC). In healthcare,
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theHPC gathers and organizes raw data for processing, allow-
ing researchers to sift through it for the most relevant insights.
Hospitals are the primary data generators in conventional
healthcare systems. We take into account both hospitals and
individual patients as important contributors to the proposed
interactive healthcare setting. Think of a patient-centered,
online healthcare system where patients are in set:

P = {P1,P2, . . . . . . .} (12)

where m = |P| denotes the total number of patients. Some
people see a doctor but only require an appointment; their
condition does not necessitate a hospital stay.Many biosensor
gadgets are constantly monitoring those patients. Many peo-
ple who see a doctor have to stay overnight because of their
condition. In set P, we include all patients. When it comes to
biological big data, hospitals are where it all starts. A set of
hospitals with size k is considered:

H = {H1,H2 . . . ..} (13)

where k = |H |.
Each hospital in a set is believed to be linked to n

departments:

Dρ = {Dρ1,Dρ2 . . . . . . .} (14)

For example, n = |Drho| indicates that the unknown variable
is the rho value. Take, for example, a hospital department
staffed by ’l’ doctors. We think of the setDkij to be such that:

j = {1, 2, 3 . . . . . . .} (15)

and l = |j|. If for all i ∈ D rho and for all k ∈ H , then the
relationship depicts the kth hospital within the ith department.
As an illustration, ‘‘D5 14’’ would indicate the fourteenth
physician working in the first department of the fifth hospital.
All of the huge data will be analyzed on a shared HPC server,
and the corresponding patient and doctor pair will be:

Pkij = Pk1j ∪ Pk2j ∪ Pk3j . . . . . . (16)

and:

Dkij = Dk1j ∪ Dk2j ∪ Dk3j . . . . . . (17)

respectively.
The proposed model is based on the assumption that mea-

surements are made in a continuous time domain. For the
primary prediction analysis, the HPC will perform a linear
regression with the Y-axis representing the data and the
X-axis representing time. The data is then evaluated and
uploaded to a cloud server. With HPC, the medical records
are uploaded to the cloud at regular intervals of time, say
every t seconds, where t represents the rate of change in the
healthcare records. Assuming that you are a data center:

DC = {DC1,DC2 . . . ..} (18)

where µ = |DC| relate to data warehouses,

WH = {WH1,WH2 . . . . . .} (19)

FIGURE 5. Flutter interface.

where q = |WH |. The future prediction analysis will be done
on the cloud server.

Finally, we implement the application layer using a
Flutter-specific solution tailored to the framework’s struc-
ture and inner workings. The front-end and back-end of the
mobile application will be written using the Flutter frame-
work. As for storing data, an AWS Cloud Platform database
will be used. In Figure 5, we have the interface of the patient
homepage of the app. It is designed conveniently so that
the patient can easily view their latest medical readings, and
by swiping, they can navigate to past readings. The medical
sensor readings will be fetched live from the AWS Cloud
database at blazing-fast speed. The advantages of designing
our app with flutter include the following:

• Same UI in all platforms.
• Works on both Android and iOS.
• Custom UI Designs
Advantages of integrating AWS Cloud Platform to our app

include:
• Medical Data Security
• Fast

V. PERFORMANCE EVALUATION
A. USER EXPERIENCE
Table 3 shows the user experience according to different
features.
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TABLE 3. User experience table.

B. TEMPERATURE
There are many types of temperature sensors and out of
these some are regularly utilized such as NTC thermistors,
Resistance Temperature Detectors (RTDs), thermocouples,
and thermopiles. These are dependable, simple to install,
efficient, and responsive to human movement. RTD sensors
depend on the relationship between the metals and temper-
ature to be able to operate because the device’s resistance
is inversely proportional to temperature. DHT11 sensor is
used for measuring humidity and temperature. This sensor is
widely used because of its basic design, affordable pricing,
digital technology, and being a capacitive sensor. This sensor
can be used with cloud-based Internet of Things platforms
and it does not require analog pins. Figure 6 compares the
temperature readings from the DHT11 (IoT) sensor and the
conventional sensor. We have taken 12 readings on differ-
ent occasions and plotted the graph against the temperature
readings in degrees Celsius. During our experiment, we have
been able to obtain a 95.5% accuracy rate. Assuming the tra-
ditional mercury-based temperature sensor gives out accurate
temperature readings, we have compared the data gathered
from DHT11 with the traditional sensor data to measure
the accuracy rate (%). The purpose of this experiment is to
determine the performance level of the DHT11 (IoT-enabled)
sensor against the traditional sensors.

C. SPO2
TheMAX30100 pulse oximeter is a commonly used biomed-
ical sensor that measures both pulse rate and the body’s
blood oxygen saturation level. With the necessary hardware
and software, this sensor is IoT-capable. In Figure 7, the
SpO2 readings from the MAX30100 sensor and the conven-
tional SpO2 device are compared. We have taken 12 readings
on different occasions and plotted the graph against the
oxygen saturation readings in percentage (%). During our

FIGURE 6. Performance comparison between IoT-enabled temperature
sensor & traditional temperature sensor.

FIGURE 7. Performance comparison between IoT-enabled SpO2 sensor &
traditional SpO2 sensor.

experimentation, we have been able to attain 94.8% accuracy.
Assuming the traditional SpO2 sensor gives out accurate oxy-
gen saturation readings, we have compared the data gathered
from MAX30100 with the traditional sensor data to measure
the accuracy rate (%).

The purpose of this experiment is to determine the perfor-
mance level of the MAX30100 (IoT-enabled) sensor against
the traditional SpO2 sensors.

D. BLOOD PRESSURE
Figure 8 compares the blood pressure readings from a regular
blood pressure sensor and an IoT-enabled blood pressure
sensor. We have taken 12 readings on different occasions
and plotted the graph against the blood pressure readings in
mmHG. During our experimentation, we have been able to
attain 92% accuracy. Assuming the traditional blood pressure
sensor (Sphygmomanometer) gives out accurate blood pres-
sure readings, we have compared the data gathered from the
smart blood pressure monitor with the traditional sensor data
to measure the accuracy rate (%).

The purpose of this experiment is to determine the per-
formance level of the blood pressure sensor (IoT-enabled)
against the traditional blood pressure sensors.

We have studied two categories of medical sensor data:
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FIGURE 8. Performance comparison between IoT-enabled BP sensor &
traditional BP sensor.

FIGURE 9. Efficiency rate comparison of the IoT-enabled sensors with
respect to corresponding traditional sensors.

• Our System Sensors
• Traditional Health Devices
The data also included three types of primary sensors

which are:
• Temperature Sensor
• SpO2
• Blood Pressure
All three types of IoT-enabled sensors’ data accuracy rate

(%) with respect to readings from the traditional sensors have
been shown in Figure 9 side by side.

For each type of sensor, we have first calculated the accu-
racy rate (%) for each reading and after all the readings had
been taken, we have calculated the overall accuracy rate (%)
by taking the average. Finally, we have plotted the bar chart
based on the accuracy calculated for each sensor.

E. ENERGY EFFICIENCY
In this paper, we have proposed a green healthcare system.
So, we have done some experimentation according to our
hypothesis, and the data we have received also supports our
initial thoughts. Table 4 lists some equipment.

TABLE 4. Equipment list.

FIGURE 10. Energy consumption per reading for several samples.

FIGURE 11. Data flow scenario for smart devices.

Here, we’ve looked at how ‘‘green’’ the proposed system
is from two different points of view. One is directly related
to evaluating energy efficiency and comparing traditional
medical sensors to IoT-based medical sensors.

The energy consumption for a smart SpO2 device is shown
in Figure 10. According to many sample readings that we
have gathered, the average energy consumption is roughly
0.73 mAh. We employed a commercial smart SpO2 device
for our experiments, and Table 4 lists the product information.
The actual device simultaneously displays the heart rate (in
bpm) and the SpO2 readings. Through Bluetooth, this data
can be instantly synchronized with a mobile application.
It means we can use our app to record these health readings
and send them directly to the cloud-based IoT platform via
comparable APIs.

But when we use a traditional SpO2 sensor or device,
this kind of information would be tied to a specific place.
Healthcare datamust first bemanually entered into the on-site
system before it may be shared off-site.
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FIGURE 12. Data flow scenario for traditional devices.

FIGURE 13. Energy consumption per reading for several samples.

When it involves sharing data, and when it is collected via
traditional healthcare devices, the block diagram in Figure 12
demonstrates that there would be many different devices and
systems involved.

Figure 13 shows how much energy the readings from the
smart blood glucose monitor use. Various readings we have
taken show that the average amount of energy used is about
0.1125 mAh. Additionally, this device utilizes Bluetooth to
automatically synchronize the data. The concept of Figure 11
also applies to this smart blood glucose monitor device.

The energy consumption for readings from the smart ther-
mometer is represented in Figure 14. Several sample mea-
surements show that the average amount of energy used is
about 8.57 mAh. For automatic data synchronization, this
device includes options for Bluetooth and WiFi. This smart
thermometer device falls under the discussion of Figure 11
as well.

F. DATA AVAILABILITY
The second way we’ll look at how green the proposed system
is is from a more indirect point of view. We have discussed
some scenarios in the following regarding data availability,
and after describing all three scenarios, it will be evident how
they support the green computing attribute.
Scenario 1: In our first scenario, everything is hospital-

centered. We will have to collect the traditional sensor data
from the hospital, either by going directly there or by hav-
ing any authorized hospital official send over those sensor
data. So, for the doctors, patients, or any other concerned
individuals, getting these data will be a tedious process, and
the hospitals in this scenario will also have to maintain these
data in an on-premises system.

FIGURE 14. Energy consumption per reading for several samples.

Scenario 2: In our second scenario, there can be a consor-
tium of hospitals that shares a common network, database,
and related systems. Here, hospital-to-hospital data sharing
is possible, and compared to the previous scenario, it is more
direct and less complex. Also, if doctors/patients are given
access to the shared database of the hospital consortium/
group, getting services from these networked hospitals will
be easier.
Scenario 3 (IoT-Cloud Based): If there is a central database

that is a public (AWS/Azure/GCP) cloud-based system,
access can be granted to doctors/patients/concerned individu-
als. In that case, they can access the database from anywhere
in the world and at any time. In this particular scenario,
international-level medical consultancy will be possible with
the assistance of patients’ live data.

Here, in the IoT-cloud-based system (Scenario 3), there is
no consideration for the power consumption of any computa-
tional or storage-based infrastructure because all that infras-
tructure is being provided by the cloud provider. Let’s have a
look at Figure 15 and Figure 16. From these two figures,
we can understand the simple fact that in any traditional
scenario, there are way more devices in the system, and more
devices will require more power. Hence, the IoT-Cloud-based
system can be considered a green system.

When we use the system, there are also some other
benefits, which we talked about in scenario 3. The follow-
ing advantages may be attained with the system stated in
scenario 3, which can be implemented on a global or national
scale.

1) Data Availability to Researchers: The lack of real med-
ical data is one of the biggest problems in the field
of health care research. With the help of the proposed
IoT-Cloud-based system, researchers will not only have
sufficient data for their research but also, in some spe-
cial cases, they will be able to access live patient data.

2) Better Treatment Planning: Due to the ubiquitous
nature of accessibility in an IoT-Cloud-based system,
local doctors will be able to share the live patient
data and the data analytics with their international
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FIGURE 15. Power consumption situation according to Scenario 1 & 2.

FIGURE 16. Power consumption situation according to Scenario 3.

counterparts or subject matter specialists. By working
together, doctors will be able to come up with a much
better treatment plan for their patients.

From the above discussions and figures supported by
test data, we can observe the benefits of using IoT-based
sensors — SPO2, weight, glucose meter, thermometer, blood
pressure, etc.

G. USING BLUETOOTH LOW ENERGY (BLE)
Bluetooth Low Energy (BLE) is available in version 4 and
above. Compared to Wi-Fi, BLE is about 30% more energy
efficient. In BLE versions 5 and up, the rate at which data can
be sent from one device to another is 2Mbps, up from 1Mbps
in earlier versions. Thus, IoT sensors & devices will spend
less time in active mode and more time in idle mode. This
data rate enhancement will result in less energy consumption.
Also, the newest versions of BLE choose frequency channels
dynamically, which makes it less likely that two sensors or
devices on the same frequency channel will interfere with
each other. It further improves energy efficiency.

Figure 17 shows a simplified data flow diagram with data
traversing from the IoT sensor or device to the cloud.

VI. SYSTEM’S SCALABILITY
The design of our system prioritizes scalability, with an
existing foundation in cloud technology to support this goal.
As the proposed architecture have to be a scalable system,
it should comprise various technical components, including
a load balancer, containers or microservices, host servers,
a database and storage layer, monitoring and analytics tools,
disaster recovery and backup solutions, and auto-scaling
mechanisms. Figure 18 shows the necessary components for
the system to be regarded as scalable.

The load balancer is positioned at the network edge and
performs the crucial role of distributing incoming network

FIGURE 17. Simplified data flow diagram from IoT sensor/device to cloud.

traffic to the various containers or microservices (here XC1 ).
Before reaching the microservice architecture, raw data
needs to be sorted and processed, which is explained in
Figure 3. The modular and scalable design of the containers
or microservices allows for individual system components to
be isolated and managed independently, improving overall
system performance and scalability. As it is a healthcare
system, many small services can be used by doctors, patients,
healthcare institutions, etc. So, whenever there is a need for a
new service, it can be deployed easily as it doesn’t interfere
with other services. The host servers act as the foundation for
the containers ormicroservices, providing additional process-
ing power and memory resources as needed.

The database and storage layer of the system is responsi-
ble for maintaining the persistence of the system’s data and
information. Monitoring and Analytics tools are deployed
to gather and analyze performance and utilization metrics,
providing actionable insights into areas of the system that can
be optimized for scalability.

In order to ensure the continuity of the system in the event
of a disaster or system failure, Disaster Recovery and Backup
solutions are implemented. Auto-scaling solutions are used
to dynamically allocate additional resources in response to
real-time demand and system performance metrics.

The proper implementation of these components can be a
complex and resource-intensive process. It requires invest-
ment in cloud infrastructure, hardware, and management
tools, as well as proper configuration and maintenance to
ensure the desired level of scalability.

VII. STRENGTHS AND LIMITATIONS
A. STRENGTHS
Here, we have drawn comprehensive diagrams for the
proposed healthcare system and discussed its system com-
ponents. A thorough performance evaluation is supported by
hands-on experiments with both traditional and IoT-enabled
sensors for comparative analysis. Our proposed system
has been proven to be greener through some corrobo-
rating evidence gathered from our experiments. We have
also proposed some approaches for further improving the
system. Although we haven’t overcome our limitations in
this work, we have presented a possible solution that can
be implemented in future experiments. Finally, we have
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FIGURE 18. A simplified diagram for system’s scalability.

described future research possibilities based on our proposed
system.

B. LIMITATIONS
In this work, we have used smart devices shown in Table 4,
with in-built sensors during our experiments. It would have
been better if we could have used individual sensors with
a single purpose. For example, a weight sensor only gives
the weight data, but instead, we had to use a smart weight
machine for the experiment. Due to a sourcing issue, we had
to use those smart devices. According to the proposed sys-
tem, if we could have used the single-purpose sensors, our
experimentation would have been more precise. We would
have a more vivid demonstration of the wireless technologies
and communication protocols between the sensor area and the
core system. Apart from that, our energy efficiency calcula-
tion would have been much easier, and the accuracy level of
the gathered data would have been higher.

VIII. FUTURE WORKS
In future research, we aim to enhance the proposed system
into an AI-assisted healthcare support system capable of
making decisions based on sensor data. This could poten-
tially reduce doctor-patient interactions and enable doctors to

attend to more critical situations. The system will also ben-
efit from research on signal analysis and image processing.
Efforts will also be made to make the system more energy-
efficient, with ongoing research into the impact of BLE and
consideration of more advanced communication protocols.
The proposed system currently uses smart devices/sensors for
data collection, and in the healthcare sector, in vivo sensors
may also be incorporated.

In future research, the scalability of our system will
be of paramount importance. We have identified the nec-
essary components for scalability, including using public
cloud infrastructure with OGSA-DAI for authentication and
authorization and a data filteringmechanism to prevent cyber-
attacks. However, a private cloud solution is also required
due to the sensitive nature of healthcare data. A hybrid
architecture combining private and public clouds will provide
a secure and flexible solution for sensitive healthcare data
while leveraging the scalability and cost-effectiveness of the
public cloud. Further researchwill aim to design an optimized
hybrid architecture that balances security and scalability.

IX. CONCLUSION
The main goal of this article is to develop an IoT-based smart
healthcare system. The proposed system takes advantage of
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a cloud platform and mobile application to ensure seamless
healthcare access, which is interactive to patients, doctors,
and healthcare givers. To make this system more functional,
state-of-the-art wireless technologies are also incorporated.
We have also discussed the system’s scalability and the
components needed to support it. Apart from developing
the system, we also focused on lowering the margin of
error, which we deemed essential to provide better health-
care. An important part of this system is its green attribute.
We have analyzed it by taking into account the energy
consumption for the devices used in the proposed system.
We have also used different approaches to reduce energy
consumption, such as – feeding the smart sensor data directly
to the cloud-based healthcare system, using Bluetooth Low
Energy version 5.0 or higher in the smartphone, tablet, etc.,
while synchronizing the health data from the sensors to the
mobile application. Adopting these multitudes of measures
may assist in making any similar system greener. Finally,
the proposed healthcare system has outperformed the existing
ones in terms of system architecture, energy efficiency, data
availability, and better treatment planning.
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