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ABSTRACT In recent years, Underwater Acoustic Sensor Networks (UASNs) have gained considerable
attention for their unique role in detecting and monitoring the underwater environment. However, due to the
long propagation time, high bit error rate, and limited bandwidth of underwater acoustic systems, the design
of media access control (MAC) protocols is extremely complex, especially for the power consumption of
UASNs. Therefore, this paper proposes an energy-efficient MAC protocol for three-dimensional UASNs
with time synchronization and power control (TDTSPC-MAC). The proposed protocol is a hybrid access
scheme for three-dimensional UASN using techniques such as time synchronization, power control, cluster-
ing, layering, and sleep mechanisms. Moreover, the TDTSPC-MAC protocol uses the hierarchical concept
and distributed clustering algorithm to divide the three-dimensional space, and combines time synchro-
nization and power control strategies to avoid collisions. Besides, energy consumption is reduced through
monitoring and sleep mode. Simulation results demonstrate that the proposed TDTSPC-MAC protocol has
reasonable data transmission delay time, throughput, energy consumption, and other performance.

INDEX TERMS Collision avoidance, clustering, energy-efficient MAC protocol, layering, power control,
three-dimensional UASNs, time synchronization.

I. INTRODUCTION
In recent years, UASNs have gained considerable attention
and rapid development and have been widely used in various
fields, including marine data collection, offshore explo-
ration, disaster prevention, pollution monitoring, and tacti-
cal surveillance [1]. Underwater vehicle monitoring plays
an important role in commercial and military affairs [2],
[3]. However, infrared radiation remote sensing detection
and non-contact space-borne microwave technology can
achieve large-scale and rapid detection for the monitoring
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of underwater vehicles [4]. Unlike terrestrial wireless sensor
networks, sound waves travel better underwater than elec-
tromagnetic waves and light [5]. However, the low propaga-
tion speed of sound waves will cause high latency because
the sound velocity of underwater acoustic communication is
about 1500m/s, five orders of magnitude lower than radio
signals [6]. Moreover, the available bandwidth of the under-
water channel is usually less than 15kHz, and the transmitted
information is limited [7], causing significant difficulties for
underwater acoustic communication. Besides, UASN needs
to cover a large area of the ocean, which leads to the
sparseness of node deployment. Furthermore, most nodes are
powered by batteries with limited energy, making it difficult
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to supply energy [8]. Therefore, the design of the MAC
protocol must be based on energy saving to effectively control
power consumption.

The performance of any protocol depends only on the
application and design requirements. The existing protocols
are highly selective. Since the design core of an ideal UASN
is energy efficiency and reliability, communication efficiency
and consumption can evaluate the design of these MAC
protocols [9]. Although the energy consumption of ordinary
sensor nodes is low, the low capacity and high propagation
delay of underwater acoustic sensors will lead to a serious
decline in the communication performance and efficiency of
UASNs. Moreover, the energy waste of the MAC layer is
mainly caused by packet collisions, idle snooping, crosstalk,
and control packet overhead [10]. Therefore, the MAC pro-
tocol design in this paper focuses on energy efficiency and
reliability.

Compared with terrestrial networks, UASNs have impor-
tant depth information, making them three-dimensional net-
works. A difficult problem in UASNs is to deploy minimum
sensor nodes, ensuring that all nodes in the network are within
the sensing scope of at least one sensor and that all sensor
nodes can communicate with each other through multi-hop
paths. To solve this problem, Karim et al. [11] proposed
an anchor nodes-assisted cluster-based routing protocol for
reliable data transfer. Under the sphere-based communication
and sensing model, the node was placed at the center of
each created virtual cell based on the truncated octahedral
mosaic. This solution provides ideas for researching theMAC
protocol of three-dimensional underwater space.

In this paper, an energy-efficientMAC protocol is designed
for three-dimensional UASNs. The main contributions of this
paper are summarized as follows: Firstly, after analyzing the
energy consumption of each sensor node, an energy-efficient
scheme is designed according to the transceiver state and
standby state of each sensor node. Emphatically, the invalid
transceiver caused by communication collisions can be
avoided through clustering, layering, time synchronization,
and power control methods. Secondly, a three-dimensional
network topology is constructed to avoid communication
collisions between sensor nodes and effectively monitor a
specified underwater area.

The remainder of this article is organized as follows:
Section II describes the work related to the UASN MAC
protocol. Section III describes the structure of a UASN.
Section IV describes the TDTSPC-MAC protocol. Section V
presents a collision-avoidance design of three-dimensional
space. In Section VI, the proposed MAC protocol is veri-
fied through simulations, and the experimental results are
analyzed. Finally, Section VII summarizes the article and
suggests future work.

II. RELATED WORK
Various factors such as application requirements, marine
environment characteristics, underwater acoustic commu-
nication characteristics, and sensor resource constraints

significantly impact the design and development of
three-dimensional network architecture and protocol stack.
Therefore, numerous studies have been conducted on
UASNs, considering the unique challenges of the under-
water environment, including deployment, spatial-temporal
uncertainty, time synchronization, multi-path propagation,
and energy consumption [12], [13], [14], [15], [16].

Zhang et al. developed an analytical model to quan-
tify network performance for sensor packet queuing delays
and packet error probabilities [17]. The model determined
the minimum data aggregation density required to meet
the requirements of the underwater sensor density for
packet error probability in calculating packet queuing delay.
Chen et al. proposed a new cross-layer protocol stack
for three-dimensional UASNs and developed a cross-layer
design combined stack [18]. This protocol can be used for
long-term oceanmonitoring, achieving energy efficiency, and
improving network performance. Dhongdi et al. proposed
a network protocol that included TDMA MAC, dynamic
routing stacks, and network protocol stacks for services
such as time synchronization, cluster head rotation, and
power level management [19]. Moreover, Pompili et al. pro-
posed deployment strategies for two-dimensional and three-
dimensional communication architectures for UASNs [20].
In both deployment architectures, the minimum number of
sensors for a given target water body was determined through
mathematical analysis to achieve the best sensing and com-
munication coverage. Furthermore, the robustness for node
failure was studied, and the number of possible redundant
sensor nodes was provided.

Topology control in the three-dimensional UASN is of
great significance to ensure the reliable and efficient oper-
ation of the network. Generally, the network topology of the
underwater MAC protocol includes the centralized (e.g., star
or tree) and cluster topology. Zhang et al. proposed a topolog-
ical control strategy based on Complex Network Theory and
constructed a dual cluster structure with two types of cluster
heads to ensure connectivity and coverage [21]. Liu et al.
used the cube as the base unit, divided the monitoring area
into a three-dimensional basic cluster structure, and arranged
rotating temporary control nodes in the cluster to ensure
maximum sensor coverage and active node connection rates
for the entire network [22].

In 2019, Alfouzan et al. proposed a layered deployment
of sensor nodes for collisions caused by high latency [23].
In the same year, Alfouzan et al. proposed an asynchronous
positioning scheme in which the nodes were randomly dis-
tributed across four layers, and the beacons were mobile [24].
Moreover, Ahmed and Cho proposed an underwater layering
protocol that used collaborative communication instead of
standard multi-hop transmission and added a relay cooper-
ation model during the data transmission phase, ensuring
the link quality of underwater channels [25]. Morozs et al.
proposed a hierarchical network architecture consisting of an
underwater fixed sensor network layer and the autonomous
underwater vehicle (AUV) information acquisition layer [26].
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This information acquisition system does not require modifi-
cation or initialization of the underlying fixed sensor network,
which makes it flexible and deployable.

Generally, a typical UASN contains hundreds or more
randomly deployed sensor nodes. However, the UASN will
undergo dynamic topological changes due to the long delay
time of acoustic signal propagation and the node migration
caused by water flow. Therefore, improper handling may
lead to transmission errors, missing links, collisions, and
congestion. To solve these problems, Xing et al. proposed a
clustering method based on game theory and Nash equilib-
rium [27]. Anupama et al. proposed a clustering algorithm
based on sensor nodes’ three-dimensional hierarchical net-
work architecture [28].

Collisions in the propagation process are possible due
to the spatial-temporal uncertainty of underwater commu-
nication. Hence, time synchronization is a key foundational
technology for any distributed system underwater. In UASNs,
global positioning system (GPS) signals are unavailable, and
synchronization systems are mainly based on acoustic com-
munications [29]. Jin et al. proposed an ordered schedul-
ing MAC protocol based on a handshake mechanism for
transmitting packets related to computed lists [30]. More-
over, Li et al. proposed a full-duplex collision avoidance
(FDCA) MAC protocol based on a handshake mechanism
that avoided collisions by passively obtaining positioning
information (propagation delays of neighboring nodes and
regular transmission schedules) [31]. Liu et al. proposed a
high-latency time synchronization algorithm considering the
slow speed of undercarriage acoustic wave transmission [32].
Furthermore, Wang et al. proposed a cluster-based terminal
services algorithm in which cluster head nodes and nodes in
the cluster achieved time synchronization using interactive
patterns for sending and receiving messages [33]. Gong et al.
also proposed a robot-assisted underwater sensing network
algorithm that combined positioning and time synchroniza-
tion [34]. An underwater robot was used as a moving anchor,
and positioning and time synchronization were performed
with the help of GPS.

The majority of the proposed MAC protocols are con-
cerned with energy consumption in UASNs. Kim et al.
designed energy-efficient MAC protocols using monitoring
and wake-up methods [35]. Under the condition of adjustable
transmission power, Wang et al. proposed an underwater
power control protocol that utilized dynamic transmission
power regulation and a new rate adaptation algorithm to
improve the efficiency of spatial multiplexing [36]. More-
over, Lmai et al. proposed a MAC protocol that used lower
transmission power to send packets and periodically added
notification signals with maximum power during packet
transmission to avoid collisions [37].

An efficient method to improve the network through-
put is reusing spatial resources. Su et al. combined the
hardware design of underwater orthogonal frequency divi-
sion multiplexing (OFDM) modems to develop an adaptive
rate algorithm based on the signal-to-interference-plus-noise

ratio (SINR) to improve the efficiency of spatial multiplex-
ing [38]. Zhou et al. proposed an adaptive power-efficient
time synchronization scheme (APE-Sync) for mobile
UASNs that adjusted the transmit power and combined
the Doppler-Enhanced synchronization protocol and the
Kalman filter tracking the clock skew to reduce energy
consumption [39]. Su et al. proposed a joint power con-
trol and rate adaptation MAC protocol for UASNs [40].
Qian et al. proposed a MACA-based power control MAC
protocol (MACA-PC) that dynamically adjusted different
power levels for RTS-CTS and DATA, reducing the energy
consumption of data transmission and prolonging the life of
the nodes [41]. Guo et al. introduced an adaptive propagation-
delay-tolerant collision-avoidance protocol (APCAP) for the
MAC sub-layer of UASN. The APCAP improved the effi-
ciency and throughput with a large propagation delay [42].
To ensure transmission fairness, Hossain et al. proposed a
spatially equitable multi-access control protocol that could
be cleared by delay Send frames to avoid collisions [43].

Therefore, this paper proposes an energy-efficient MAC
protocol for UASNs, considering the need to deploy in a
three-dimensional underwater space. The proposed protocol
adopts the concepts of stratification and clustering, com-
bined with time synchronization and power control, to plan
underwater time and space to avoid network communication
collisions, which can save energy consumption and extend
the life of the UASN.

III. PROBLEM DESCRIPTION AND SYSTEM MODEL
A. PROBLEM DESCRIPTION
The energy consumption model of an underwater acoustic
sensor network is quite different from that of a terrestrial
wireless sensor network due to the characteristics of the
underwater acoustic channel. The energy model of the sensor
is as follows [44]:

The energy consumed for data transmission is defined as:

Et (n, d) = n× Etr + n× Ee (1)

where Et is the energy consumed in transmission, Etr is
the energy consumed by the electronics for transmitting and
receiving 1-bit data measured in (j/b), n is the number of bits,
and Ee is defined as:

Ee = E0 × dk × ϕd (2)

where d is the distance between the transmitter and receiver,
k is the spreading factor (for spherical spreading = 2 and
or cylindrical spreading = 1) with value k = 1.5, E0 is the
power threshold that the data can be received by the node and
ϕ is a frequency-related term obtained from the absorption
coefficient, which is defined as:

ϕ = 10
A(f )
10 (3)

where A(f ) is in dB/km and frequency in kHz. Where f is the
absorption coefficient, and it is the function of the frequency.
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A(f ) can be calculated from Thorp’s expression [45] for the
frequencies above a few hundred Hz as:

A(f ) =
44f 2

4100 + f 2
+

0.11 f 2

1 + f 2
+

0.275 f 2

103
+

3
1000

(4)

Then, the energy consumed by a sensor node to receive n
bits of data is:

Er (n) = n× Etr (5)

The energy consumed by a sensor node for idle listening is
expressed as:

EI (n) = n× Etr × η (6)

where η is the ratio of reception and idle listening energy.
Then, the energy consumption of the underwater acous-

tic sensing node during communication is analyzed [46].
Figure 1 shows the power consumption of the sensor of a
UASN. It can be seen that the energy consumed by the under-
water acoustic signal’s transmission and reception accounts
for about 60% of the node’s total energy consumption. There-
fore, the key issues of energy-saving MAC protocols will
be avoiding communication collisions, improving commu-
nication efficiency, and reducing the energy consumption of
UASNs. Besides, time-sharing monitoring is possible since
the underwater environment does not change significantly in
a short period, and nodes can be woken up autonomously.
In contrast, the UASN’s sleep mode consumes much less
energy than the idle mode. Thus, the energy consumption
of UASN can be significantly reduced, and its life can be
extended by making it sleep during idle time and wake up
when needed.

FIGURE 1. Power consumption of a sensor of UASN.

1) COLLISION ANALYSIS FOR THE SYSTEM
a: SPATIAL-TEMPORAL UNCERTAINTY PROBLEM
The high delay in underwater acoustic propagation causes the
spatial-temporal uncertainty of UASN communication. The
spatial-temporal uncertainty affects reception time, transmis-
sion time, and propagation delay to the destination [47].
Spatial-temporal uncertainty refers to determining the state
of a channel by considering the location of the receiving
node and the transmission time of the transmitting node. First,
the collision of the destination node (that is, two packets

arriving at the receiving node at the same time) depends on the
transmission time and propagation delay of the sending node.
Second, the distance between the nodes creates uncertainty
about the current channel state, and collisions can occur even
if other nodes in the cluster communicate separately.

Generally, high propagation delays may lead to underwater
communication collisions. Figure 2 shows two examples of
spatial-temporal uncertainty. Specifically, nodes A and C can
send packets simultaneously, as shown in Figure 2 (a). When
the propagation delays of the two senders are different, the
receiving time of the two packets is sorted. Figure 2 (b)
shows that when nodes A and C transmit packets at different
transmission times, node B will collide.

FIGURE 2. Spatial-temporal uncertainty problem: (a) No collisions when
sending at the same time; (b) Collisions when sending at different times.

b: HIDDEN TERMINAL PROBLEM
A hidden terminal problem can be defined as a sensor node
whose other sensor is unknown. The terminal hiding may
cause a collision when a sensor node cannot detect that
another node is interfering with its transmission [48]. More-
over, collisions may occur when two sensors transmit data
to the same target sensor. Figure 3 illustrates the hidden
and exposed node problems. Specifically, sensors A and C
cannot perceive each other when both are visible to sensor B.
Therefore, sending packets from sensors A and C may lead
to collisions with sensor B. Furthermore, the hidden terminal
problem may lead to low throughput and high energy con-
sumption. These issues should be properly resolved to avoid
any collision between sending and receiving schedules.

FIGURE 3. Hidden and exposed node problems.
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c: EXPOSED TERMINAL PROBLEM
The node exposure problem may occur when a sensor node
delays transmission due to receiving another signal [49].
Specifically, sensors A and D in Figure 3 are single-hop
neighbors of sensors B and C , respectively. Sensors A and D
can receive packets sent by sensors B andC without collision,
respectively. However, sensors B and C are blocked from
sending packets because both sensors are within the trans-
mission range of each other, even if the receiving sensors A
and D are out of their respective transmission ranges.
Furthermore, if sensor A communicates with sensor B,

sensor C will not be able to send packets to sensor D after
the channel is detected. Sensor B may interfere with its one-
hop neighbor, sensor C , but sensor D could have received the
data packet sent by sensor C .

2) LISTENING AND HIBERNATION MODELS OF THE SYSTEM
Typically, the nodes are powered by batteries, meaning they
have a limited source of energy [50]. Hence, it is difficult
to charge or replace batteries for underwater sensor nodes
from the perspective of cost and technology at this stage.
Therefore, the working time of UASNs must be extended by
reducing the energy consumption of the nodes and improving
efficiency.

The design of the MAC protocol should pay extra attention
to energy efficiency, considering the application of UASNs.
Normally, the energy consumption depends on the distance
of acoustic signal transmission. The relationship between
transmission power and distance follows the quadratic func-
tion [51]. Hence, the high data volumes are incompatible with
long distances from a power consumption perspective. There-
fore, balancing energy consumption and communication is a
key issue.

As shown in Figure 1, there are four main parts of the
wasted energy consumption of a sensor node in UASN. The
first part is the collision. The current packet must be dropped
and re-transmitted to another node when a collision corrupts
a packet, thus increasing energy consumption and delay. The
second part is excessive listening, meaning one node receives
messages that others should receive. The third part is idle
listening, which prevents packet errors and leaks when the
node monitors the idle channel. The fourth part is that the
receiving node is not ready to receive the packets sent by
the sender, and the packets must be re-sent again, resulting
in energy loss.

Considering the above problems, an energy-efficient MAC
protocol based on collision-free design and sleep mode is
proposed to reduce the energy consumption of UASNs.

B. SYSTEM MODEL
A three-dimensional UASN is designed to monitor a certain
area of the sea. There are three types of sensors. One is
that node located on the water surface is called the buoy
node, and it is set at a predetermined position to collect and
forward data. Another kind of special node is called the relay

node, which forwards data packets between the buoy node
and the ordinary node, and is also the cluster head of the
network cluster, also known as the cluster head node. The
last one is the ordinary node that perceives the characteristics
of the submersible. Figure 4 shows the architecture of the
three-dimensional UASN. The surface buoy node is used to
achieve GPS positioning with the satellite through wireless
signals, and the time synchronization with the underwater
sensor node is realized [52]. The underwater node transmits
information to the surface buoy through acoustic signals.
Then, the buoy transmits information to the onshore control
center through satellite or surface communication ships using
radio signals. The ordinary nodes are randomly distributed in
the three-dimensional underwater space of different depths
and regions to monitor large submersibles in the sea, and
the data are forwarded to the buoy node through relay nodes
(cluster heads).

FIGURE 4. Architecture of the three-dimensional UASN.

The network topology considered in this article is shown in
Figure 5. The relay and buoy nodes are deployed in different
locations in three-dimensional space, divided into different
layers (A, B, C) according to depth. All layers work together
to monitor local ocean space. Moreover, each layer can be
divided into different cell spaces, and the relay nodes in the
center of each unit space and the ordinary nodes in the unit
space are clustered. Afterward, the relay node of the unit
transmits the collected information to the central node of each
layer after collecting the information in the cluster. Then, the
central node of each layer transmits the information to the
buoy node on the surface. It is assumed that the cluster head
node and buoy can move slightly in the horizontal direction,
considering the mobility of ocean currents, and their vertical
movements can be neglected.

In the UASN, the three horizontal layers have different
time slots. Besides, two adjacent cell spaces in each layer
work in different time slots. In this case, the same type of
cell space in the same layer can operate within the same time
slot. Hence, vertical collisions in different horizontal layers
can be avoided with time synchronization and power control.
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FIGURE 5. Network topology considered in the proposed framework.

Moreover, the nodes’ clustering method and power control
scheme can eliminate the horizontal collisions between dif-
ferent cell spaces in each layer.

Figure 6 shows the timeline of the proposed TDTSPC-
MAC protocol, which consists of four operational phases: the
update, scheduling, operational, and dormancy phases. It is
worth noting that the protocol sets the start time of each stage
so that all sensors start and end together and can run a certain
phase individually.

FIGURE 6. Timeline of the proposed TDTSPC-MAC protocol.

First, the adjacent single-hop nodes are identified and clus-
tered by exchanging update messages in the update phase.
The second phase is time synchronization. The time slots are
allocated for each node and cell space. The third phase is the
operational phase, in which the sensor network transmits the
information to the buoy node and then to the ground station
through electromagnetic waves. Finally, the fourth phase is
the sleep phase. All nodes are in listening and sleeping modes
to save energy.

IV. TDTSPC-MAC: AN ENERGY-EFFICIENT
MAC PROTOCOL
A. HIERARCHICAL DESIGN OF THE UASN
Firstly, the coverage area of the sensor network is divided into
three different types of horizontal layers named the A, B, and
C layers. The width l of each layer equals the transmission
range Rth used by the cluster head node for inter-cluster
communication. The layers can be determined by (Zarea/l),
where Zarea is the coverage depth of the sensor network [53].
This specification can prevent transmission overlap between
adjacent layer nodes.

As mentioned above, the UASN contains buoy, relay, and
ordinary nodes. Next, the nodes need to be divided into
layers, while the relay nodes are evenly distributed in the
underwater space and anchored in a fixed position (the center
of each cell space). It is assumed that the ordinary nodes are
randomly distributed in the sea to be monitored, drifting with
ocean currents, and each node has a buoyancy device that can
change its depth. Hence, the density of nodes covering local
areas can be adjusted. Moreover, each sensor node can use
the internal pressure gauge to determine its depth. The depth
information can be used to determine which layer the node
belongs to:

Slay =
ddepth
l

modMn (7)

where ddepth is the depth information of the nodes, andMn is
the total number of layer types (layers A, B, and C) [54].
Since each node knows its layer, ordinary nodes can com-

municate with cluster head nodes in the same layer. In the
update phase, the cluster head node will broadcast informa-
tion within the set range and then form a cluster with ordinary
nodes within the single-hop range.

Each type of layer is assigned a unique time slot. To prevent
a collision, the adjacent cell space clusters in the same layer
operate in different frames (times), and the nodes in the clus-
ters also allocate different time slots. Moreover, the ordinary
nodes in different layers can adjust the signal power to be in a
cluster of the same layer. The relay nodes can adjust the signal
power to complete intra- and inter-cluster communication.
Similarly, different time slots can facilitate communication
between ordinary and cluster head nodes, relay and relay
nodes, and relay and buoy nodes.

B. CLUSTER DESIGN OF THE UASN
The clustering is formed by cluster heads and ordinary
nodes within their communication range in three-dimensional
space, and ordinary nodes transmit information to cluster
head nodes through interaction [55]. It is assumed that the
cluster head nodes are evenly distributed in the center of each
unit space, and each node can determine its layer using depth
information. Therefore, nodes of different layers cannot form
a cluster. There will be no clustering problem in the same
layer if the ordinary node only receives the invitation infor-
mation of a cluster head node. However, when an ordinary
node is located in the overlapping communication range of
two adjacent cluster head nodes, it would be difficult to decide
which cluster head node to cluster. Figure 7 illustrates the
partition of spatial cluster nodes. The ordinary nodes C and
D receive cluster invitations from cluster head nodes A and B,
respectively.

To solve this problem, the ranging method is used to mea-
sure the distances dAD and dBD between the ordinary node and
the cluster head nodes. It can be seen from Figure 7 that node
D is in the cell space where cluster head node B is located
in the middle. The three points form a triangle plane ABD.
Since the distance (dBD) between B and D is less than the
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FIGURE 7. Partition of spatial cluster nodes.

distance (dAD) between A and D, node D will be clustered
with cluster head node B. Thus, the ordinary nodes can judge
their cluster head nodes by ranging and then cluster with the
nearest cluster head node.

Time of arrival (ToA) is the simplest and most intuitive dis-
tance estimation technique. It estimates the distance between
nodes bymeasuring the propagation time of the signal, requir-
ing precise synchronization between the two nodes. In this
case, the distance between two nodes is proportional to the
time required for the signal to propagate from one node to
the other. Moreover, the time when the signal leaves the node
must be in the transmitted packet. Thus, if node A sends a
signal at the moment t1 and reaches the receiving node D at
the moment t2, the distance between the two nodes is:

d = Vs × (t2 − t1) (8)

where Vs is the propagation speed of the acoustic signal,
which is 1500 m/s.

C. TIME SYNCHRONIZATION DESIGN OF THE UASN
Even if the clocks of the two nodes are fully synchronized at
the beginning, there will be inconsistencies due to changes in
the surrounding environment. For example, their clocks may
drift when the nodes experience temperature, pressure, and
battery voltage changes [56]. This change accumulates over
time, making nodes work at different times. Since the pro-
posed TDTSPC-MAC protocol relies on the unified planning
of network time, the network time needs to be synchronized.

The time synchronization of nodes includes time syn-
chronization between buoy and relay nodes, between cluster
head nodes, and between cluster heads and ordinary nodes
in each cluster. These three processes are similar. Taking
the time synchronization process of the cluster head and
ordinary nodes in the cluster as an example. The standard
reference time is transmitted to other nodes through the clus-
ter head node to realize time synchronization, as shown in
Figure 8.

Specifically, a quantization mechanism is adopted that
allows the differences in propagation delay between differ-
ent packets and uses continuous network communication to
achieve time synchronization of each node.

FIGURE 8. Synchronization for nodes.

1) QUANTITATIVE REPRESENTATION OF NODE MOTION
In the quantization step, the positions of ordinary nodes and
cluster head nodes are quantified so that multiple ToA mea-
surements from bidirectional communication are associated
with the same pair of quantitative positions [57]. Specifically,
two packets i, j

(
i ∈ N a, j ∈ N b

)
are considered. If li = lj = l,

the two sets of ordinary node locations
(
gi, gj

)
and clus-

ter head node locations
(
Pi,Pj

)
have the same quantization

positions Kρ and Ul,v, respectively. Assuming that T pdi =

T pdj , and variables v and ρ can be enumerated for position
quantization.

To quantify the position of the cluster head node, subset
i, j ∈ N is introduced that includes all packets associated with
the same anchor node l so that there is a fixed threshold for
each pair i, j ∈ Ul,v,

∥∥Pi − Pj
∥∥ < △ of packets △. Next, the

position Pi, i ∈ Ul,v is associated with the quantified position
Ul,v. Similarly, a subset of packets Rρ ∈ N is formed, and
each pair of packets i, j ∈ Rρ, di,j < △ is made to quantize
the position of the ordinary node, and the position ji, i ∈ Rρ

is associated with the quantified position Kρ . It is possible to
associate a single packet with multiple subsets Ul,v and Rρ .

2) ESTIMATION OF CLOCK SKEW AND OFFSET
Next, the quantization position is used to estimate the clock
skew Sl and offset Yl . For the data sets l = 1, . . .L, the
subsets are separately defined as N a

l ⊆ N a and N b
l ⊆ N b,

along with their cardinalities N a
l and N b

l , respectively. The
subsets include all data packets l related to the cluster head
node. Considering a pair of packets i, j

(
i ∈ N a

l , j ∈ N b
l

)
, the

positions
(
Pi,Pj

)
and

(
mi,mj

)
aremapped to the same quanti-

zation positions Ul,v and Kρ , respectively. Assuming that the
resultMl of this mapping increases for each cluster head node
with the increase in the quantization threshold. As mentioned
above, the difference between the propagation delay in T pdi
and T pdj is ignored, thus obtaining an equationMl as:

Ri + Tj
Sl

−
2Yl
Sl

= Rj + Ti + γi + γj, i ∈ N a
l , j ∈ N b

l (9)

Introducing the variable vector El = [El(1),El(2)]T =[
1
Sl

+
Yl
Sl

]T
, Eq. (9) is expressed as a linear matrix equation:

BlEl = bl + θl (10)

where Bl is the matrix [Ml × 2] ,
[
Ri + Tj, −2

]
, bl and θl are

the column vectors of appropriate length, and the elements
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are Rj+Ti and γi+γj, i ∈ N a
l , j ∈ N b

l . Next, the least squares
estimation is applied:

Êl =

(
BTl Bl

)−1
BTl bl (11)

The covariance matrix Êl is:

QE = 2σ 2
(
BTl Bl

)−1
(12)

The main diagonal elements of the covariance matrix are
proportional to 1

Ml
and 1

Ml2
. Therefore, for larger Ml , the

variance of the estimated Êl(1) and Êl(2) is expected to be
much smaller than σ 2.

3) ESTIMATED PROPAGATION DELAY
For packets i ∈ N a

l , j ∈ N b
l , the estimated propagation delay

of the ordinary node is:

T̂ pdi = RiÊl(1) − Êl(2) − Ti, i ∈ N a
l (13)

T̂ pdj = Êl(2) − TjÊl(1) + Rj, j ∈ N b
l (14)

The propagation error is a function of ToA measurement
error, clock tilt, and offset estimation error.

D. POWER CONTROL OF TDTSPC-MAC PROTOCOL
The proposed design aims to minimize energy consumption
and provide reliable connections between network nodes.
Therefore, the large-scale system and channel parameters that
determine the network energy consumption are analyzed to
evaluate the trade-off in the proposed design.

Assuming that the selected multi-access strategy can sup-
port any number of connections, the energy consumption
is identified as a function of the network topology, that is,
as a function of the connections established between net-
work nodes [58]. Although the geometry of the network is
known, the location of ordinary nodes cannot be accurately
determined. Besides, it is assumed that the nodes are evenly
distributed to provide optimal coverage.

To quantify the energy consumption of the network, a sim-
plified scenario is studied in which a controller node and
N nodes are linearly arranged along a length of r . Since
the nodes are evenly distributed, the distance between each
neighboring node (including the distance from the base sta-
tion to the nearest node) is r/N . In this case, the communica-
tion policy is that each node transmits information only to its
nearest neighbor nodes (multi-hop point-to-point topology).

Next, it is necessary to determine the energy required to
transmit a single packet of TP. Assuming that N relays have
passed from the main node to the node with a distance of r ,
and the received power level is P0, the transmitter’s power
must be xk , then the received power level of the signal will
meet the requirements of transmission distance x. Therefore,
the attenuation valueW (x) is expressed as:

W (x) = xkϕk (15)

Each node needs to transmit within the duration TP and at
the power level P1 = P0W (r/N ). The duration TP is the time

in which a data packet can be transmitted from one node to
another over a distance of r/N . Therefore, the total energy
transmitted by N-hop flowers is expressed as:

E = NP1TP = NP0W (r/N )TP (16)

Each node has a packet to transmit, and the total energy
consumed by packet trunking is defined as:

Erel = P0TPW (r/N ) + P02 TPW (r/N ) + . . .

+P0NTPW (Nr/N )

= P0TPW (r/N )N (N + 1)/2 (17)

For a direct capture strategy, the total energy consumption
is:

Edir = P0TPW (r/N ) + P0TPW (2r/N ) + . . .

+P0TPW (Nr/N )

= P0TP
∑N

i=1
W (ir/N ) (18)

As mentioned above, the UASN is divided into different
layers, each layer includes many clusters consisting of ordi-
nary and cluster head nodes, and the nodes can adjust their
sensing areas [59]. Therefore, communication between nodes
can be divided into two steps: communication between nodes
within a cluster and between cluster head nodes. Hence, there
are two power control schemes for ordinary and cluster head
nodes.

The ordinary nodes only need to communicate with the
cluster head in the same layer, which means that the dis-
tance within the cluster is not far away. The collisions can
be avoided if the transmit power can be adjusted to meet
the connectivity requirements between nodes in the cluster.
Figures 9 (a) and (b) illustrate two-pair transmissions without
and with power control, respectively. Figure 9 (a) shows that
nodes A and C send signals to nodes B and D, respectively.
Then, communication collisions may occur if the power is
not restricted and the communication range is not controlled.
Assuming that the appropriate transmission power can be
selected, the transmission range of the signal can be con-
trolled andmaintainedwith some redundancy to avoidmutual
influence and interference, as shown in Figure 9 (b). Hence,
the power consumption of the node can be significantly
reduced, and its service time can be extended.

FIGURE 9. Two-pair transmissions: (a) Without power control; (b) With
power control.
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FIGURE 10. Listening and sleeping periodically.

The head node of the cluster is also a relay node that is
responsible for transferring the collected information to the
corresponding central node of each layer. Then the central
node transmits the information layer by layer to the buoy on
the sea surface. Therefore, the transmission power and the
transmission radius range of the head node are very small,
just like the ordinary node. As a relay node, it is necessary
to increase the transmission power after the communication
within the cluster is completed. The relay node expands
the communication range and establishes a communication
network with other relay nodes.

E. SLEEPING MODEL OF THE UASN
The UASN usually needs to be used with other detection
methods, and it is not always in operation. Hence, the node
will be idle for a long time if there is no aware event.
As shown in Figure 1, the work efficiency of the idle state
is very low, but the energy consumption is high. Therefore,
sleep mode is adopted in which only the monitoring function
is retained, and other devices are paused to reduce energy
consumption [60].

In the monitoring process, each ordinary node regularly
runs in sleeping mode to reduce idle and wasted energy.
Specifically, all ordinary nodes have the same listening and
sleep times, and each ordinary node randomly selects its
schedule. Any ordinary node will periodically listen and
hibernate if it does not communicate with its neighbor.

It is assumed that nodes in the same layer can achieve
synchronous communication, and similar nodes in the same
layer can simultaneously listen and sleep to minimize energy
consumption without affecting the functionality of the sys-
tem. Figure 10 shows a timing diagram for the monitoring
process. The nodes wake up and sleep regularly during this
phase. The listening/sleeping mode is a cycle. Each loop
(denoted as Tc) consists of two parts: listening window TL
and sleep window TS . Hence, Tc = TL + TS .

F. OVERVIEW OF TDTSPC-MAC PROTOCOL
Figure 11 illustrates the specific process of the proposed
TDTSPC-MAC protocol. Firstly, the terrestrial base station
communicates with the buoy through the satellite or com-
munication vessel. There is a central node at the center of
each layer, just below the buoy. The buoy collects the data
information by communicating with these vertical central
nodes. Each central node is also responsible for collecting

FIGURE 11. Specific process of the proposed TDTSPC-MAC protocol.

information from relay nodes in the same layer. The relay
nodes collect data from ordinary sensor nodes in the form of
clusters.

The terrestrial base station will quote the standard time
after the UASN is completed. Then, synchronization of the
nodes can be done in the form of buoy-center-relay-ordinary
nodes. There is also a data acquisition and transmission
process in which the base station sends a data acquisition
command. The ordinary sensor nodes collect relevant data
transmitted to the terrestrial base station through the relay and
central nodes. Finally, the base station sends an instruction to
put the UASN in a monitoring/sleeping state after completing
the transmission.

V. COLLISION AVOIDANCE DESIGN OF THE
TDTSPC-MAC PROTOCOL
In this phase of the design, the main objective is to enable
every node to access the media without collisions. The model
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FIGURE 12. Cluster in a cell: (a) Endo-stereoscopic distribution;
(b) External stereo distribution.

uses the concepts of hierarchical structures and distributed
clustering algorithms to resolve any possible vertical and
horizontal collisions.

A. COLLISION AVOIDANCE
Horizontal collisions: Horizontal collisions can be resolved
through clustering and power control of each layer. The dis-
tributed clustering method allows the cluster head nodes to
select sub-frames that should differ from their adjacent clus-
ters. Therefore, the nodes in adjacent clusters can transmit
without collision.Moreover, some nodes in the cluster use the
handshake protocol to communicate with the cluster header.

Vertical collisions: Vertical collisions can be resolved by
dividing the network area into multiple layers, allocating time
slots, and controlling power. Specifically, the network can be
divided into layer types A, B, and C , and each layer can be
divided into different clusters. Two adjacent clusters have dif-
ferent transfer times during the operational phase, while two
non-adjacent clusters transmit simultaneously. In addition,
different layers are separated from each other in the cluster
through power control and timestamp to eliminate vertical
collisions between nodes in adjacent layers.

B. COLLISION AVOIDANCE WITHIN A CLUSTER
A three-dimensional clustering topology is used to avoid
communication collisions within a cluster. Figure 12 shows
the distribution of nodes inside a cell cube. Figure 12 (a)
shows that all nodes are distributed inside the cell cube,
but some are outside the embedded circle, called endo-
stereoscopic distribution. It is assumed that the inscribed
circle is the communication range of the cluster head node.
The nodes cannot be clustered when distributed in the space
between the inscribed circle and the cube. Figure 12 (b)
shows that all nodes are distributed within a cube and a
circumscribed circle, called the external stereo distribution.
Assuming that the circumscribed circle is the communication
range of the cluster head. The interactive communication
within the cluster can be realized if the communication radius
of ordinary nodes is also less than the radius of the cluster
head.

Figure 13 shows the power control in the clustering
structure of endo-stereoscopic distribution.Figure 13 (a)

FIGURE 13. Power control in the endo-stereoscopic cluster: (a) Collision;
(b) Collision-avoided.

FIGURE 14. Power control in the external stereo cluster.

shows that the ordinary and cluster head nodes within the
endo-stereoscopic cluster may still collide, even if the power
is controlled. In contrast, the collisions can be avoided, the
communication in the network can be carried out in an orderly
manner, and the energy consumption can be saved to some
extent by controlling the power of the cluster node and assign-
ing a timestamp to each ordinary node in the cluster, as shown
in Figure 13 (b). Figure 14 shows that controlling the power
and assigning timestamps can also avoid collisions when the
nodes are distributed in the space between the inscribed circle
and the cube.

The collisions between the ordinary and cluster head nodes
can be avoided by assigning different timestamps to the nodes
in the cluster after time synchronization and hierarchical
clustering of each node. The specific process of intra-cluster
communication is shown in Figure 15.

FIGURE 15. Basic procedure of one hope MAC protocol in the cluster.
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FIGURE 16. Collision between clusters.

C. COLLISION AVOIDANCE BETWEEN CLUSTERS
As mentioned earlier, three-dimensional space is divided into
different layers of cell cube space. The power is controlled
and time slots are allocated to ensure proper communica-
tion within the cluster to realize the connection between
the cluster head node and the cluster nodes within the cell
space. However, collisions may occur when two adjacent
cell spaces (vertically or horizontally) communicate simul-
taneously. Figure 16 illustrates an example of the collision
between clusters. It can be seen that horizontal collisions
between adjacent clusters may occur when cluster heads
B1 and B2 communicate with nodes B1-1 and B2-1, respec-
tively. Similarly, vertical collisions between adjacent clusters
may occur when cluster heads A2 and B2 communicate with
nodes A2-1 and B2-2, respectively.

1) AVOIDANCE OF HORIZONTAL COLLISIONS
BETWEEN CLUSTERS
Even with power control, the adjacent clusters in the same
layer may still have horizontal collisions when communi-
cating simultaneously. To avoid horizontal collisions, the
element space on the horizontal plane is first divided into a
mesh structure, as shown in Figure 17. All adjacent clusters
are scheduled to run in different timestamps of the same layer
according to time synchronization. In Figure 17, each color
represents a different time stamp. The specific process is as
follows: taking cluster head node A as an example. First,
a timestamp is assigned to cluster head node A, and then
the same timestamp is arranged for its adjacent cluster head
nodes A1, A3, A2, and A4. By analogy, different timestamps
are arranged for all adjacent clusters in the grid so that
clusters with the same timestamps can communicate in the
same layer at the same time without collision. Therefore, the
inter-cluster collision in the horizontal layer can be avoided
by allocating the time slot and controlling the power of the
node.

FIGURE 17. Avoidance of horizontal collisions between clusters.

2) AVOIDANCE OF VERTICAL COLLISIONS
BETWEEN CLUSTERS
The depth of the node varies slightly due to the anchor-
ing or floating depth in the underwater environment. It is
assumed that the UASN is vertically divided into three layers.
Thus, when vertically adjacent clusters of different layers
communicate simultaneously, vertical collisions can occur
between clusters even if the node power is controlled. How-
ever, timestamp division based on time synchronization can
avoid vertical collisions. Figure 18 shows vertical collision
avoidance between clusters in the three layers. The first and
third layers are assigned the same timestamp, different from
the middle layer, so the adjacent layers can communicate at
different periods. Therefore, assigning different timestamps
to adjacent layers and controlling the power of each node can
avoid vertical cluster collisions.

Aiming at the application scenarios of three-dimensional
UASN, a hierarchical clustering structure is proposed.Within
the cluster, collision-free communication between the cluster
head node and the nodes within the cluster can be imple-
mented. Between clusters, horizontal and vertical commu-
nication will not interfere with each other. In this way, the
timestamp and power control scheme after time synchroniza-
tion can effectively avoid collisions, realize the communica-
tion between ordinary and relay nodes, and maintain certain
communication redundancy.

D. COLLISION AVOIDANCE BETWEEN CLUSTER
HEAD NODES
Figure 19 illustrates the cluster head nodes connectivity in a
layer. The center node is located at the center of each floor,
directly below the buoy node. After intra-cluster communica-
tion, the information collected by sensors will be transmitted
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FIGURE 18. Avoidance of vertical collisions between clusters.

from ordinary nodes in the cluster to the head nodes. Then,
the cluster head node transmits the information to the central
node of each layer in multiple hops when the information
is collected. The central node of each layer transmits the
collected information to the buoy nodes on the sea surface
layer by layer. Therefore, a power control mechanism is
designed for the cluster head nodes. Specifically, cluster head
(relay) nodes can change the communication position through
power control and realize small-scale intra-cluster and large-
scale inter-cluster communication, thus ensuring the normal
communication of UASN.

1) AVOIDANCE OF HORIZONTAL COLLISIONS BETWEEN
CLUSTER HEAD NODES
The data flow between cluster head nodes is also marked
in Figure 19. To avoid collisions, two adjacent processes
are arranged to execute in two consecutive periods. In the
first stage, the outermost relay nodes transmit the collected
information to the inner relay nodes. In the second stage,
the inner relay nodes transmit data to the central node in
each layer through single-hop communication. The process
of the second stage is similar to the intra-cluster node com-
munication in Figure 15. Figure 20 illustrates the avoidance

FIGURE 19. Cluster head nodes connectivity in a layer.

FIGURE 20. Avoidance of horizontal collisions between cluster head
(relay) nodes.

of horizontal collisions between cluster head nodes. In the
first stage, the inner node is used as the cluster head to form
a cluster with two different outer nodes. These clusters are
divided into three categories, corresponding to different time
gaps. Since the position of each node is relatively fixed, the
communication radius of each node is fixed after determining
the transmission power. After time and space re-planning,
collision-free communication between relay nodes on the
horizontal plane can be realized.

2) AVOIDANCE OF VERTICAL COLLISIONS BETWEEN
CLUSTER HEAD NODES
Following the pink arrow in Figure 19 and taking its plan
view as an example to explain the vertical collision avoidance
between cluster head nodes while communicating. The cen-
tral nodes are responsible for transmitting the data collected
by relay nodes on the same floor to the buoy node on the sea
surface layer by layer. Moreover, the relay nodes in the same
layer transmit data to the central node through other relay
nodes hop by hop. In this process, collisions may occur.

It is assumed that the relay node can control the transmis-
sion power and realize intra-cluster and inter-cluster com-
munication in a small range and a large range, respectively.
Since the location of the relay node is fixed, its communi-
cation range is relatively stable. The relay nodes are evenly
distributed in three layers in the three-dimensional space,
as shown in Figure 21. The relay nodes in layers A and C are
assigned the same communication time slot, while the relay
node in layer Bworks in a different time slot. Therefore, there
will be no vertical communication collisions in each layer of
relay communication.

Figure 22 shows that the center nodes are arranged at
intervals along the vertical center line of the buoy to facilitate
data acquisition and transmission. Specifically, the center
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FIGURE 21. Avoidance of vertical collisions between cluster head nodes.

FIGURE 22. Transmitted data in center nodes layer by layer.

nodes need to upload the information layer by layer to the
buoy nodes on the sea surface and transmit the information to
the terrestrial base station through the radio of the buoy after
collecting the data from the relay nodes in the same layer.

Since the network is vertical communication of the central
node, there is no horizontal connection. Therefore, a hier-
archical handshake protocol is designed to achieve reliable
information transmission between the buoy and central node,
as shown in Figure 23.

In summary, the vertical collision of underwater acoustic
communication can be avoided through time synchroniza-
tion, power control strategy, and distributed clustering of
single-hop adjacent nodes. Moreover, the horizontal collision
between nodes can be eliminated in different layers.

VI. PERFORMANCE EVALUATION
This section first describes the simulation parameters of
the protocol and specifies the metrics used to evaluate the

FIGURE 23. Basic procedure of TDTSPC protocol in center nodes.

performance of the proposed TDTSPC-MAC protocol. Then,
the simulation results are presented and analyzed, and the
performance of the TDTSPC-MAC protocol is discussed.
Finally, the TDTSPC-MAC protocol is quantitatively com-
pared with three existing protocols.

A. SIMULATION PARAMETERS
The ranges of short-distance and long-distance network com-
munications are 90 and 110 meters, respectively. In addition,
the bandwidth is set to 15 kHz, and the simulation parameters
are listed in Table 1.

TABLE 1. Simulation parameters.

Specifically, four metrics are defined to compare the
performance of the proposed TDTSPC-MAC protocol
with SFAMA-MAC [61], TLohi-MAC [62], and CSMA-
MAC [63]. The four metrics are delay time, communication
time, throughput, and energy consumption. Furthermore, the
network throughput is defined by the bits transmitted by
packets per second as follows:

Ig =
Lg
Dg

=

∑
i∈g niγLdataHi (1 − Pe)2Ldata

Dg
(19)
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where Lg is the total length of a round’s packets received
correctly by the cluster header node, composed of all packets
in the cluster. The bit error rate Pe is related to the specifica-
tions of the modem and the characteristics of the underwater
acoustic channel. Hi is the average number of packets by
cluster i transmitted in one round, which can be calculated
as follows:

Hi =

∑Ni−1

k=1
kPk

=

∑Ni−1

k=1
kCk

NiP
k (1 − P)Ni−k = NiP (20)

where Ni represents the total number of nodes in cluster i,
and P represents the probability of generating packets in one
round, which is defined as:

P = 1 − e−λDC (21)

where λ is the data generation rate of a node and DC is a
round of acquisition delay, which consists of the transmission
time d ti of each cluster and the transmission time dpi between
clusters.

Finally, the energy consumption of the network consists
of transmitted energy, received energy, and idle energy for
all nodes. The transmission power is closely related to the
transmission frequency and the distance between the acous-
tic modems. Therefore, the transmission power is adjusted
according to the frequency and transmission distance in the
model. It is assumed that the received power is fixed. Then,
the energy expenditure is defined as:

Eg =

∑
i∈g

(
E ti + Eri

)
+ Eidle (22)

where the cluster indicator is i, E ti is the transmission energy,
including the transmission energy of the ordinary nodes and
the cluster head node. Thus, the transmission energy can be
calculated as follows:

E ti =

∑
j∈gi

PtijT
t
ij = E tgi +

∑
j∈gij ̸=gi

PtijL
t
ij

R
(23)

where gi is the set of nodes in cluster i, and j is the node
indicator in the cluster. The transmission power and the trans-
mission time of node j in cluster i are Ptij and T

t
ij, respectively,

and the node’s packet length in cluster i is L tij, which con-
sists of the length of the packet, i.e., L tij = niγLdata. The
transmission energy E tgi of the cluster head node includes
WAKE packets, ACK packets, and transmission energy of
inter-cluster packets. E tgi can be expressed as:

E tgi = Pmax (Lwake + niLack) +
PmaxNiniγLdata

R
(24)

When the distance reaches the communication distance
limit d0, the transmission power of the cluster head node is
Pmax. Eri is the energy received by cluster i, including the
energy received by the cluster head node and the ordinary
nodes in the cluster. The energy received by the inter-cluster
nodes is mainly composed of WAKE and ACK packets.
In contrast, the cluster head node’s received energy includes

the received energy of the packets and the ACTIVE packets.
Hence, Eri can be calculated as:

Eri =

∑
j∈gi

PrT rij =
Pr (NiniγLdata + Lactive)

R

+

∑
j∈gij ̸=gi

PrLrgi (Lwake + niLack)

R
(25)

where (NiniγLdata + Lactive) and Lrgi (Lwake + niLackz) are the
received powers of Pr and T rij , respectively, and gi is the
received packet length between each intra-cluster node and
the cluster head.

Eidle = Pidle(D−
L tCi + LrCi

R
)

+

∑
j∈gij ̸=gi

Pidle(D−
L tij + Lrij

R
) (26)

where Lrgi is the length of the transmitted packet for the cluster
head, and it can be calculated by the formula Lrgi = Lwake +

niLack + NiniγLdata.

B. AVERAGE DELAY FOR DIFFERENT NODES
To analyze and study the scalability of each protocol to the
network, the average delay of each protocol is observed by
increasing the nodes’ number and keeping other conditions
the same. Figure 24 shows the average delay of the four pro-
tocols for different numbers of nodes. It can be seen from the
figure that the average delay time increases with the increase
in the number of nodes. That is, the average delay time of
all four protocols is inversely proportional to the number of
nodes.When the same 60 nodes are used, the average network
delay of the TDTSPC-MAC protocol is respectively 82.7%
and 81.7% less than that of the CSMA and SFAMA protocols
and is 2.3% less than that of the T-Lohi protocol.

As the number of nodes gradually increases, the num-
ber of packets of nodes and the number of collisions also
increase. Thus, the average delay time of the CSMA, SFAMA
and T-Lohi protocols also increases. Since the SFAMA and
T-Lohi protocols are designed for the uncertainty of time and
space and high delay to avoid collision and re-transmission,
the changes of the SFAMA and T-Lohi protocols are not
as fast as the CSMA protocol. Moreover, the network delay

FIGURE 24. Average network delays for different numbers of nodes.
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FIGURE 25. Average network delays for different traffic loads.

time increases significantly with the number of nodes in the
CSMA protocol because the CSMA protocol has multiple
Requests To Send (RTS) frames in the case of multi-hop,
which overlap under the uncertainty of time and space, result-
ing in delay. However, the average delay time of the proposed
TDTSPC-MACprotocol increases slowlywith the increase in
the number of nodes compared with the other three protocols.
The simulation results show that the TDTSPC-MAC protocol
is slightly better than the T-Lohi protocol in average delay
time but far better than the SFAMA and CSMA protocols.

C. AVERAGE DELAY FOR DIFFERENT TRAFFIC LOADS
Next, the average network delays of the four protocols for
different loads are compared while keeping the other condi-
tions the same. Figure 25 shows the average network delays
of the four protocols. It can be seen that the average net-
work delay time of the proposed TDTSPC-MAC protocol is
respectively 60.9%, 60.7%, and 3.3% less than that of the
CSMA, SFAMA, and T-Lohi protocols when the traffic load
is 0.5 packets/s. The T-Lohi and CSMA protocols cannot
effectively detect hidden nodes and space-time uncertainty,
which leads to more packet loss, collision, and longer delay
times. However, the TDTSPC-MACandT-Lohi protocols can
effectively solve this problem. The average delay difference
among the four protocols is not obvious when the traffic is
small. Nevertheless, with the increase in traffic, the delay also
gradually increases due to the low scheduling efficiency of
UASN, resulting in many collisions and re-transmissions.

Simulation results show that the average network delay
of the TDTSPC-MAC protocol is much better than that
of the CSMA and SFAMA protocols. The TDTSPC-MAC
and T-Lohi protocols are designed to avoid collision and
re-transmission caused by spatial-temporal uncertainty and
high delay. While the average network delay time of the
CSMA and SFAMA protocols gradually increases, the traffic
is further increased due to the increase in collision time.
The sensed channel state is unreliable due to spatial-temporal
uncertainty in the high-delay acoustic network. If the CSMA
protocol sensing channel is idle at this moment, the node

transmits. Otherwise, it will retreat uniformly within themax-
imum propagation delay to try later.

Thus, the data collision is avoided, and the channel uti-
lization rate of the UASN is significantly improved due to
the time synchronization and power control mechanisms in
the hierarchical clustering structure. The average delay time
of the TDTSPC-MAC protocol changes slightly with the
increase of the nodes. Moreover, the TDTSPC-MAC protocol
has the best utilization under high load because cycling is
the best strategy when all nodes are saturated. However, the
T-Lohi protocol provides higher channel utilization before
the channel begins to saturate because the contention-based
channel access provides a much lower delay. Both T-Lohi
and TDTSPC-MAC protocols are stable when the channel is
overloaded.

D. DATA TRANSMISSION THROUGHPUT FOR
DIFFERENT TRAFFIC LOADS
The third simulation evaluates the impact of the load on the
throughput of four protocols with 100 sensor nodes. Figure 26
compares the data transmission throughputs of the four proto-
cols for different traffic loads. It can be seen from the figure
that the network throughput increases correspondingly and
finally reaches saturation when the provided traffic increases.
The simulation results show that the network throughput per-
formance of the proposed TDTSPC-MAC protocol is better
than the other three protocols.

When the packet generation rate is low, data-string trans-
mission rarely occurs in SFAMA protocol, and multiple RTS
attempts hardly occur. However, when the packet genera-
tion rate increases, the problem of multiple RTS attempts
in SFAMA becomes more serious. Moreover, the SFAMA
protocol suffers throughput degradation when the traffic vol-
ume increases. Since the protocol SFAMA does nothing but
back off when multiple RTS attempt problems occur, the
high-frequency back-off significantly limits the throughput.
The CSMA protocol does not consider the uncertainty of
time and space in UASN, and its network throughput is far
lower than the other three media access control protocols.
The T-Lohi protocol takes advantage of the uncertainty of

FIGURE 26. Data transmission throughputs for different traffic loads.
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time and space and high delay to avoid collision and re-
transmission. Under the same traffic load condition, the pro-
posed TDTSPC-MACprotocol adopts the hierarchical cluster
structure, which can avoid communication collisions through
a time synchronization scheme and power control strategy,
thus improving network throughput.

E. AVERAGE TRAFFIC TIME FOR DIFFERENT NODES
Next, the fourth simulation test studies the influence of the
sensor nodes on the communication time of the four proto-
cols. Figure 27 compares the average traffic times of the four
protocols for different numbers of nodes. It can be seen from
the figure that the network traffic time of CSMA and SFAMA
protocols increases with the deployment of nodes, especially
for the CSMA protocol. When the same 140 nodes are used,
the network traffic time of the TDTSPC-MAC protocol is
respectively 92.7% and 89.8% less than that of the CSMA
and SFAMAprotocols and is 2.3% less than that of the T-Lohi
protocol.

FIGURE 27. Average traffic times for different numbers of nodes.

Sincemultiple RTS attempts in CSMAprotocol exist, these
RTS overlap in the time domain due to long underwater
propagation delay. Moreover, considering the uncertainty of
underwater time and space, the other three MAC protocols
avoid collisions when deploying the same nodes and have
lower network traffic time. The SFAMA protocol achieves
higher throughput than the CSMA protocol. Since more data
packets are transmitted through the data link when the traffic
volume increases, the longer data link will replace the shorter
data link. The T-Lohi protocol finds a way to deal with
the high delay caused by underwater time and space uncer-
tainty. It allocates time slots to the sender, and the duration
of time slots is equal to the packet transmission time plus
the maximum propagation delay, thus reducing collisions
and re-transmissions compared with CSMA and SFAMA
protocols. Finally, the proposed TDTSPC-MAC protocol
adopts a hierarchical clustering structure, which can pre-
vent communication collisions through time synchronization
and power control, thus reducing the network traffic
time.

FIGURE 28. Data transmission throughputs for different numbers of
nodes.

F. AVERAGE THROUGHPUT FOR DIFFERENT NODES
The fifth simulation test studies the influence of the number
of sensor nodes on the throughput of the four protocols.
Figure 28 shows the average data transmission through-
puts of the four protocols for different node densities.
It can be observed that the network throughputs of the pro-
posed TDTSPC-MAC and T-Lohi protocols increase with the
increase in the number of nodes. On the contrary, the through-
puts of CSMA and SFAMA protocols gradually decrease
with the increase in the number of nodes after reaching the
peak.

Since the CSMAprotocol does not consider the irregularity
of underwater time and space, its network traffic time is
longer than the other three MAC protocols. The nodes in
SFAMA use multiple RTS attempts to complete data trans-
mission through the sorted data strings. Thus, more data
packets can be transmitted during each round of simultaneous
handshake because more useful data transmission can be
successfully transmitted when the traffic volume in SFAMA
becomes higher. However, the throughput of the SFAMA
protocol also decreases with the increase in the nodes because
the problem of multiple RTS attempts becomes more serious
with the increase in the network density. Compared with the
CSMA protocol, the T-Lohi protocol effectively deals with
the high delay caused by underwater time and space uncer-
tainty, thus reducing collision and re-transmission. Since
the proposed TDTSPC-MAC protocol adopts a hierarchical
cluster structure that can prevent communication collisions
through time synchronization and power control, network
traffic time is significantly reduced.

G. ENERGY CONSUMPTION FOR DIFFERENT
OFFERED TRAFFIC LOADS
The sixth simulation evaluates the influence of different loads
on the energy consumption of the four protocols. Figure 29
shows the energy per bit of the four protocols for different
traffic loads. It can be seen from the figure that energy per
bit of CSMA and SFAMA protocols increases with the load,
especially for the CSMA protocol. When the traffic load
is two packets/s, the network energy consumption of the
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FIGURE 29. Energy per transmission bit for different traffic loads.

TDTSPC-MAC protocol is respectively 84.3% and 82.1%
lower than that of the CSMA and SFAMA protocols and
is 2.4% lower than that of the T-Lohi protocol. Since the
CSMA protocol does not consider the uncertainty of under-
water time and space, its energy consumption is higher
than the other three MAC protocols. Since the proposed
TDTSPC-MAC and T-Lohi protocols take the underwater
space-time uncertainty into account, they have lower energy
consumption under the same load. Besides, the SFAMA pro-
tocol reduces collision and re-transmission to some extent due
to the addition of a time-sharing mechanism, and its energy
consumption is better than the CSMA protocol. The results
demonstrate that the proposed TDTSPC-MAC protocol is the
most energy efficient among the four protocols.

H. AVERAGE POWER CONSUMPTION
Once the transmission bandwidth is set, the transmission
power p(l) can be adjusted to achieve the required 3dB band-
width B3dB(l) corresponding to the narrowband signal-to-
noise ratio (SNR) level. If Sl(f ) is used to represent the power
spectral density (PSD) of the transmitted signal at distance l,
the total transmitted power is expressed as [64]:

p(l) =

∫
B3dB(l)

Sl(f )df

= SNR0B3dB(l)

∫
B3dB(l)

N (f )df∫
B3dB(l)

A−1(l, f )df
(27)

Among them, the spectral density of the transmitted signal
power can be regarded as a constant value.

Finally, the seventh simulation evaluates the influence of
increasing the number of protocol nodes on energy con-
sumption under the condition of constant traffic. Figure 30
shows the energy per transmission bit of the four proto-
cols for different numbers of nodes. It can be seen that the
energy consumption of the four protocols increases with
the number of nodes. When the same 120 nodes are used,
the energy per transmission bit of the TDTSPC-MAC proto-
col is respectively 89.1% and 86.9% lower than that of the
CSMA and SFAMA protocols and is 3.5% lower than that
of the T-Lohi protocol. Energy consumption also rises with

FIGURE 30. Energy per transmission bit for different numbers of nodes.

the collisions increase. Since more sensors are involved in
the network with the increase of nodes, the competition for
access channels becomesmore andmore fierce. The proposed
TDTSPC-MAC protocol considers the uncertainty of hidden
terminal and space-time and takes energy-saving measures.
Therefore, the TDTSPC-MAC protocol consumes the least
energy among the four protocols. Compared with CSMA
and SFAMA protocols, the T-Lohi protocol uses the wake-up
sound receiver to save energy, which monitors the wake-up
sound with low power. Thus, the T-Lohi protocol consumes
much less energy than the CSMA and SFAMA protocols.

VII. CONCLUSION
This paper proposes a MAC protocol called TDTSPC-MAC
based on time synchronization and power control to avoid
communication collisions and save energy consumption for
UASNs deployed in three-dimensional space. Firstly, the
energy consumption of sensor nodes is analyzed, focusing on
communication collision and standby. The three-dimensional
underwater space can be effectively divided and monitored
through nodes’ hierarchical and clustering design. Collision-
free communication can be effectively realized through time
synchronization and power control strategy. Moreover, the
monitoring and sleeping mode periodically makes the nodes
sleepwhen idle, saving energy. The proposed TDTSPC-MAC
protocol is suitable for underwater acoustic sensor networks
and can be used to monitor the position and movement of
underwater vehicles. The simulation results demonstrate and
validate that the proposed TDTSPC-MAC protocol has good
energy consumption, throughput, and delay time performance
compared with the existing protocols. In future works, the
authors will consider applying the proposed MAC protocol
to the dynamic deep-sea environment.
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