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ABSTRACT This paper describes a novel method for large-scale 3D mapping for construction cranes with
an arbitrary motion of the sensor system (2D lidar and IMU) attached to the crane boom. A heavy lidar with
a slowly rotating base is needed to make a large-scale map both vertically and horizontally for cranes. This
sensor configuration and mapping conditions entail handling each 2D scan separately, making it difficult
to adopt existing rotating 2D lidar-based methods that construct a virtual 3D scan from a set of 2D scans.
In the proposed method, we introduce a complementary filter with moving average filtering for lidar pose
estimation, which is more robust to severe vibration than Kalman filter-based methods. As there are only a
small amount of overlaps between 2D lidar scans, we propose amap correctionmethod based on a pose graph
optimization with planar environmental constraints. We evaluate the proposed method in a simulation and a
small-sized real environment and compare it with one of the state-of-the-art methods. The evaluation results
reveal that the proposed method can accurately estimate the sensor poses, thereby generating a high-quality,
large-scale 3D point cloud map.

INDEX TERMS 3D mapping, 2D lidar, IMU, pose graph optimization, complementary filter, large crane.

I. INTRODUCTION
Building a 3D map is vital for autonomous systems operating
in unknown environments. 3D mapping is widely used for
many domains, such as autonomous driving, service robotics,
agriculture, augmented reality, and construction [1], [2], [3].
As robots and autonomous systems have recently become
common, the demand for 3D mapping is increasing rapidly.
Although numerous studies on 3D mapping have been done,
especially for ground vehicles [4], [5], [6], [7] and drones [8],
[9], [10], very few have been done for 3D mapping for
construction cranes [11], [12].

3D mapping for a crane in construction sites faces specific
challenges as follows. First, construction sites are generally
open-sky feature-scarce environments. Second, we need to
make a large-scale map both vertically and horizontally.
Third, sensors attached to a long crane boom facemuch vibra-
tion. Fourth, when the crane is in operation, sensors mounted
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to the crane boom confront large rotations and displacements
in any direction. These challenges make it difficult to adopt
existing 3D mapping techniques

Visual SLAM methods are popular in 3D mapping
[13], [14], [15] but tend to be weak under varying lighting
conditions or feature-scarce environments. 3D lidar-based
mapping is also popular [8], [16], [17], [18], as 3D scans
provide rich structural information even under poor light-
ing conditions outdoors. However, a limited vertical field
of usual 3D lidars is not suitable for large-scale mapping
for cranes. By rotating a 2D lidar, we can get a very wide
(e.g., spherical) virtual 3D scan, to which we can apply 3D
lidar-based mapping methods which adopt scan matching-
based relative pose estimation [9], [19], [20], [21], [22]. The
lidar-IMU fusion approach is effective in compensating the
lidar motion during the rotation [10], [19], [20], [23]. For
large-scale crane mapping, we need to use a heavy, long-
range 2D lidar, and the rotation speed has to be small enough
for motion stability. As a result, the motion between scan tim-
ings becomes large, making it difficult to obtain a virtual 3D
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FIGURE 1. Block diagram of proposed method showing all three modules: Inertial odometry module,
mapping module, and mapping correction module.

scan reliably. Although it is possible to continuously estimate
the lidar pose using an IMU, as in the case of lidar-IMU
fusion, commonly-used Kalman filter-based methods [10],
[19], [20], [23] are not robust enough for cranes with severe
vibration andmight cause significant map distortion. Another
common approach to map distortion correction is pose graph
optimization (PGO) [24], [25]. However, usual PGOmethods
which rely on scan matching are not appropriate for our
case because we have little overlaps between scans when
generated by a slowly-rotating 2D lidar.

This paper describes a novel method for large-scale 3D
mapping for construction cranes. Considering the challenges
mentioned above, we use a slowly-rotating 2D lidar and
an IMU as base components and attach them to the crane
boom. As the crane boom moves arbitrarily during opera-
tions, we estimate the lidar pose for each scan using the
IMU using a complementary filter [26] with moving aver-
age filtering, which is more robust to severe vibration than
Kalman filter-based methods [27], [28], [29], [30]. To further
improve the map accuracy, we develop a new pose graph opti-
mization method using planar environmental constraints that
naturally exist in construction sites. The proposedmethod can
construct accurate 3D maps even when some state-of-the-art
methods [19], [20] fail.

Fig. 1 shows the overall block diagram of the proposed
method. The sensor system is composed of a 2D lidar, a rotat-
ing base, and an IMU. The odometry module calculates the
inertial odometry with the complementary filter. It then esti-
mates the lidar pose with the angle of the rotating base and the
crane’s structural information. The mapping module receives
lidar poses from the odometry module, transforms the lidar
measurements from the lidar frame to the fixed world frame,
and assembles them to construct a 3D point cloud map. The
mapping correction module further improves themap by pose
graph optimization with planar environmental constraints.

The contribution of this work is summarized as follows:
• We propose a novel approach to making a large-scale 3D
map for construction cranes.

• We introduce a complementary filter with moving aver-
age filtering to accurately and robustly estimate the sen-
sor pose combined with the structural information of the
crane.

• We develop a novel map correction method using planar
environmental constraints with the pose graph optimiza-
tion scheme.

• We show the effectiveness of the proposed method in
simulation and real experiments.

The rest of the paper is organized as follows. We ana-
lyze the relevant related work in Section II. Section III
explains lidar pose estimation using a complementary filter.
Section IV describes the 3D mapping method, and
Section V explains the mapping correction using the pose
graph optimization with planar environmental constraints.
Sections VI and VII describe experimental results in a sim-
ulation and a small-sized real environment, respectively.
Section VIII concludes the paper.

II. RELATED WORK
A. VISION-BASED MAPPING
Visual SLAM (vSLAM) [13], [14], [15] is a low-cost but
effective way of 3D mapping. vSLAM is suitable for small-
or moderate-sized scenes, such as indoor and traffic scenes,
but not for large-sized and feature-scarce and varying-
illumination environments like construction sites. In addition,
when a camera faces a quick motion by, for example, a severe
vibration of the crane boom, the acquired image could easily
be blurred, making feature extraction difficult.

B. 3D LIDAR-BASED MAPPING
Many 3D lidar-based mapping methods have been developed
and effectively utilized in applications such as autonomous

VOLUME 11, 2023 21105



M. U. Hassan et al.: 3D Mapping for a Large Crane Using Rotating 2D-Lidar and IMU Attached to the Crane Boom

driving [16], [17] and drone-based aerial mapping [8], [18].
Point clouds provided by 3D lidars are easily matched
between frames and are suitable for 3D mapping for limited
and continuous sensor motions. However, the limited vertical
field of view of usual 3D lidars does not fit the large-scale
mapping at construction sites.

C. 2D LIDAR-BASED 3D MAPPING
The combination of a 2D lidar and a rotating base is a promis-
ing approach to developing a low-cost and wide-area range
measurement system [9], [19], [20], [21], [22]. These systems
usually rotate the lidar fast enough to construct a virtual
3D scan from a sequence of 2D scans; consecutive virtual
3D scans sufficiently overlap with each other to be used for
estimating the sensor pose change. For example, in [21], the
rotational speed is 30 rpm or 180◦/ sec. For large-scale crane
mapping, however, we need to use a heavy, long-range 2D
lidar, and the rotation speed has to be small enough for motion
stability. This slow speed makes it difficult to construct a
consistent virtual 3D scan, and the existing methods do not
work.

D. LIDAR-IMU FUSION
IMU has commonly been used for estimating the pose of a
sensor inmotion. However, under severe vibration, gyroscope
and accelerometer measurements exhibit unmanageable sen-
sor drift caused by sensor bias and noise uncertainty [27].
Many lidar-IMUmapping methods, such as LOAM [19], [20]
and its extensions [16], [18], [25], [31], employ the Kalman
filter to cope with noise in IMU measurements. However,
there is a high chance that Kalman filter-based linear state
estimation will diverge under high vibration, as in the case
of crane application. The complementary filter [26] is used
for orientation estimation using an IMU and exhibits better
estimation accuracy and robustness than the Kalman filter
under high vibration [27], [28], [29], [30]. Combined with
the structural information of a crane, the complementary filter
can be used for sensor pose estimation.

E. 3D LIDAR-BASED MAPPING CORRECTION
Pose graph optimization (PGO) is a map correction method
based on inter-pose relationships and can generate an accu-
rate map, especially with loop closing information [32],
[33], [34]. In 3D lidar-based PGO [24], [25], matching
between actual or virtual 3D scans can provide relationships
between nearby pose nodes. However, in our slowly-rotating
2D lidar case, we do not have enough overlapping between
scans, and the usual PGO approach with only sensor pose
nodes does not work. To deal with this problem, we need to
introduce extra constraints [35], [36].

III. ODOMETRY MODULE
The odometry estimates the lidar’s position in real-time.
As demonstrated in Fig. 2, due to the movement of crane
boom, the sensor system attached to boom also moves and
odometry module’s objective is to calculate the pose of the

FIGURE 2. Sensor system attached on crane boom and the relationship
between different coordinate frames is also shown.

FIGURE 3. Coordinate transformation of all frames in our system.

lidar during crane boom motion. The change in pose com-
prises a translation and rotation of lidar. A novel odometry
estimation method for the crane is proposed in which the
rotation is estimated using a rotating base encoder and IMU,
and translations are obtained using structural information of
the crane. We use a quaternion to represent the rotation and a
3D vector to depict the translation. The details of coordinate
transformation and estimation of rotation and translation are
given below.

A. COORDINATE TRANSFORMATION
Fig. 2 shows that in our design there are four coordinate
systems (shown in green) and three transformations between
them (shown with red dotted arrows). To compute the trans-
formation Tworldlidar from the lidar frame to the fixed world
frame, we can chain the transformation between the coordi-
nate frames, as given below:

Tworldlidar = Tworldcrane_boom T crane_boomrotating_base T rotating_baselidar , (1)

where Tworldcrane_boom is the transformation between the crane
boom frame and the fixed world frame, T crane_boomrotating_base is the

21106 VOLUME 11, 2023



M. U. Hassan et al.: 3D Mapping for a Large Crane Using Rotating 2D-Lidar and IMU Attached to the Crane Boom

transformation from the crane boom to the rotating base
frame, and T rotating_baselidar is the transformation between the
rotating base frame to the lidar frame. The transformation of
each coordinate system is calculated as follows (see Fig. 3):

• Tworldcrane_boom: The crane boom frame is attached to the
crane boom at the point where the IMU is mounted.
Thus the IMU frame and the crane boom frame are
aligned with each other. Fig. 3 shows that the quaternion
(qworldcrane_boom) obtained from inertial odometry and a 3D
vector (Lworldcrane_boom) representing the distance between
the world frame and the crane boom frame along x, y,
and z−axes is used for the transformation Tworldcrane_boom.

• T crane_boomrotating_base:The rotating base frame is placed at the bot-
tom of the rotating base. It is a child frame of the crane
boom frame. Fig. 3 shows that the rotation between the
rotating base frame and crane boom frame is given by
identity quaternion, because both frames are fixed on
the crane boom, and no rotation occurs between them.
The vector Lrotating_basecrane_boom given the translation between
the crane boom frame and rotating base frame.

• T rotating_baselidar :The lidar frame (positioned at the lidar) is a
child frame of the rotating base frame. The Fig. 3 shows
that the quaternion qlidarrotating_base and vector L lidarrotating_base
given the transformation between the rotating base and
lidar frame.

B. ESTIMATION OF ROTATION
The lidar attached to the crane boom faces two rotations:
one is the rotation due to the rotating base and the other
is the rotation due to the rotation of the crane boom (see
Fig. 2). The rotating base’s rotation angle is measured by
its encoder and converted into a quaternion. This quaternion
qlidarrotating_base represents the rotation of the lidar frame with
respect to the rotating base frame, and this step is called the
encoder odometry in Figs. 1 and 3.
The rotation of the crane boom frame with respect to

the fixed world frame is measured by an IMU in quater-
nion form qcrane_boomworld using quaternion-based complemen-
tary filter [26]. This step is called inertial odometry. The
complementary filter fuses the orientation estimated using a
gyroscope with the orientation computed using an accelerom-
eter and magnetometer. The rotation of the crane boom is first
predicted using gyroscope measurements; then the roll and
pitch of the boom are corrected using accelerometer data, and
the yaw of the crane boom is corrected using magnetometer
readings.

When an IMU is attached to the crane boom, accelerometer
readingsmay be fluctuated abruptly due to the high vibrations
of the crane boom. In addition, magnetometer readings may
be distorted due to the magnetic field of the site. For the
former problem, we apply a moving average filter [34] to
obtain the stabilized accelerometer reading ak using:

ak =
1
N

k∑
i=k−N

ãk (2)

where âk is accelerometer reading at time k , and N is the
window size of the smoothing. For the latter problem, we con-
firm if the magnetic distortion is small enough before fusing
the magnetometer readings into the complimentary filter. The
magnitude of the magnetic distortion is estimated by the total
flux ||

bm|| defined as [36]:

∥
bm∥ =

√
m2
x + m2

y + m2
z (3)

wheremx ,my, andmz are magnetometer readings in the three
axes. When there is no distortion, total flux is normalized
to unity (∥bm∥ = 1) [37]. We use this as a standard for
identifying magnetic distortion. If the total flux is close to
unity, we consider the magnetometer readings are reliable
and there is no significant magnetic distortion. Next, we will
discuss our approach to computing the crane boom rotation
using a quaternion-based complementary filter [26].

1) CRANE BOOM ROTATION PREDICTION BY GYROSCOPE
The orientation between the crane boom frame (b) to fixed-
world frame (w) in quaternion form qcrane_boomworld is estimated
by using measurements of angular velocity obtained from the
gyroscope. Consider the following for the sake of equation
simplicity:

qcrane_boomworld =
b
wq, (4)

The angular velocity in quaternion form bωq,tk and quater-
nion derivative b

wq̇w,tk at time tk are related by the following
equation:

b
wq̇w,tk = −

1
2
bωq,tk ⊗

b
wqtk−1 , (5)

where b
wqtk−1 is previous estimate of quaternion. The matrix

form of above equation is given below:

b
wq̇w,tk = �(bωtk )

b
wqtk−1 , (6)

�(bωtk ) =

[
0 bωtk

T

bωtk −[bωtk×]

]
, (7)

where bωtk× is a cross-product matrix associated with angu-
lar velocity bωtk at time tk . The orientation of crane boom
frame (b) relative to the fixed-world frame (w) at time tk , bwqtk
is computed by integration of the quaternion derivative and
the sampling period 1t:

b
wqw,tk =

b
wqtk−1 +

b
wq̇w,tk1t. (8)

2) CRANE BOOM ROLL AND PITCH CORRECTION BY
ACCELEROMETER
The gravity vector measured by the accelerometer ba is trans-
ferred from the crane boom frame to the fixed-world frame
by using the inverse predicted quaternion w

b qw from Eq. 8 as
given below

R(wb qw)
ba =

wgp. (9)

The predicted gravity wgp have small deviation from real
gravity vector wg; therefore 1qacc which rotates wgp into wg
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is computed as:

R(1qacc) wg =
wgp. (10)

If we write wg and wgp in vector form then Eq. 10 become as

R(1qacc)

0
0
1

 =

gxgy
gz

 . (11)

By simplifying the Eq. 11, we can get

1qacc =

[√
gz+1
2 −

gy
√
2(gz+1)

gx√
2(gz+1)

0
]T

, (12)

where gx , gy and gz are the x, y, and z components of accel-
eration measured by the accelerometer which are affected by
high-frequency noise. Interpolation with identity quaternion
qI is used tominimize that accelerometer noise. Two different
interpolation approaches are used based on the angle 1q0acc
between qI and 1qacc. If 1q0acc is greater than a predefined
threshold value ϵ (1q0acc > ϵ), linear interpolation(LERP)
is used as given below as follows [26]:

1qacc = (1 − α)qI + α1qacc, (13)

where α is the gain that represents the cut-off frequency of
the filter [38]. By normalizing the Eq. 13 we get

1̂qacc =
1qacc

||1qacc||
. (14)

If 1q0acc < ϵ, spherical linear interpolation (SLERP) is used
as given below as follows [26]:

1̂qacc =
sin([1 − α]�)

sin�
qI +

sin(α�)
sin�

1qacc. (15)

Finally, this filtered quaternion 1̂qacc is multiplied by the
quaternion predicted by the gyroscope bwqω and it provides the
correction in roll and pitch component as given in the below
equation:

b
wq

′
=

b
wqω ⊗ 1̂qacc (16)

3) CRANE BOOM YAW CORRECTION BY MAGNETOMETER
If the magnetic distortion detector does not detect any dis-
tortion, the magnetic field vector bm measured in the crane
boom frame is transformed to the fixed-world frame using
the inverse predicted quaternion w

b q
′ from Eq. 16 as follows:

R(wb q
′) bm = l. (17)

where l represents the rotated magnetic field vector. The next
step is to find the delta quaternion 1qmag, which rotates the
vector l into the vector that lies on the xz-semiplane, using
the following equation:

RT (1qmag)

lxly
lz

 =


√
l2x + l2y
0
lz

 , (18)

FIGURE 4. Block diagram of mapping module.

FIGURE 5. Block diagram of mapping correction module.

where lx , ly, and lz are x, y and z axes of l. As this delta
quaternion performs a rotation only along z-axis so other axes
in quaternion 1qmag are set to zero as:

1qmag =
[
1q0mag 0 0 1q3mag

]
(19)

By solving the system of equation Eq. 18 by substituting
1qmag, we will get following equation as follows [26]:

1qmag =

√
0 + lx

√
0

√
20

0 0
ly√

2(0 + lx
√

0)

 .

(20)

where

0 = l2x + l2y (21)

To minimize the noise of the magnetometer, same LERF
and SLERP is used as given in Eq. 13 and Eq. 15 and final
quaternion is obtained as follows [26]:

b
wq =

b
wq

′
⊗ 1̂qmag (22)

This final quaternion represents the rotation of crane boom
with respect to the fixed-world coordinate frame.

C. TRANSLATION PARAMETERS
The structural information (dimension) of the crane system
is used to specify the translations between coordinate frames.
A 3D vector Lba provides the distance along x, y, and z axes
between frames ‘‘a’’ and ‘‘b’’ and is used as a translation
between them. Fig. 3 shows all translations between different
frames in our system.
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The tf2 broadcaster [39] of robot operating system (ROS)
broadcasts the transformation of all coordinate systems.
Coordinate transformation messages are broadcasted each
time an update occurs about a specific transform of any frame,
to keep track of the moving lidar frame.

IV. MAPPING MODULE
We build a 3D map during the sensor system’s motion using
a laser-assembler [40], [41]. The laser-assembler assembles
individual laser scan lines of 2D lidar into a composite 3D
point cloud. Fig. 4 shows a block diagram of our mapping
method. First the block ‘‘projector’’ converts the lidar scans
from polar coordinate to Cartesian coordinate (XYZ), named
as lidar frame. Because the lidar frame is in motion because
of lidar motion, the next step is to transfer the moving lidar
frame to a fixed world frame to obtain a 3D view of the world.
This coordinate transformation is an important step to create
a 3D map using a moving 2D-lidar. The block ‘‘transformer’’
transforms the lidar measurements from the lidar frame to the
fixed world frame as

Pworld = Tworldlidar Plidar (23)

Then, the transferred lidar measurements are stored in a
rolling buffer for a predetermined time. Whenever a request
is sent for a 3D point cloud, the rolling buffer sends
out large assembled transferred laser scans in Point Cloud
(.pcd format).

V. MAPPING CORRECTION MODULE
Fig. 5 shows the proposed map correction approach. After
the pre-processing step, we extracted two types of planes:
ground planes and vertical wall planes. After extracting the
planes, we constructed the pose graph using the sensor pose
as internal nodes and plane constraints as external nodes.
A general graph optimization (g2o) technique [32] was used
to optimize the constructed pose graph. We used the sum of
squared distances between plane to all points as the optimiza-
tion criterion. The optimized sensor poses in the pose graph
for each scan line were used as a transformation matrix to
modify the distorted data and minimize the data distortion
error.

A. PRE-PROCESSING AND PLANE EXTRACTION
Extracting reliable planes from 3D point cloud data is an
important task in our approach. Before extracting planes,
the original point cloud data are pre-processed to filter out
invalid data (NaN values). The NaN values in point cloud data
represent the erroneous and too far points.The filtered data
are used for extracting different planes. We use a RANSAC-
based plane extraction routine of point cloud library (PCL).
First, we extracted a ground plane by choosing a loosely
defined threshold and subtracted the points belonging to
the ground plane from the pre-processed point cloud data.
We then extracted one or more vertical wall plane(s).

The original point cloud data are divided into frames,
known as scan lines. The sensor poses vary for each frame.

FIGURE 6. Pose graph showing pose nodes, plane nodes and edges.

We performed an index mapping that keeps track of index
information of the original point cloud data, the filtered point
cloud data, and the point cloud data of each extracted plane.
Thus, the index mapping provides information about which
frame belongs to which plane. This information is required
for pose graph construction. The mapping information is also
needed for scene reconstruction using the optimized sensor
poses.

B. POSE GRAPH CONSTRUCTION
The pose graph presented in Fig. 6 is composed of internal
and external nodes. The internal nodes (pose nodes; light
green color nodes) are defined for each frame in the point
cloud data. An edge, ei between pose node i − 1 and pose
node i is represented by two parameters: relative pose initially
set to be an identity matrix, and an information matrix. The
informationmatrix values are chosen to be small values based
on trial and error. The external nodes are defined by the
different plane constraints. The ground plane constraint is
added as an external node (red color nodes in Fig. 6); in this
research, we assume that we have only one ground plane.
The edge between the ground plane node and the ith pose
node is denoted as egpi . One or more wall plane nodes are
also added as external nodes (blue nodes in Fig. 6). The edge
between the kth wall plane node and the ith pose node is
denoted as ewpki . Such an edge between a plane node and
a pose node is added if the corresponding frame contains
points on the plane and is represented by the information
matrix and the measurement error. The information matrix
values are chosen based on trial and error. The measurement
error is calculated based on the points-to-plane distance. For
a pair of a plane and a pose node, the measurement error is
defined as:

E =

K∑
j=1

d⊥
2
j , (24)

where d⊥j is the perpendicular distance from point j to the
plane and K is the total number of points of the pose node
belonging to the plane.
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FIGURE 7. Successive and iterative approach of pose optimization.

FIGURE 8. Crane model designed in Gazebo simulation environment. The
boom of crane has two types of rotations.

C. POSE GRAPH OPTIMIZATION AND MAP CORRECTION
The general graph optimization (g2o) [32] is used to optimize
the pose graph. In the optimization principle, we used the sum
of squared errors calculated using Eq. (24). At the end of the
optimization process, we obtained the sensor pose matrix for
each sensor pose node. The sensor pose matrix is then used
to transform the point cloud for the corresponding frame or
scan line. Finally, we merge the transformed point cloud to
obtain the corrected point cloud data.

D. SUCCESSIVE AND ITERATIVE DATA CORRECTION
We perform our data correction process successively and
iteratively as shown in Fig. 7. Because in the beginning, the
distortion error in the given point cloud data (PCD) is high,
we first extract only the ground plane from the given PCD
using a loosely defined threshold. After the first optimization
and data correction process, distortion error is reduced, and
we can reliably extract more wall planes successively. Each
time we extract one more plane and add it to the pose graph,
we again optimize the sensor pose and make data corrections.

FIGURE 9. The featureless environment consisting of only walls.

TABLE 1. Different level of noise added to IMU.

When all wall plane constraints from the distorted 3D map
are added to the pose graph, we calculate the average of
points to plane distance to measure the desirable accuracy.
If the average plane to points distance is below the specific
threshold value, we use the sensor pose information as a final
sensor pose to modify the point cloud data and generate final
correctedmap. Otherwise, we again extract all the planes with
a reduced threshold value from the corrected data and repeat
the optimization process until a desirable accuracy has been
reached.

VI. SIMULATION RESULTS
We first evaluated the proposed method in a simulation envi-
ronment. For simulation, we used Gazebo simulator [42]
and ROS environments. In Gazebo, a crane robotic model is
designed as shown in Fig. 8. The size of the crane is shown in
the Fig. 8. A crane boom can rotate along two axes: up-down
and horizontal directions. ROS joint trajectory control is used
to control both rotations. The sensor system comprising a 2D-
lidar, a rotating base, and IMU is attached to the crane boom.
We evaluated our proposed method in two different environ-
ments. The supplementary video of the results is available
at https://youtu.be/UH8QB7AKUk4. The description of each
environment and results are provided below.

A. SIMULATION ENVIRONMENT-1
The first simulated environment is an open-sky featureless
environment comprising simple three walls, as shown in
Fig. 9. The space enclosed by all three walls is 120 m by
120 m. We scanned this space to build a 3D map of the
environment using the proposed method. The crane having
sensors on its boom is placed in the center of the space. The
noise of the IMU affects the accuracy of the point cloud
map. To evaluate the impact of noise on the point cloud
map, different noise levels (Table 1) are added to the IMU,
as shown in Fig. 10. We built 3D maps during an arbitrary
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FIGURE 10. IMU designed in Gazebo simulator by adding noise and bias.

FIGURE 11. 3D point cloud map built using three different levels of IMU noise. The color indicates the height of each point. (a) 3D map
built using IMU noise level 1. (b) 3D map built using IMU noise level 2. (c) 3D map built using IMU noise level 3. The map is distorted
because of the high noise.

TABLE 2. Optimization performance after each iteration.

FIGURE 12. Result of mapping correction method. The color represents
the height of each point. (a) Before optimization the distorted point
cloud. (b) After optimization the corrected point cloud.

motion of the crane boom. Fig. 11 shows the 3D point cloud
maps built for different levels of noise. The color represents
the height of each point. As the noise level increases (from
level 1 to level 3), the distortion in the point cloud map also
increases. For mapping correction in simulation, we used
a threshold of 0.4 m and 0.01 m for the initial and the
subsequent plane extraction, respectively. Fig. 11 compares
the results before and after optimization-based mapping cor-
rection. The color represents the height of each point. The
mapping correction reduces the effect of noise to build a
corrected 3D map.

To evaluate the validity of our proposed method, the
3D map built by the proposed method is compared with

FIGURE 13. Analysis the 3D mapping results in simulation environment-1
before and after mapping correction. The color represents the error
(cloud-to-cloud distance between ground truth and point cloud obtained
by the proposed method) (a) Point-to-point distances before mapping
correction. (b) Distribution fitting of point-to-point distances before
mapping correction. (c) Point-to-point distances after mapping correction.
(d) Distribution fitting of point-to-point distances after mapping
correction.

the ground truth. The ground truth is obtained from the
simulation model. The cloud-to-cloud distance (point-to-
point distance) between both point cloud maps is calculated
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FIGURE 14. The results of LOAM implemented in simulation environment-1. (a) Reduced area of simulation environment-1 by bringing
walls closer to each other. (b) LOAM results during static crane boom. The color represents the height of each point. (c) LOAM results
during moving crane boom. The color represents the height of each point.

using cloud compare [43]. Fig.13 shows the result of the
point-to-point distance before and after mapping correction
using a color scale map. The blue color shows a smaller
distance, while the red color represents a larger distance.
From Fig. 13(a), before mapping correction, many points are
in red and yellow indicating large errors. The error in the
3D point cloud map scatters randomly because it is due to
random sensor noise. Fig. 13(b) shows the distribution fitting
graph of point-to-point distances. After mapping correction,
most points in Fig. 13(c) are blue and green, proving that
the mapping correction approach was effective in reducing
errors in the map caused by sensor noise. Thus the proposed
method builds an accurate 3D map and minimizes errors.
Fig. 13(d) shows the distribution fitting graph of point-to-
point distances. It shows that the point cloud map created
using the proposed method is close to the ground truth.
Table 2 shows the mean of a plan to point distance for
points belonging to the wall planes (WP-1 and WP-2) and
a ground plane (GP) for iterations(1 to 4). It also shows the
global sum of squared errors (GSSE) for these planes on
each iteration (1 to 4). The GSSE is calculated as the sum
of squared distances for all points belonging to the plane.
The pose graph optimization-based data correction technique
significantly reduces the GSSE for all planes in each iteration.

We compare the proposed method with LOAM [19], which
is a state-of-the-art 2D lidar and IMU-basedmappingmethod.
In order to implement LOAM on the crane system, the sensor
system and rotating base parameters are configured in accor-
dance with LOAM [19]. Because of LOAM’s limited range
for mapping, the area of simulation environment-1 (Fig. 9) is
reduced by bringing walls closer to each other, as shown in
Fig. 14(a). Fig. 14(b) and (c) show LOAM results for static
and moving crane boom, respectively. The color represents
the height of each point.We found that LOAMcan create a 3D
map when the crane boom is static but fails to build a 3D map
when the crane boom is in motion. The reason for the failure
of LOAM during crane boom motion is twofold. Firstly, the
crane boom speed is higher than the rotating base speed, and
the slowly-rotating lidar attached to the crane boom faces
large changes in pose, and LOAM fails to get a consis-
tent 3D point cloud and estimate such large pose changes.

FIGURE 15. Proposed method implemented in simulation environment-2.
(a) Complex construction environment. (b) 3D point cloud map for
complex construction environment. The color represents the height of
each point.

Secondly, the LOAM approach for estimating lidar orienta-
tion using IMUdoes not produce correct results. Due to heavy
vibration in a crane’s boom, the estimated orientation values
fluctuate and sometimes diverge. This wrong orientation pro-
duces a distorted 3D map.

B. SIMULATION ENVIRONMENT-2
The proposed method was also tested in another complex
construction site environment shown in Fig. 15(a). The area
of the construction site is 160 m by 160 m in size which
is scanned to build the 3D map. Fig. 15(b) shows the 3D
map after the mapping correction. In Fig. 15(b) the color
represents the height of each point. Fig. 17(a) shows the
point-to-point distance between the generated and the ground
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FIGURE 16. LOAM method implemented in simulation environment-2. (a) Reduced area of simulation environment-2 by bringing
building closer to each other (b)LOAM results during static crane boom. The color represents the height of each point. (c)LOAM results
during moving crane boom.

FIGURE 17. Analysis of simulation environment-2. The color represents
the error (cloud-to-cloud distance between ground truth and point cloud
obtained by the proposed method) (a) Point-to-point distances.
(b) Distribution fitting of point-to-point distances.

truth map, and Fig. 17(b) shows the distribution of point-to-
point distances. The fact that the majority of the points in
the 3D map are blue and some of them are green indicates
that the distance between ground truth and the point cloud
created by the proposed method is not the same all over the
map. This error is due to the random noise in the sensor’s
measurement. However, the majority of green spots on the
map, show that the map’s overall error is very low, which
proves that the proposed technique constructs an accurate
3D map. The distribution graph demonstrates that the cloud

FIGURE 18. Crane model and sensor system used for experiment are
shown. The sensor system is attached to the crane boom.

produced using the proposed framework is reliable and close
to ground truth.

We also evaluate LOAM in this environment. We reduced
the size of simulation environment-2 by moving the buildings
closer to one another, as in the case of the first environment
(see Fig. 16(a)). The results for a static and moving crane
boom are shown in Fig. 16(b) and Fig. 16(c), respectively.
The color represents the height of each point. We discovered
that when the crane boom is static, LOAM results are better
in this environment than in simulation environment-1 thanks
to a sufficient number of features. However, LOAM fails to
make a consistent map in the dynamic case.

VII. EXPERIMENTAL RESULTS
The proposed method was also evaluated in real-world exper-
iments on a crane model (construction machine) as shown in
Fig. 18. The crane model was present in the indoor space
which consists of a 20 m by 10 m area. In the experiment,
we used a sensor system comprising a Hokuyo UST-20LX
2D lidar, an Orion Giken RHST-PA1L rotating base, and an
XSENSMTI-630 IMU attached to the crane’s boom. For con-
structing a 3Dmap, the rotating base of the 2D lidar rotates at
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FIGURE 19. 3D point cloud map of environment built during experiment when crane
boom is in continuous motion. The color represents the height of each point.

a speed of 6 deg/sec. For mapping correction, we employed
a threshold of 0.6 m and 0.1 m for initial and final plane
extraction, respectively. Fig. 19 shows the 3D point cloud
map built when the crane’s boom is in motion. In the figure
the color represents the height of each point. As we can see
in the figure, even when the sensor system is in continuous
motion, we can obtain an accurate point cloud map. The 3D
map created using the proposed approach was compared to
the ground truth map to evaluate the accuracy of our method.
We use the map constructed while the lidar is static as a
ground truth. Fig. 20(a) shows the point-to-point distance
between two 3D maps using a color scale map showing the
0 to 2.5-m distance.The figure shows that most of the points
in the point cloud map are blue, some are green, and there
are very few red points. Red points in a few portions of the
map show a large error. The reason for the large error is that
the static lidar used for ground truth misses certain areas of
the environment, whereas the boom-mounted lidar can scan
a larger area when in motion. When we compute the distance
between the ground truth and the generated point cloud, the
points of those areas that are not available in the ground truth
show a large error. The figure shows that the overall error is
very low, so the proposed technique can create an accurate 3D
map. Fig. 20(b) shows the distribution fitting plot of point-to-
point distances between two clouds. The mean point-to-point
distance is 0.1480 m, with a standard deviation of 0.17856,
and 74.490% of points are less than 0.1789 m. Therefore, the
point cloud map obtained using our method is close to the
ground truth, with very little point-to-point distance between
them.

We also used points to plane distances to evaluate the
impact of our map-correcting approach. Table 3 displays the
mean and standard deviation of plan-to-point distances for
points belonging to the wall planes (WP-1 and WP-2) and
a ground plane (GP). For these planes, it displays the global
sum of squared errors (GSSE). The GSSE for all planes in
each iteration is considerably reduced by the map correction.

To analyze the accuracy of the trajectory estimated using
the proposed method, we computed the sensor system’s

FIGURE 20. Result analysis of real world experiment. The color
represents the error (cloud-to-cloud distance between ground truth and
point cloud obtained by the proposed method) (a) point-to-point distance
of two 3D maps (b) Distribution fitting of point-to-point distance.

trajectory using a motion capture system and treated it as a
ground truth. In Fig. 21, the lidar rotation estimated using the
proposed method is compared with the lidar rotation obtained
using motion capture system. The figure shows that during
arbitrary motion of the crane boom, the lidar attached to the
boom faces rotation along three axes. The proposed method
tracks the motion of the sensor system precisely.
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TABLE 3. Optimization performance of mapping correction method.

FIGURE 21. Compare of oddomatry and optimization with motion capture
system.

In real-world experiments, due to the unavailability of a
large crane on campus, we evaluated the proposed method
using a small-scale crane model in a small space. However,
the proposedmethod can be applied without anymodification
to the real-world environment using a large crane, as verified
in the simulation environment for large-scale mapping.

VIII. CONCLUSION
This paper presented a unique technique for large-scale 3D
mapping for cranes using a slowly-rotating lidar and an IMU
attached to the crane boom. The method can generate an
accurate 3D map under arbitrary crane motion during lidar
scanning. We use a complementary filter in series with mov-
ing average filtering, combined with the structural informa-
tion of the crane, to estimate the sensor pose at each scan,
even under the boom vibration. Using the estimated sensor
poses, we convert a set of 2D scans into a 3D point cloud
map. To further improve the map, we also developed a new
pose graph optimization approach that extracts planar struc-
tures in the environment and introduces them as additional
nodes in the pose graph. We evaluated the proposed method
in simulation and real-world experiments. The experimental
results show that our method can effectively estimate the
sensor trajectory and build an accurate 3D point cloud map
and outperforms one of the state-of-the-art methods. In the
current implementation, pose estimation using IMU can run
in real-time, while the map correction part takes a long time
for large-scale mapping. Developing a more efficient map
correction algorithm is future work.
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