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ABSTRACT Waiting is an indispensable and inevitable part of man-machine voice interaction. The voice
user interface (VUI) feedback mechanism is a key factor affecting voice interaction’s waiting experience.
The feedback time of most available voice interfaces is fixed or decided by the processing time of hardware
and software, which has not been designed and cannot offer users a good interaction experience. In this
paper, the speech rate of user-machine voice interaction is collected through prototype experimentation.
Besides, users’ time perception of different voice interfaces’ feedback time settings is studied based on time
psychology theories. Moreover, users’ emotional changes are described after a specific feedback time with
the distribution of two-dimension arousal-valence emotion space. Users’ time perception and subjective
emotions are differently influenced by different VUI feedback times. The experimental results show that
750 ms is the optimal VUI feedback time point at which the best users’ subjective feelings and psychological
experiences are reached, and the threshold limit time spent by users in waiting for the VUI feedback is
1,850 ms which will lead to user emotions with low levels of arousal and valence after being exceeded.
Based on that, a linear regression model is proposed to define the optimal feedback time of VUI. The user
experience VUI research results show that the calculated feedback time parameters can make users produce
time perception in line with their expectations in interacting with voice interfaces.

INDEX TERMS Voice user interface, feedback time, time perception, speech rate.

I. INTRODUCTION
In recent years, research on voice interaction and voice user
interface (VUI) was focused on implementing hardware and
technology. In contrast, relatively less research was con-
ducted on users’ interaction experience brought by VUI.
Feedback time is essential to the interaction between VUI
voice assistant applications and users. Different feedback
time parameters bring users psychological feelings such as
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the sense of urgency and delay and significantly impact
users’ experience, one of the subjects deserving attention and
research. Unlike the graphical user interface (GUI), in which
one state can be maintained on the screen for any time, time-
series association rules generally used in people’s dialogue
should be followed in VUI. When people talk, dialogue with
too short a delay will bring listeners a sense of stress and
hurry. At the same time, silence for a long time or response
after a long period will distract or confuse the user and then
destroy that dialogue. Therefore, time strategies available for
people rather than technically feasible strategies should be
applied in VUI [1].
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Voice user interface is also called voice interface or audi-
tory interface, which refers to the interface using sound
(including speech and no-speech sound) to realize the input,
output, feedback, and response of information [2]. This
research focuses on voice interfaces in which the user talks to
the device, and the device responds with a synthesized voice.
Current main carriers of man-machine voice interaction are
voice assistant applications based on VUI, such as intelligent
voice assistants like Siri of Apple and ‘‘Xiaoai’’ of Xiaomi,
and artificial intelligence (AI) assistants like Bixby of Sam-
sung and Cortana of Microsoft.

FIGURE 1. The cyclic process of VUI voice interaction.

As shown in Figure 1, the VUI-based voice interaction
between user and voice assistant applications can be divided
into four phases: 1) users speak specific awakening words to
awaken VUI, if the words could be recognized by VUI as
a predefined instruction, 2) VUI present the state of being
awakened and listening, 3) users give a voice command or
say a word to VUI, and 4) VUI determines whether the user
has finished a sentence based on the interval. If the VUI
believes that the user has finished the instruction, it recog-
nizes what has been said and replies to the user. In the process
of voice interaction, the feedback time lies in two phases; the
first is the total time, t1, between ‘‘users speaking specific
awakening words to awaken VUI’’ and ‘‘VUI presenting
the state of being awakened.’’ The second is the total time,
t2, between ‘‘users giving the voice command to VUI’’ and
‘‘VUI replying to users.’’ In human conversation, a speaker
may say more than one sentence to express his/her mind or
raise a question, while the listener needs to understand the
speaker and judge whether the speaker has finished his/her
words [3], [4]. Similarly, VUI needs to analyze the voice
signals and pauses gaps in human speech to determine if the
user has finished a word [5]. Voice activity detection (VAD)
is widely used to solve this problem [6], [9].

The actual feedback time of VUI consists of two parts.
One is the time spent processing a user’s commands by
software/hardware. Another is timely and intuitive feedback
close to the reply in human-to-human interaction. The for-
mer may present constraints on the latter simply due to

hardware/software processing limitations that can affect
timely response. However, users may not notice this two-
phases protocol. They just speak and wait for the response
from VUI. The waiting time is the principal factor affecting
users’ time perception, and an appropriate setting of actual
feedback time is a major way to improve users’ time percep-
tion, which affects the user experience of VUI. Currently, the
feedback time of most voice assistant applications based on
VUI available on the market is fixed or decided by hardware
performance. So, in many cases, these applications cannot
bring users favorable subjective feelings and time perception.
With the advances in voice interaction technology, apparent
homogeneity and substitutability have been shown among
various voice assistant applications based on VUI. Therefore,
users’ experience when using these applications becomes
particularly important, and the VUI feedback time might
decide whether users will stay. The crucial concern for VUI
designers should be how to set the feedback time of VUI to
bring users positive feelings and a satisfying time experience
in voice interaction.

In this paper, based on basic theories of time psychology
and prototype experimentation, the effects of different feed-
back times of VUI on users’ time perception and the depen-
dence relation between users’ time perception and speech
rate were studied through VUI voice interaction experiment
stimulation. Meanwhile, the ‘‘optimal feedback time’’ defi-
nition model was built based on experimental data. Finally,
the availability of the ‘‘optimal feedback time’’ model was
verified through prototype experiments, and design strategies
were proposed based on experimental results for developing
existing VUI voice assistant applications.

II. RELATED WORK
This section will give a brief overview of literature related to
our research, including emotion in user voice interaction and
time perception.

A. EMOTION IN USER VOICE INTERACTION
In the process of user voice interaction, the user’s emotion
could be affected by the response of VUI, which obtained
some researcher’s interest. Swoboda et al. [10] compared the
effectiveness of physiological features and speech features
to predict the intensity of users’ emotional responses dur-
ing voice user interface interactions. Their research results
suggest that the physiological measure of facial expression
and its extracted feature, automatic facial expression-based
valence, is the most informative of emotional events lived
through voice user interface interactions. By collecting and
studying audio data from month-long deployments of the
Amazon Echo in participants’ homes, Porcheron et al. [11]
documented the methodical practices of VUI users and how
that use is accomplished in the complex social life of the
home. Based on the analysis of the collected data, they
claimed that the response from the device is the primary
’account’ of the system state and indicator of trouble and
suggested a conceptual shift towards considering response
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design as the design of interactional resources for users.
Huang et al. [12] studied the differences between seven
major ‘‘acoustic features’’ and their physical characteristics
during voice interaction with the recognition and expression
of ‘‘gender’’ and ‘‘emotional states of the pleasure-arousal-
dominance (PAD) model.’’ They concluded that the gender
and emotional states of the PAD model vary among seven
major acoustic features. Moreover, their different values and
rankings also vary. Bottaci et al. [13] developed software
that links a selected text-to-speech (TTS) synthesizer with
an automatic speech recognition (ASR) engine, producing a
chatbot to explore the psychological implications of artifi-
cial speech emotion. By analyzing the data from their voice
interaction experiments, they asserted that humans complain
that a synthesizer sounds ‘‘robotic’’ or ‘‘alien’’ because the
voice signal is expressing the wrong emotion, leading to
confusion and miscommunication. Kim et al. [14] investi-
gated the effect of nonverbal vocal cues in speech interaction
on the user’s perception of the agent. They designed the
experiment to analyze participants’ responses regarding inti-
macy, similarity, connectedness, enjoyment, and ease of use
of the speech interaction agent. The study result showed that
using nonverbal vocal cues on empathic feedback contributes
to establishing an interpersonal relationship with the agent.
Some studies [15], [18] have found that speech rate, which
includes the speed at which words are spoken as well as the
length of pauses and variations in speech flow, is one of the
main acoustic contributors to the display of emotional speech.
No research on user’s affection while waiting for the response
from VUI has been found yet.

B. TIME PERCEPTION
In time psychology research, time perception is a sustained
and sequential response made by individuals to time stimu-
lation that directly affects their organs. That is to say; indi-
viduals can judge their perception of the duration and speed
of things without the help of any timers. People’s perception
of time is similar to that of colors, shapes, and temperatures,
which is an instinct people are born with [19].

An Individual’s sense of time is altered by his emotions to
such an extent that time seems to fly when we are having
fun and drags when we are bored [20]. On the contrary,
an individual’s perception of time affects his emotion corre-
spondingly. For instance, when an individual perceives the
duration of content loading as short, positive emotions might
arise. To shorten pedestrians’ experienced waiting time,
Cao et al. [21] explore how the tempo and pitch of audible
pedestrian signals influence time estimation. Cao et al. [22]
explored the motion design’s impact on users’ time percep-
tion when users are waiting to load APP pages. The result
shows that the waiting time perception of APPs is related to
the loading motion types, the combination type of loading
motions can effectively shorten the waiting time perception.
Chen et al. [23] investigated the influences of the loading’s
present duration as well as loading’s type on time perception

and emotional experience. These findings indicated that time
perception and emotional experience depended on the load-
ing’s present duration and type; reducing the present duration
and using the ‘video’ type of loading can influence the time
perception and reduce the experience of anxiety. Increase
the user experience. Noulhiane et al. [24] investigated the
influence of emotions on timing in reproduction and verbal
estimation tasks. The results show that emotion-induced acti-
vation increases pacemaker rate, leading to a longer perceived
duration. Appelqvist-Dalton et al. [25] explored the effect of
sensory modality, arousal, and valence on how participants
estimate durations in a film which is a multimodal stimulus.
Their research shows that clip durations were judged to be
shorter than actual durations, and visual-only clips were per-
ceived as longer (i.e., less distorted in time) than auditory-
only and audiovisual clips.

Individual’s perception of time has been measured through
three methods as follows:

1) The first method is the determined time estimation:
after completing a designated task, each subject will
give the determined duration as feedback by pressing
specific keys or reporting it orally. For example, in a
waiting time study on consumption scenes, Hui et al.
asked the subjects to estimate their time perception
orally after they had completed the task [26], [27].

2) As for the second method, the subjects are invited to
compare the target stimulation time with the standard
stimulation time. However, this method is rarely used
compared to the determined time interval estimation.
The abovementioned two methods are called by a joint
name—time interval estimation, namely, the estimation
of time intervals [28].

3) Regarding the third method, the subjects are asked
to select the time lapsing speed using a scale. Com-
pared with the first two methods, the scale method has
higher consistency with indexes, such as the subjects’
time satisfaction. Therefore, it is better at reflecting
the influence of the subjects’ time perception on their
subsequent behaviors and attitudes [29].

To summarize, the influence on time perception is
researched generally, from motion, the color of stimulus, and
stimulus types to visual, auditory, and audiovisual modalities.
However, the duration of waiting for the feedback from VUI
is barely concerned.

III. VUI FEEDBACK TIME PERCEPTION EXPERIMENTS
A. SELECTION OF SUBJECTS
Research Report of China Enterprise Cases for Intelligent
Voice Assistant appeared in 2019 and showed that Chinese
users of intelligent voice assistants are relatively young. Over
53.0% were from 20 to 35 years old, and about 80.2%
had bachelor’s degrees or above. Users first use intelligent
voice assistants for information search, and function calls
second [30]. Therefore, 40 teachers and students, 20 males
and 20 females, aged between 25 and 30 years old, who
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have normal hearing as well as standard and clear pronunci-
ation of Mandarin without speech abnormality, from a senior
high school were selected for the experiment of this paper.
All experimental subjects have experience using VUI voice
assistant applications on personal computers (PC) or mobile
devices.

B. EXPERIMENTAL TASK FLOW
According to the different purposes for which users use voice
interaction devices, the types of dialogue tasks can be divided
into non-task-oriented dialogues and task-oriented dialogues
[31], [32]. Non-task-oriented dialogues primarily refer to
forms of interaction in which users have no clear expectations
about the feedback from the voice interaction system. Typical
application forms include listening to music, stories, and
operas. In this scenario, the user’s purpose is to kill time and
relieve loneliness, and they are not so eager to respond to
the system. The feedback time is not so sensitive that it can
influence the user experience [33].

Task-oriented dialogues mainly refer to a scenario that
voice interaction systems assist users in accomplishing spe-
cific tasks, such as checking the weather, making hotel or
restaurant reservations, et al., by single or multiple rounds
of dialogues [34], [35]. When utilizing such functions, users
activate the device and give the corresponding voice com-
mand, waiting for the responses from voice interaction sys-
tems. Then users extract the information needed from the
feedback played by the device and store it in short-term
or long-term memory, which can be applied to the specific
task. In task-oriented dialogues, feedback time is a key factor
that greatly affects the user experience [36]. Therefore, the
Task-oriented dialogues were selected for the feedback time
perception experiment.

Based on the results from the interviews with 40 users,
‘‘weather check,’’ ‘‘function call,’’ and ‘‘schedule planning’’
are the common interactions in daily use of voice interaction
systems. Therefore, these tasks were selected to be executed
in the experiment.

The experimental task flow is shown in Figure 2. Before
the experiment, every experimental subject was required to
get familiar with the experimental task flow using the voice
assistant experimental platform. When the experiment was
started, the experimental platform was loaded with a Google
Chrome 64-digit browser and shown on an about 35-inch
in-plane switching (IPS) screen. Experimental subjects were
required to finish the voice dialogue task in a quiet lab,
sitting directly in front of a screen, 30 cm apart. The specific
progress of the dialogue task is as follows.

At first, subjects speak specific awakening words—
‘‘Hello, Xiaozhi’’ to VUI in a normal state of speech. Then,
the experimental prototype judges the end of the speech. After
the set feedback time, the prototype informs the subjects with
voice and words ‘‘feedback’’ that VUI has been switched to
the state of being awakened. When subjects realize that VUI
is now awakened, they will give specific voice commands

FIGURE 2. Human-computer Dialogue task flow.

to VUI. After the experimental prototype judges the end of
their speech, VUI will respond to the subjects after the set
feedback time with voice and word ‘‘feedback,’’ as shown
on the screen. Experimental subjects need to finish three
dialogue tasks, including ‘‘weather check,’’ ‘‘function call,’’
and ‘‘schedule planning.’’

Task 1 requires Xiaozhi-the speech robot-to access the
local weather information from the internet and translate it
into speech and speak out. Task 2 requires Xiaozhi to call the
application installed on the experimental PC, launch it, and
then report the result of execution. Task 3 requires Xiaozhi
to call the local application calendar, write the schedule plan-
ning into it, and then report the result of execution. These
three tasks differ in execution steps and resources, which may
affect the subjects’ waiting time expectations.

As shown in Table 1, 18 types of feedback time are set in
the VUI experiment to study the effects of different feedback
times on users’ time perception and the relationship between
users’ time perception and speech rate. Every dialogue task’s
feedback time is selected randomly, and each could not
be used for the second time in the experiment. Therefore,
each dialogue task should be completed 18 times, and each
time experimental subjects had a 30-second break before the
next one.

TABLE 1. VUI feedback time setting.

C. PLATFORM FOR EXPERIMENTAL
This study developed an experimental platform prototype for
VUI-based Web voice assistant applications using HTML5,
CSS3, and JavaScript, as shown in Figure 3.

A function or calculation expression was called after the
designated millisecond (ms) through the ‘‘setTimeout ()’’
method in JavaScript, thus, realizing the user-defined
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FIGURE 3. The prototype development process of the experimental
platform.

function of VUI feedback time. The voice corpus to be
developed and used was synthesized by the ‘‘Baidu speech
synthesis system,’’ with the following parameters: standard
female voicebank, a sampling rate of 48 kHz, and 32 bits
(floating point).

To explore the influence of VUI feedback time on user’s
experience and eliminate the disturbance from other factors,
the following configuration is considered:

1) The variables were controlled in the VUI design for the
experimental platform, and the filler content,

2) The operational difficulty level and function expecta-
tion of VUI in each dialogue task were fixed, ensuring
that only the VUI feedback time was changed in each
task.

The interactive prototype of the VUI experimental plat-
form is shown in Figure 4.

IV. DATA COLLECTING METHODS
A. METHODS OF TIME PERCEPTION MEASUREMENT
In this study, the Feedback Time Perception (FTP) of the
subjects was measured using the scale method. A five-point
Likert FTP scale (Table 2) was designed. After completing
each dialogue task, each subject was asked to select his/her
time perception caused by this dialogue task’s feedback time
from the five descriptions in this scale. Each subitem was
converted into the corresponding score hereafter to quantify
the subjects’ time perception according to the complementary
relationship between each time perception description and
the score, as seen in Table 2. The corresponding relationship
between descriptive statements and scores in this scale is
as follows: The higher the feedback time’s score, the better
the time perception caused by this feedback time to the
user will be.

FIGURE 4. VUI interactive prototype of the experimental platform.

TABLE 2. Items and score distribution in FTP scale.

B. METHOD OF EMOTION QUANTIFICATION
Users’ satisfaction with a product is affected by their subjec-
tive feelings. Snyder and White’s study indicates that indi-
viduals will make positive choices and judgments for a thing
with joyful emotions and negative ones with negative emo-
tions [37]. A two-dimensional arousal-valence emotion space
model [38], [40] was used to describe user emotions to inves-
tigate different VUI feedback time influences on users’ sub-
jective emotions. After choosing the time perception given
by the current VUI feedback time to themselves in the FTP
scale, each subject was required to score their feelings from
two aspects-valence and arousal-within the score 1-9.

C. METHOD OF SPEECH RATE EXTRACTION
The experimental tasks were executed using Adobe Audition
CC2015, SGC-598 high-fidelity sound acquisition device,
and Conexant Smart Audio HD sound card. While the exper-
imental tasks were not affected, the subjects’ speech sounds
were recorded in the experimental system background (audio
format: 16 kHz, mono track, and 16 bits) to extract the
subjects’ speech rates.

Related studies have shown that the Syllables Per Minute
(SPM) and Words Per Minute (WPM) are two key indexes
used to evaluate the speech rate. Neither of which is superior
to the other, the two indexes present an extremely signif-
icant correlation, and anyone can be used to measure the
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speech rate [41]. According to Chinese Phonology, a Chinese
character is pronounced with a Chinese syllable, which gen-
erally includes an initial consonant and a vowel [42]. Two
calculation methods are used in the SPM-based measurement
of speech rate. The first method includes the pause time of
silence (also called speed of sound) in the calculation, while
the second one does not [43]. According to the study of Cao J.
F., the auditory sense will be inconsistent with the subjective
and objective evaluation of the speaker’s actual speech rate
if the first method is used as the measurement criterion.
After the pause time of silence is excluded, the statement
will be in line with the actual auditory sense with the same
number of syllables, along with a shorter total duration and
higher speech rate [44]. As the number of syllables of voice
command was required to be identical among all subjects in
the experiment, SPM was used as the evaluation index for
speech rate in this study. Moreover, it did not take a long time
for each subject to give the voice command to the VUI, so the
speech rate measurement method, which did not include the
pause time of silence, was adopted.

By reference to the above measurement criteria for speech
rate and combining the practical situation of the experimental
tasks, the ratio of ‘‘syllables in the voice command-carrying
statement (S)’’ to ‘‘total duration after the pause time of
silence in the voice command-carrying statement spoken by
the subject is excluded (Tw).’’ Namely, syllables per second
(SPS) was used as the speech rate of the subject and denoted
as Vs (unit: syllables/s). The pause time of silence in the
subjects’ acquired corpora was automatically scanned and
deleted using Adobe Audition software. Afterward, the sylla-
bles in a single statement (S) and the total duration of pause
time deleted from the single statement (T ) were extracted and
processed through Equation (1) and Equation (2). Then the
speech rate Vs of each subject was obtained.

Tw = T × 10−3 (1)

Vs =
S
Tw

(2)

Following the automatic deletion of pause time indicated in
Equation (1), the total duration of voice T (unit: ms) was
converted into a total duration of Tw (unit: s). Afterward, Tw
processed through Equation (1) was substituted into Equation
(2) to obtain the speech rate Vs(unit : syllables/s) of each
subject.

V. RESULTS AND ANALYSIS
A. INFLUENCE OF FEEDBACK TIME SETTING
ON TIME PERCEPTION
During the experiment, every subject interacted with 54mate-
rials, which are voice samples of 3 tasks with 18 feedback
time configurations. After every human VUI interaction, sub-
jects were asked to score (1-5) the material according to their
perception of the feedback time of the material. The time
perception scores of 40 subjects at different feedback times
in the three tasks are summarized in Figure 5. As shown in
the figure, the user’s time perception score was elevated with

the increase in the VUI feedback time (<750 ms), but the
situation was the contrary when the VUI feedback time was
longer than 750 ms. The single factor analysis of variance
shows that no significant differences existed among the three
different tasks in the time perception score. Therefore, the
user perception of VUI feedback time was not affected by
the different types of VUI voice interaction tasks.

FIGURE 5. Feedback time-dependent change of subjects’ time perception.

The normality test of feedback time shows that it is not
normally distributed. Then Spearman correlation between
feedback time and perception time scores is verified. As is
shown in Table 3, the Spearman correlation coefficient is
−0.842, which shows a strong negative correlation between
the two variables. That is to say, when feedback time becomes
longer, the user perception of the waiting time gets worse.

TABLE 3. Correlation between feedback time and Perception Time Scores.

The mean emotional arousal-valence space scores of
40 subjects within the feedback time of 150-10,150 ms were
calculated and plotted in Figure 6. The x-coordinate displays
the level of valence, namely, the unpleasant to the pleasant.
In this case, one means unpleasant, and 9 represents pleasant.
On the other hand, Y-coordinate refers to the arousal level,
namely, the range from deactivation to activation. Again, 1,
in this case, means deactivation, and 9 represents activation.

As shown in Figure 6, while the feedback time gets longer,
subjects’ arousal and valence degree become lower. Feedback
time shorter than 3150 can bring a positive effect, and longer
than 3150 ms causes low valence levels, which means a
negative effect. Subjects are active when feedback time is
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FIGURE 6. Two-dimensional spatial distribution of emotional valence at
different time points.

shorter than 2150 and passive when feedback time is longer
than 2150 ms.

Combining data in Figure 5, Figure 6, and the post-
experimental user interview, four cases arise as follows:

1) When the VUI feedback time is 110-550 ms, the time
perception scores ascend, and positive affect elicits.
However, it was considered ‘‘too short’’ and caused a
sense of hurry in the post-experimental user interview.

2) When VUI feedback time is within 550-1,850 ms,
it was deemed ‘‘relatively appropriate,’’ which was
enough to bring positive affect and satisfaction.

3) When VUI feedback time was within 1,850-4,150 ms,
some subjects thought that ‘‘there is an obvious delay,’’
and others showed negative emotions during the wait-
ing process.

4) When VUI feedback time was longer than 4,150 ms,
all subjects thought that ‘‘it was too seriously delayed
to accept’’ and showed low arousal and valence levels.

The experiment also demonstrates that users will be
affected by different VUI feedback times during the VUI-
based emotional experience of voice interaction. Therefore,
according to the experimental results, different VUI feed-
back times influenced users’ time perception and subjective
emotions.

The threshold time for users to wait for feedback dur-
ing the VUI-based voice interaction process was 1,850 ms.
The users had the best subjective feelings and psychological
experience, with the highest score at the VUI feedback time
point of 750 ms. In comparison with short feedback time
(<750 ms), long feedback time (≥750 ms) exerted signifi-
cantly different influences on users’ time perception and sub-
jective emotions. To bemore specific, when theVUI feedback
time exceeded the threshold limit value of the waiting time,
users would show emotions of low arousal and valence; and
their acceptance level for feedback time was considerably
lowered.

B. EXPLORATION OF CORRELATION BETWEEN TIME
PERCEPTION AND SPEECH RATE
Descriptive Statistics, Pearson Correlation Analysis, and Lin-
ear Regression Analysis were carried out for the experimental
data with IBM SPSS Statistics.

After the experiment, three groups of speech rate data Vs
were acquired from each sample. An independent-samples
t-test was performed for ‘‘Vs’’ and ‘‘gender’’ of the subjects.
The results showed that the difference between ‘‘Vs’’and
‘‘gender’’ was of no statistical significance (α = 0.559 >

0.05), indicating an insignificant correlation between the
two. This conclusion is consistent with Ha-Kyung K et al.
results; namely, the speech rate is not significantly affected
by gender or means of expression under independent circum-
stances [20]. The repeated test of variance showed that the
speech rates of the subjects in completing the three different
tasks were not significantly different; therefore, Vs was not
influenced by different VUI voice interaction tasks. There-
fore, 40 groups of Vs data were obtained by taking three
groups of the mathematically expected value of Vs from each
experimental sample, as shown in Figure 7.

FIGURE 7. Vs distribution graph of subjects.

As verified in section IV-A, different VUI voice interaction
tasks did not influence users’ time perception of VUI feed-
back time. The time point corresponding to the dimension
FTP3 in the FTP scale contributed to the best time perception.
Therefore, the mathematically expected values of all time
points selected in the FTP3 column of the FTP scale by each
subject were taken as the ‘‘optimal feedback time points.’’
The parameter Vs and each subject’s corresponding ‘‘optimal
feedback time’’ were organized as shown in Figure 8.
The normality test of the optimal feedback time shows

that it is not normally distributed. Then a non-parametric test
is conducted on it. As is shown in Table 4, the correlation
between speech rate and optimal VUI feedback time is ver-
ified, and the Spearman correlation coefficient is −0.742,
which shows a strong negative correlation between the
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FIGURE 8. Vs-dependent change of subjects’ optimal feedback time.

TABLE 4. Correlation between speech rate and optimal feedback time.

two variables. This indicates that users with higher speech
rates expect shorter feedback times.

The significance of the regression equation was tested
through the analysis of variance (ANOVA) [39], and the
significance value of ANOVA was p = 0.000 < 0.05.
This value indicates that the linear relation regression model
established between the independent variable ‘‘Vs’’ and the
dependent variable ‘‘optimal feedback time’’ is statistically
significant. The linear regression equation’s goodness of fit
was further calculated for the linear regression model’s fitting
effect. The analysis showed that the correlation coefficient
and the linear regression model coefficient of determination
were R = 0.905 and R2 = 0.819, respectively; the latter
was adjusted as R2 = 0.814, manifesting higher goodness of
fit of the regression equation. In other words, the correlation
between the independent variable ‘‘SPS’’ and the dependent
variable ‘‘optimal feedback time’’ can be explained by this
model to a great extent.

As the time points, depicted in Figure 8, fluctuated differ-
ently due to their different slope values k , the original regres-
sion equation was set as f (Vs) = kVs + 1, 827.30. Using
this equation, the value range of slope k of the linear regres-
sion model for ‘‘optimal feedback time’’ can be obtained.
More specifically, the Vs data and the corresponding optimal
feedback time f (Vs) of 40 subjects were substituted into the
above equation to obtain the slope values k at all points given
in Figure 8, followed by a normality test of the kvalues via

IBMSPSS Statistics [45]. The results showed that the kvalues
followed a normal distribution (p = 0.2 > 0.05), and the
confidence level of 95% was taken from the mean kvalue to
obtain its value range as −178.54 ≤ k ≤ −142.77.
Equation (3) exhibits the linear regression model of ‘‘opti-

mal feedback time’’ established by taking the independent
variable ‘‘SPS’’ as Vs and the dependent variable ‘‘optimal
feedback time’’ as f (Vs).

f (VS) = kVS + 1827.30
−178.54 ⩽ k ⩽ −142.77
VS > 0, f (VS) > 0, f (VS) ⊂ N

(3)

According to this model, the speech rate will force, to a
certain level, the user to choose the optimal VUI feedback
time specifically manifested as follows: During the user voice
interaction process with VUI under normal speech status, the
user speaks at a faster inherent speech rate (high Vs value) is
more inclined to accepting shorter VUI feedback time.

C. VERIFICATION OF CORRELATION BETWEEN TIME
PERCEPTION AND SPEECH RATE
The usability of the linear regression model was experimen-
tally verified in this study. First, the user groups of intelligent
voice assistants in China were described according to the
2019 statistics entitled ‘‘Research Report on Enterprise Cases
of China Intelligent Voice Assistant.’’ A total of 20 teachers
and students (10 males and 10 females, aged from 20 to 35)
were selected from a university for this experiment. The
subjects have the following characteristics: normal hearing,
common and clear pronunciation of Mandarin, and no speech
abnormality. Besides, all subjects can use PC andmobile VUI
voice assistant-type applications and do not participate in the
previous experiment.

The verification experiment was concretely implemented:
The SPS data is collected when the present subject gives a
voice command using the specified method in section 2.4.3.
The Vs distribution of 20 subjects is processed through Equa-
tion (1) and Equation (2), as shown in Figure 9.

TheVs of each subject is processed via Equation (3), kvalue
is taken as the fitted slope, namely, k = k i = −152.63.
Then, the theoretical value (unit: ms) of ‘‘optimal feedback
time’’ corresponding to each subject is obtained. During the
experiment, the theoretical value of each subject’s ‘‘optimal
feedback time’’ is set as the experimental platform’s VUI
feedback time. Before experimenting, the Google Chrome
64-bit browser is loaded into the experimental platform and
displayed on a 27-inch IPS display. Each subject is asked
to sit directly facing the display (spacing: about 30 cm) in
a quiet laboratory environment and complete the designated
voice dialogue task with the VUI experimental platform.
After completing this task, the subject selects the time percep-
tion triggered by the current VUI feedback time in the FTP
scale, the scale items, and the score distribution presented
in Table 2.
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FIGURE 9. Vs distribution of subjects.

FIGURE 10. Time perception scores at optimal feedback time points.

The time perception scores of 20 subjects on their opti-
mal VUI feedback time given by equation (3) are shown in
Figure 10. It shows that 16 subjects were satisfied with the
feedback time and 5 with the time perception score. Only four
subjects gave 3, which also manifests a non-negative attitude
toward the feedback time given by the proposed model.

Based on the IBM SPSS Pearson correlation analysis
of 20-group ‘‘time perception’’ data and ‘‘optimal feed-
back time’’ data, no correlation is manifested between them
(p=0.531>0.05). By combining Figure 10 and the post-
experimental user interviews, it could be deduced that the
feedback time acquired through the linear regression equa-
tion is the theoretical value of ‘‘optimal feedback time’’
acceptable by each user, with a fixed influence on user time
perception. Although such theoretical value varied from user
to user, this did not influence the users to acquire the time
perception. It means ‘‘the feedback time is suitable’’ from
the theoretical value of ‘‘optimal feedback time.’’ Therefore,
users can acquire a good feedback experience in the VUI
voice interaction process by setting the linear regression
model ‘‘optimal feedback time’’ as the VUI feedback time.

VI. CONCLUSION
This paper discussed the time perception and user experience
during VUI user interaction at different VUI feedback times.
A VUI-based Web voice-assistant application was used as

the experimental prototype to investigate the influence of
feedback time on user time perception during the VUI voice
interaction using different VUI feedback times. The two-
dimensional arousal-valence emotion space distribution was
used to describe the influences of varying VUI feedback time
on user emotional changes. Also, users’ speech rate data was
collected during the experiment. The following conclusions
were drawn:

1) Users’ time perception and subjective emotions are
differently influenced by different VUI feedback times.
750ms is the optimal VUI feedback time point at which
the best users’ subjective feelings and psychological
experiences are reached. The threshold limit time spent
by users in waiting for the VUI feedback is 1,850 ms.
If the VUI feedback time exceeds this value, it leads to
user emotions with low levels of arousal and valence.

2) SPS of each user presents a significant negative corre-
lation with the good optimal VUI feedback time point.
When the users have a faster inherent speech rate under
normal speaking status, it is easier for them to accept
shorter VUI feedback time during the voice interaction
process. The author has established a simple linear
regression model based on the linear regression analy-
sis results. Themodel verification experiment indicated
that the proposed model is feasible.

3) It is also suggested that a user speech rate detection
module can be added to the existing VUI voice interac-
tion products or during the research and development of
voice interaction products. Besides, the VUI feedback
time can be adjusted according to the proposed model
for a better user experience.

Influencing people’s perception of waiting time through
visual cues can indeed effectively improve user experience
in the process of human-computer interaction [21], [24].
However, they are expedient and remedial measures. The
fundamental means to solve the waiting time problem is
to set a waiting time according to each person’s different
perception of time. We study the corresponding feedback
time configuration in accordance with the user’s speech rate
and propose a linear regression model of ‘‘optimal feedback
time’’ which are established on the experimental statistics.

We believe that the research conclusions will effectually
guide the voice interaction design research. Notwithstanding
uncertain factors like user’s habits, emotions, cultural back-
ground, and cognitive ability will influence users’ satisfaction
with the voice interaction experience in various pattern, the
feedback time suggestions based on the study results still
provide a reference for the R & D of the existing voice
interaction products.
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