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ABSTRACT JPEG 2000 is a popular image compression technique that uses Discrete Wavelet Transform
(DWT) for compression and subsequently provides many rich features for efficient storage and decompres-
sion. Though compressed images are preferred for archival and communication purposes, their processing
becomes difficult due to the overhead of decompression and re-compression operations which are needed
as many times the data needs to operate. Therefore in this research paper, the novel idea of direct operation
over the JPEG 2000 compressed documents is proposed for extracting text and non-text regions without
using any segmentation algorithm. The technique avoids full decompression of the compressed document
in contrast to the conventional methods, where they fully decompress and then process. Moreover, JPEG
2000 features are explored in this research work to partially and intelligently decompress only the selected
regions of interest at different resolutions and bitdepths to accomplish segmentation-less extraction of text
and non-text regions. Finally Maximally Stable Extremal Regions (MSER) algorithm is used to extract the
layout of segmented text and non-text regions for further analysis. Experiments have been carried out on the
standard PRImA Layout Analysis Dataset leading to promising results and saving computational resources.

INDEX TERMS Bitdepths, DWT, JPEG 2000, MSER, partial and intelligent decompression, resolutions,
text and non-text segmentation.

I. INTRODUCTION
Digital images in raw form generally occupy large storage
space, and hence image compression techniques are being
invented and popularly used to provide efficient storage and
transmission [1], [2]. Compression of data on one hand pro-
vides efficiency for archival and communication purposes,
but on the other hand its processing gets expensive. This
is because, the compressed data needs to decompressed
and then processed, which requires more computational
resources. Further, the decompressed data after process-
ing, again needs to be compressed for efficiency reasons.
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Thus, developing novel and intelligent techniques to oper-
ate directly over the compressed data without fully decom-
pressing the data is a challenging research issue that has
gained popularity in recent years [3]. In this research paper,
an attempt is made to accomplish segmentation-less extrac-
tion of text and non-text regions from document images using
partial and intelligent decompression of JPEG 2000 com-
pressed document images.

JPEG 2000 [4] image encoding standard was released by
JPEG committee in the year 2000, and since then, it has been
very popular due its support for high level of scalability and
accessibility in colour images. Document images with colour
information is required in many applications such as docu-
ment forensics, signature forgeries detection, as well as in
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many biomedical applications [5]. Documents with coloured
background and text embedded in them, such as magazines
and newspapers, are very common nowadays. Segmenting
text and non-text from these documents is a challenging task
in the field of Document Image Analysis and Recognition
(DIAR). Segmentation improves the accuracy rate within
the OCR process and boosts performances in the DIAR [6].
Some of the methods for segmenting text and non-text are
region-based, connected component-based with features such
as edge and texture, and some hybrid approaches [7]. Extract-
ing text from documents such as bank cheques and forms
are attempted by raster image analysis and vectorized image
analysis methods, as reported by [8]. A text extractionmethod
from document images of lower resolution was proposed
by enhancing the resolution using the interpolation based
resolution enhancement method and then extracting text by
OCR [9]. Text extraction from complex colour document
images using a canny edge detector for finding the edges of
text regions and also using connected components and texture
feature of image to separate text from non-text regions has
also been reported in [10]. In [11] methods are given for
extracting text from scanned, camera captured or scientific
document image using gabor filter and connected compo-
nents analysis. Researchers have also used Haar Discrete
Wavelet Transform (DWT) for segmenting text from docu-
ment images by detecting the edges and then using the line
feature, vector graph based on the edge map and the stroke,
and finally, the text is segmented by line feature [12]. In [13]
classification of text and non-text components is performed
using connected components and pixel based approach. Sta-
tistical approaches have also been used for text and non-text
classification on handwritten documents [14] and works on
the extraction of text and graphics from different scripts of
newspapers [15].

In the literature, many works have been attempted using
machine learning models besides conventional approaches
for segmentation of document images [16], [17]. In [18],
text extraction is done from camera captured image using
features such as intensity variation and color variance,
employing K-means color clustering. Text and non-text seg-
mentation using deep learning based Convolutional Neural
Network(CNN) [19], fully convolutional network (FCN) [20]
from historical handwritten documents are also reported.
It has been reported that segmentation of document images
using discriminative learning instead of connected compo-
nents have performed better results over connected compo-
nents [21]. With text and non-text segmentation, it is required
to understand the document structure or layout to maintain
the reading order of text in the document as we find docu-
ments with a single column, multiple columns, and complex
backgrounds, etc. Layout analysis is performed in two ways:
structural layout analysis [22] is performed to group the
document components, and functional layout analysis [23] is
performed for labeling the structural blocks using domain-
dependent information. For example, the first page of the
research paper contains the functional blocks, the title, author,

abstract, keywords, and paragraph of the text body [24].
Researchers have worked to segment the document’s layout
by working on the foreground and background pixels [25].
Page segmentation plays an important role in applications
such as document indexing, accessibility, and document clas-
sification [26]. Along with conventional methods, machine
learning methods works are also used for layout segmenta-
tion. According to a survey in [27], deep neural networks
(DNNs) are used for segmenting pages of historical docu-
ments. However, the text and non-text detection methods and
page layout analysis methods discussed so far only work with
the fully decompressed documents, as illustrated in Figure-1,
and they cannot be directly applied on compressed document
images. Hence, exploring novel techniques for operating with
compressed document data either directly or through intelli-
gent partial decompression is an interesting research problem.

FIGURE 1. Model for processing compressed data, in the pixel domain
with full decompression, on partially decompressed data, and directly in
compressed domain.

In the literature, there are also attempts to segment text
and non-text directly in compressed document images with
formats like run length encoding (RLE), JPEG, JBIG. Text
segmentation, line, word and character, document block seg-
mentation, font size detection have been performed directly
in compressed domain using RLE as compression tech-
nique [28]. Researchers have also processed image directly
in JPEG compressed domain for scaling, rotating, segmenting
images [29]. Also research works have been reported to seg-
ment document images directly in JBIG (Joint Bi-level Image
Expert Group) compressed domain [30]. In [31] text line
segmentation on handwritten document images is performed
directly in Run-Lenth compressed domain. Some of works
have been reported for image processing operations directly
in JPEG 2000 compressed domain [32] using DWT prop-
erties. They have used techniques to modify the image and
perform scalar addition, multiplication adding two images,
directly in compressed domain. Recent studies have shown
better results for processing images directly in compressed
domain [33].

In this research paper, the main objective is to accom-
plish segmentation-less text and non-text extraction form
JPEG 2000 compressed document images through partial
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FIGURE 2. Three-level (resolution) DWT decomposition of sample image from PRImA layout analysis dataset.

and intelligent decompression. To the best of our knowledge,
this is the first attempt in the literature to propose intel-
ligent decompression on JPEG 2000 to carry out text and
non-text segmentation in the compressed domain. The pro-
posed approach is experimented with PRImA layout analysis
dataset [34] and promising results have been reported.

The rest of the paper is organized as follows. In Section II
we have explained the problem background which includes
the brief introduction about JPEG 2000 andMaximally Stable
Extremal Regions (MSER) [35] for extracting layout of seg-
mented text and non-text regions, Section III describes our
proposed approach for document image segmentation-less
text and non-text separation and layout extraction method,
Section IV deals with the experimental results and analysis
and Section V gives concluding remark of the paper.

II. PROBLEM BACKGROUND
In this section, discussion about JPEG 2000 and MSER algo-
rithm is provided as background for the proposed model in
the current research work.

A. JPEG 2000
In JPEG 2000 [36], contents can be encoded using DWT
without loss, and can be accessed and decoded in many qual-
ities and resolutions. The key features of JPEG 2000 used in
this research work while decompression is bitdepth and reso-
lution, which helps to save decompression time by proposing
partial decompression of the image till the required level.
Bitdepth is color information of the image, as the number
of bitdepth increases the colour information increases and
also the image file size. JPEG 2000 uses DWT for com-
pression of images which supports the decompression of
images at different resolutions as shown in Figure-2 - the
three-level DWT decomposition of an image. The informa-
tion of image decreases as the DWT decomposition level
increases. To reconstruct the image, r(r > 0) sub-bands HL-
(RL−r+1), LH- (RL− r+1) and HH- (RL−r+1) needs to
be combined with the image at resolution (r – 1). RL indicates
the number of resolution levels. A sample color image from
PRImA layout analysis dataset in Figure-3 showing text and

FIGURE 3. A sample colour image from PRImA layout analysis dataset
showing text and non-text regions [34].

non-text regions with the dimension 2374 × 3254, 300 dpi
and file size is 22 MB.

The different compression and decompression stages
involved in JPEG 2000 are shown in Figure-4. In the proposed
approach (shown in Figure-5) quantization step is skipped
as lossless compression is used, for which reversible colour
transform (RCT) is chosen, as JPEG 2000 has also the option
of irreversible colour transform (ICT) for lossy compression.
RCT helps for obtaining the partially decompressed image at
certain bitdepths. Through Figure-6 to Figure-9, the sample
document in Figure-3 is decompressed at different resolutions
(6, 5, 4 and 1) and at different bitdepths for each resolution
(1 to 8), just to show the significance of partial decompression
in extracting text and non-text information directly from the
compressed JPEG2000 stream. From the figures, it can be
observed that non-text components are clearly separated at
resolution-4 and bitdepth-2 from text regions of the image.
However, the text regions can be extracted at Resolution-4
and bitdepth-8. With this intelligence, the text and non-text
regions can be directly extracted from the JPEG2000 com-
pressed stream which will reduce full decompression saving
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FIGURE 4. Working Model of JPEG 2000 for compression and decompression of images.

computation time and space. Text and non-text components
in an image are separated by decomposition of compo-
nents at different resolutions using wavelet transform. JPEG
2000 part I standard uses (5,3) and the (9,7) filters for dyadic
decomposition [37]. An input image IImage(t) is dyadically
decomposed to L levels by wavelet transform shown through
equation 1 given below.

IImage(t) =

∑
n∈z

IL0 [n]φ
L
n +

L∑
m=1

∑
n∈z

Im1 [m]ψL
n (1)

where Id0[n] and Id1[n] are high pass and low pass band,
at resolution level d respectively. The φLn and ψL

n are scaling
and wavelet function respectively.

Table-1 shows the partial decompression time for the sam-
ple image shown in Figure-3 at different resolutions and
different bitdepths. It is clearly observed that partial decom-
pression at lower resolution saves lot of computation time
in comparison with full decompression of the image at the
highest resolution. Also, it is noted that the computation
time across different bitdepths remain all most same for a
particular resolution. Resolution-6 which is the highest res-
olution takes more time to decompress than other lower reso-
lutions. Other lower resolutions provide image contents with
some loss of information; therefore depending on the type of
application and analysis required a particular resolution and
bitdepth can be chosen.

B. MSER
MSER stands for Maximally Stable Extremal Regions [35]
is used for layout extraction of coloured document image.
It’s a blob detection method in images.MSER detects
co-variant regions from images. It is a stable connected

component of the grayscale images. It works by connecting
the approximately same regions using a range of thresholds.
MSER has been used to extract the text using the property
stroke width.

III. PROPOSED METHOD
The block diagram of the proposed model for accomplish-
ing segmentation-less extraction of text and non-text region
and subsequent layout extraction with partial and intelligent
decompression is shown in Figure-5. The proposed approach
uses some parameters for obtaining the partially decom-
pressed image for extracting text and non-text components
without using any segmentation algorithms. The parameters
used during compression and decompression are mentioned
in Table-2. The proposed approach uses one of the significant
parameter bitdepth of OpenJPEG, to perform segmentation-
less extraction of text and non-text components. It works
for coloured document images at different bitdepths, which
is the colour information of the image. The input to the
model is a coloured document image compressed with JPEG
2000 (6 DWT level decomposition) using parameters during
compression. To extract text and non-text regions from the
compressed image, partial decompression at different reso-
lutions and bitdepths is explored. In the Figure-5 shown, the
compressed image is partially decompressed at resolution-4
and bitdepth-2 for extracting non-text components, whereas
for extracting text components it is partially decompressed
at resolution-4 and bitdepth-8. After obtaining the partially
decompressed images at different bitdepths, the subtraction
operation is performed between image IPD partially decom-
pressed image obtained at bitdepth-8 and non-text component
image INT at bitdepth-2 and both at resolution-4 to obtain the
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TABLE 1. Partial Decompression time of a coloured Sample magazine image of PRImA Layout Analysis Dataset at different resolutions and Bitdepths
(Time in milliseconds).

FIGURE 5. Block Diagram for segmentation-less text and non-text separation and layout extraction and further analysis (symbol spotting, word spotting)
of document images using partial decompression and MSER.

TABLE 2. Parameters used while compression and decompression of
Image.

text component image IT as shown in equation 2.

IT = IPD − INT (2)

However, for further processing of segmented text and non-
text components, bitdepth-8 is preferred as the quality of
image contents at bitdepth-2 is not good. For layout segmen-
tation, MSER is applied to the partially decompressed text
and non-text components of the image extracted at different
resolutions and bitdepths. MSER provides a layout to both
text and non-text parts of the image by a bounding box. The
proposed model, depending on the requirements of the DIAR
application, provides the flexibility of carrying out layout
extraction separately for text regions and non-text regions,
as well as the combination of both text and non-text regions

as illustrated in Figure-5. The segmented images can be used
for further analysis such as information spotting tasks (sym-
bol spotting, word spotting) after extracting text and non-
text regions. So our approach provides a segmentation-less
extraction of text, non-text components, and layout from
JPEG 2000 compressed document images using partial and
intelligent decompression.

IV. EXPERIMENTAL RESULTS
The proposed approach has been implemented using
the ’’OpenJPEG’’, [38] open-source software for JPEG
2000 implementation for compression and decompression,
and Spyder 3.3.4 for text and non-text separation and lay-
out extraction, with 8GB RAM and i5 CPU Processor.The
proposed method has been tested on the JPEG 2000 com-
pressed version of the publicly available dataset PRImA
Layout Analysis Dataset [34] comprising of competition
datatset images RDCL2017 [39] and RDCL2019 [40]. The
dataset has 478 consists of coloured document images com-
prising of magazines and technical/scientific articles respec-
tively. These datasets are developed by PRImA Research
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FIGURE 6. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-6 and various different bitdepths.

FIGURE 7. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-5 and various different bitdepths.

Lab, University of Salford, UK. The documents of these
datasets are diverse and complex. They have different types
of regions like text, inverted text,non-text (images, tables,
equations, graphs, charts etc). with different shape and size,

which make it very challenging for the segmentation of
the text and non-text components. The output of the pro-
posed approach on sample image of PRImA Layout Analysis
Dataset is depicted in Figure18. Different evaluation metrics
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FIGURE 8. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-4 and various different bitdepths.

FIGURE 9. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-1 and various different bitdepths.

used for performance evaluation of the proposed approach on
coloured document image are precision, recall, F1 Score and
Segmentation accuracy.

The Precision defines the proportion of correctly predicted
positive values to the total predicted positive values, the
Recall defines the proportion of correctly predicted positive
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TABLE 3. Performance evaluation of proposed approach for text segmentation, non-text segmentation, and text and non-text segmentation accuracy at
different bitdepths (at resolution-4) for the coloured magazine images of PRImA Layout Analysis Dataset.

TABLE 4. Performance comparison of proposed approach for text/non-text separation of document images with existing algorithms in pixel domain.

TABLE 5. Processing time for the proposed approach (partial decompression + text and non-text separation time) for different resolutions and bitdepths
for the sample document shown in Figure-3 image of PRImA Layout Analysis Dataset (Time in milliseconds).

values to the all values in actual positive class. The F1Score
defined as the average of Precision and Recall, it also takes
false positive and false negative. The segmentation Accuracy
is average percentage of text classified positively as text
accuracy and non-text classified positively as non-text accu-
racy. The mathematical equations for the above metrics are
represented as Equations 3 - 6, where TruePositive is the value
predicted as positive correctly, means the values of predicted

and actual class are both positive. TrueNegative is the value
predicted as negative correctly, means the value of predicted
and actual class are both negative. FalsePositive, when the
value predicted is negative and the actual class is positive.
FalseNegative, when the value predicted is positive and actual
class is negative.

Precision = TruePositive/Totalpositive (3)
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TABLE 6. Proposed approach processing time (partial decompression, text and non-text separation time) comparison of text/non-text separation of
document images of PRImA Layout Analysis Dataset with existing algorithms in pixel domain (Time in milliseconds).

Recall = TruePositive/Totalactualpositive (4)

F1Score = 2 ∗ (Recall ∗ Precision)

/(Recall + Precision) (5)

Accuracy =
RecallText + RecallNon−text

2
(6)

Table-3 shows the performance of our approach in terms
of different evaluation metrics such as precision, recall, F1
score, and segmentation accuracy for the PRImA layout anal-
ysis dataset. The performance of the proposed approach has
also been compared with the existing algorithms of text and
non-text separation in the pixel domain or uncompressed
domain as reported in Table-4. From the results shown in
Table-4, it is observed that the proposed approach performs
better in comparison to existing approaches. The proposed
approach performs better for segmenting text and non-text
components on the JPEG 2000 compressed document images
through partial and intelligent decompression without using
any segmentation algorithm. In Table-5 comparative study
is shown in terms of processing time(partial decompression,
text, and non-text separation time).

It is observed that the highest resolution which is at
resolution-6, takes more time in comparison with lower
resolutions 5 and 4. The proposed approach for text and
non-text extraction from compressed coloured document

images works at resolution 4 and bitdepth-2. This is because,
at the next lower resolutions (3, 2, and 1), the text and non-text
components are not visible due to the decrease in the qual-
ity of resolution of the image. In Figure-10 and Figure-11,
we present the performance of the proposed approach in
terms of time and space for separating text and non-text com-
ponents. The graphs in Figure-10 and Figure-11 represent
that it takes less time and space as resolution and bitdepth
decrease, which makes the proposed approach efficient in
terms of time and space.

In Section-II, it was discussed that during compres-
sion, JPEG 2000 decomposes the input image at different
resolutions using dyadic decomposition. A similar pattern
is also observed during partial decompression as illustrated
through the graph in Figure-12. The graph shows that, as the
resolution of an image is increased, the size of the text
and non-text segmented components (in terms of area and
perimeter) also increases. Therefore, the proposed model in
this paper can segment text and non-text components through
partial and intelligent decompression without employing a
segmentation algorithm at resolution-4. At resolution-4, it is
also ensured that the extracted text and non-text components
are of good quality or resolutions so that they can be subjected
to further DIAR processing such as word spotting, symbol
spotting.
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TABLE 7. Layout Extraction Time for a sample document image shown in Figure-3 from PRImA Layout Analysis Dataset at different resolutions and
bitdepths (Time in milliseconds).

FIGURE 10. Visual representation of the processing time (Partial
Decompression of text and non-text extraction time) at different
bitdepths and resolution for the proposed approach.

FIGURE 11. Visual representation of space analysis of proposed approach
at different bitdepths and resolutions for the proposed approach.

FIGURE 12. Visual representation for the increasing area and perimeter
of text and non-text components on different resolutions of the proposed
approach.

Here in the Table-6 shows the comparative analysis of
the proposed approach in terms of processing time with

TABLE 8. Parameter Compression Ratio influence the size of compressed
image without affecting the partially decompressed image segmentation
accuracy.

FIGURE 13. Visual representation of the increasing the parameter
compression ratio of JPEG2000 while accuracy being almost same at
different resolutions.

the existing algorithm’s processing time in pixel domain
or uncompressed domain, which shows that the proposed
approach outperforms compared other existing approaches
in the uncompressed domain. To the best of our knowl-
edge, there is no similar comparative study reported in JPEG
2000 compressed domain, and hence comparative study
in this paper are reported taking research works reported
in uncompressed documents. The proposed approach also
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FIGURE 14. A sample Bengali coloured magazine image from ‘‘Kishore Bharti’’ magazine at different bitdepths at resolution-6.

FIGURE 15. A sample greyscale document image from ICDAR- 2009 dataset at different bitdepths at resolution-4.

completes the layout extraction of the document images,
Table-7 shows the layout extraction time of document images
at different bitdepths and resolutions. To show the robustness
of the proposed model, the technique has also experimented
on the Bengali magazine ‘‘Kishore Bharti’’ image as shown
in Figure-14. It works similar to English scripts or documents
as of ‘‘PRImA Layout Analysis Dataset’’ images. So the
proposed approach is capable of working on different scripts.
As shown in Figure-15, the proposed approach is also applied
to a sample image of the ICDAR 2019 dataset, and it is noted
that the text and non-text from the images are not extracted.
This is because, it is a grayscale image where bitdepth is
1 bit during JPEG 2000 compression, and therefore pro-
posed model is not helpful to segment the text and non-text
components in such documents. The proposed approach has

also mislabeled the text as non-text (text within non-text
objects) and vice-versa to some extent, due to the same colour
information in both text and non-text regions as shown in
Figure-16. The proposed approach also extracts some small
non-text components at resolution-4 and bitdepth-2 which is
illustrated in Figure-17. Despite the issue of mislabeling the
text as non-text and vice-versa, it can be said that the pro-
posed approach performs better as compared to conventional
approaches. By exploring the bitdepth and resolution features
of the image it brings novelty to the proposed approach,
by performing segmentation-less extraction of text, non-text
components, and layout extraction.

The graphs in Figure-10 and Figure-11, show the process-
ing time (partial decompression + text and non-text sepa-
ration time), and it is observed that as resolution decreases,
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FIGURE 16. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-4 and various different bitdepths which
mislabels text as non-text components.

FIGURE 17. A sample document image of PRImA Layout Analysis Dataset partially decompressed at resolution-4 and various different bitdepths which
detect small non-text components at resolution-4 and bitdepth-2.

the processing time also decreases. So we can perform the
text and non-text separation of coloured document images
at a lower resolution (resolution-4) to save decompression
time, space and quality. Layout extraction for the entire doc-
ument can also be performed at lower resolutions by partially
decompressing the image. The result for text and non-text
separation, layout extraction of coloured document image at
different bitdepths for resolution-4 are shown in Figure-18.
It shows that the proposed approach successfully separates
the non-text components at bitdepth-2 and text regions at

bitdepth-8 of the coloured document images at resolution-4.
The proposed approach has also been experimented with
using the parameter compression ratio during compression
which reduces the size of the compressed image, which is
shown in the Table-8 and is visualized in Figure-13. The
proposed approach works independently from the parameter
compression ratio and gives promising results. The results of
the proposed approach show that it performs reasonably well
for extracting text, non-text and layout in terms of time and
space while maintaining the accuracy of the approach.
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FIGURE 18. Segmented image of text and non-text components and layout extraction of coloured document image at bitdepth-2 and resolution-4, where
first row is bit depth image, second row is non-text Image, third row is text image, fourth row is final layout extracted image.

V. CONCLUSION
Text and non-text segmentation, layout extraction is a sig-
nificant step in many DIAR processing. The performance
of this step has a further impact on the system. In the
present work, we have presented a novel research work
on segmentation-less extraction of text and non-text com-
ponents through partial and intelligent decompression for
JPEG 2000 compressed documents images. It utilizes the
unexplored features bitdepth and resolution of JPEG2000

compressed images. Document images are partially decom-
pressed using both features, at bitdepth-2 and resolution-4
to accomplish the task of segmentation. Layout extraction
is also performed with the help of MSER to provide a
bounding box to the regions of the partially decompressed
image. The performance of the proposed approach is eval-
uated on PRImA Layout Analysis Dataset comprising com-
petition dataset images of RDCL2017 and RDCL2019 and
comparedwith existingmethods. The results show that partial
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decompression of image (at lower resolution and bitdepth)
and segmentation-less separation of text and non-text saves
time and space, which helps in reducing the time taken by
DIA operations. The proposed approach performs better in
terms of time, space and segmentation accuracy.
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